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Abstract

A new technique for monotone segmen-
tation of parallel corpora is introduced.
This segmentation is based on a set of
anchor words which are defined man-
ually. The parallel segments are com-
puted using a dynamic programming
algorithm. To assess this technique,
finite-state transducers are inferred from
both non-segmented and segmented cor-
pora. Experiments have been carried
out with Spanish-English and Italian-
English translation tasks. This tech-
nique has proven useful in improving
the results with respect to those obtained
with unsegmented corpora.

1    Introduction

In this paper, we present a new technique for im-
proving machine translation systems. This is a
heuristic approach for parallel corpora segmenta-
tion using anchor words and a dynamic program-
ming algorithm.

In a parallel corpus, the anchor words are spe-
cific words that are defined for the two languages
of the corpus and that are strongly related.

The goal of parallel corpus segmentation is to
segment the source sentence and the target sen-
tence in such a way that the correspondence be-
tween segments is monotone and one-to-one.

*This work has been partially supported by TransType 2
(IST-2001-32091) and SisHiTRA (TIC2000-1599-C02).

Using this segmentation, we attempted to im-
prove the word alignments obtained with statisti-
cal techniques (Brown et al., 1993; Brown et al.,
1990). These models depend on the length of the
source and target sentences. The models are bet-
ter estimated with shorter segments and, conse-
quently, better word alignments are obtained.

The basic scheme of the proposed parallel seg-
mentation is the following:

a) The source and the target sentences are ini-
tially segmented in the positions of the an-
chor words.

b) As the number of source and target segments
can be different, a dynamic programming al-
gorithm is applied to find the optimal corre-
spondences between segments.

In section 2, we will show how to segment a
bilingual corpus describing the segmentation of a
pair of sentences using anchor words. We will
then describe the experiments carried out to test
this new technique and the obtained results.

2   Segmentation of a parallel corpus

Parallel segmentation is considered from a statis-
tical point of view. Segmentation of a parallel cor-
pus is carried out by segmenting every pair of sen-
tences in this corpus.

2.1    Statistical machine translation
We use a notation which is similar to the one pro-
posed in (Brown et al., 1993), where f is a source
sentence and e is a target sentence.
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In order to translate from the source language
to the target language in a statistical framework
(Brown et al., 1993), we look for the probability
of obtaining a sentence e from a sentence f, that is,
Pr(e | f). Applying Bayes rule, we have:

Since we are searching for the target sentence
with the best probability of being generated from
the source sentence, by maximizing the preceding
expression, we have:

where Pr(e) corresponds to the probability of the
target language model and Pr(f e) is known
as the probability of the translation model. This
model transforms a sentence in the target language
into a sentence in the source language.

2.2    Segmentation of a pair of sentences
We obtain the segmentation as a byproduct of the
translation process of a sentence. To start with,
a trivial monolingual anchor-point-based initial
segmentation is assumed on the sentence f. A dif-
ferent trivial monolingual anchor-point-based ini-
tial segmentation is also assumed on the sentence
e. Having defined a set of anchor words for the
source language and another set of anchor words
for the target sentence, the first initial segment for
sentence f is composed of the sequence of words
from the beginning of the sentence until the first
anchor word of f. The rest of the initial segments
are composed of the sequences of words from the
first word following the last segment until the next
anchor word. The last segment of the sentence
may end with the end of the sentence instead of an
anchor word. The initial segments of e are com-
puted in the same way, but taking into account the
anchor words for the target language. Let us sup-
pose that there are a initial segments for sentence
f and there are b initial segments for sentence e.
This initial segmentation is represented as:

A parallel segmentation s is an ordered set of
pairs of sequences of words, where every one
of these pairs has a sequence of words from the
source sentence and a sequence of words from the
target sentence composed by one or more consec-
utive initial segments of the source sentence or the
target sentence, respectively1.

ment in the input sentence cannot be left without a
corresponding segment of the output sentence, and
vice versa. Another restriction is that there cannot
be inversions in the order of the initial segments;

An example of this kind of segmentation is
shown in section 2.3.

The set of possible parallel segmentations for
an initial segmentation based on anchor words

1 Note the difference with an initial segmentation. A seg-
mentation may have joined several consecutive segments of
the initial segments, but it has the same number of final seg-
ments for the source and target sentences.
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of a segmentation as a generative model. We can
say that the segments in the source sentence are
generated from the corresponding segments of the
target sentence.

can be estimated automatically from the bilingual
corpus by using the estimation methods described
in (Brown et al., 1993). The software used to ob-
tain this statistical dictionary was GIZA++ (Och
and Ney, 2000; Knight, 1999). The probability
that the sequences of words of the pair have a cer-
tain length (number of words) is measured by the
ε term.

Now, expanding expression (4) with (5), we
have:

In order to obtain the segmentation with maxi-
mum probability, we want the argument that max-
imizes expression (7), so, we look for:
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Another matrix can be computed together with
the matrix s in order to store the path for the most
probable segmentation, that is, to store the group-
ings of initial segments that are carried out for the
most probable segmentation.

2.3   A complete example
Now we offer a complete example of the compu-
tation of the segmentation of a pair of sentences.
This pair of sentences is extracted from the FUB
corpus (Vidal, 2000). This corpus is a bilingual
text corpus of Italian-English pairs of sentences

with restricted semantic domain. The sentences
in the corpus are typical sentences of a tourist in
the hotel domain, for example:

• A che ora é disponibile il servizio navetta per
l’aeroporto? /At what time is the shuttle ser-
vice to the airport available ?.

• Avete una stanza libera dal quattro al dieci
Settembre? /Do you have a free room from
the fourth to the tenth of September?

Defining the following sets of anchor words for
Italian and English, respectively:

The English expressions I would like and I wish
were treated as atomic anchor words.

This is a pair of sentences extracted from the
corpus:

buonasera , sono la signora Rossi
della camera trecentodue , vorrei dis-
dire per domani mattina la colazione in
camera, grazie.

good evening , it is Mrs Rossi from
room three hundred and two , I would
like to cancel breakfast in room for to-
morrow morning, thanks.

The initial segmentation for the original sen-
tences and the anchor words is shown in Figure
2.

After running Algorithm 1 described in section
2 on the initial segmentation of Figure 2, we ob-
tained the segmentation shown in Figure 3 as the
best segmentation.

3 Experiments

3.1    Corpora description
The EUTRANS-I corpus (Vidal, 2000) is a
Spanish-English corpus which was generated
semi-automatically for the EUTRANS-I task
which is a subtask of the "Traveler Task". The
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domain of the corpus is a human-to-human com-
munication situation at a reception desk of a hotel.
The corpus characteristics are shown in Table 1.

The FUB corpus (Vidal, 2000), is a bilingual
Italian-English corpus with a restricted seman-
tic domain. The application is the translation of
queries, requests and complaints that a tourist can
make at the front desk of a hotel, for example, ask-
ing for a booked room, requesting a service of the
hotel, etc. The characteristics of the corpus are
shown in Table 2.

3.2    Results
There is no standard method for evaluating the
quality of a segmentation. One possible method is
to compare the segmentation produced by the ap-
proach presented here with respect to a reference
segmentation produced by hand. However, this
is a very expensive procedure which is not error

free. Another possible method for assessing the
performance of this new segmentation technique
is to compare the efficiency of a translation sys-
tem obtained from the original corpus and another
obtained from the segmented corpus on the trans-
lations of a test set of sentences.

We trained two finite-state transducers: one
from the original parallel corpus and one from the
segmented parallel corpus. In order to infer the
transducers from a parallel corpus we used a tech-
nique known as Grammatical Inference and Align-
ments for Transducer Inference (GIATI) (Casacu-
berta, 2000). The translation quality was mea-
sured for every transducer on the test set by using
the translation word error rate (TWER). This is the
average number of wrong words in the translations
generated by the transducer with respect to fixed
reference translations for the source sentences.
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The number of initial segments that were al-
lowed to be joined in one segment of the final seg-
mentation was five.

In order to infer a finite-state transducer, the GI-
ATI technique needs word-level alignments such
as those described in (Brown et al., 1993; Knight,
1999) for every pair of sentences of the training

set. Model 4 (Brown et al., 1993) was estimated
with the non-segmented corpus and word align-
ments were obtained. With the segmented cor-
pus, each pair of segments was considered as a
pair of sentences, Model 4 was estimated and the
corresponding word alignments were computed.
These alignments were computed using the soft-
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ware GIZA++ (Och and Ney, 2000; Knight, 1999),
obtaining the alignments produced by Model 4
(Brown et al., 1993). The finite-state transducer
generated with GIATI is derived from a n-gram
model inferred from the source sentences. In these
source sentences, the words of every input sen-
tence are labeled with the words of the correspond-
ing target sentence according to the word align-
ments obtained with Model 4.

Tables 3 and 4 show the average lengths of the
source-target sentences, along with the lengths of
the segmented sentences obtained by the proposed
technique. It is worth noting that on the average,
the more complex and long sentences of the FUB
corpus are broken down into much shorter (and
simpler) segments.

Table 3: Average sentence length (number of
words) for the EUTRANS-I training set in the non-
segmented and segmented versions.

Spanish    English
Non-segmented       9.71 9.93
Segmented 7.40         7.57

Table 4: Average sentence length (number of
words) for the FUB training set in the non-
segmented and segmented versions.

Italian    English

Non-segmented     17.94      21.55
Segmented 4.79        5.76

Table 5 shows the TWER values for the inferred
transducers from the EUTRANS-I training set us-
ing the Model 4 alignments and fourgrams for GI-
ATI. Table 6 shows the TWER values for the cor-
responding transducers of the FUB training set us-
ing the Model 4 alignments and bigrams for GI-
ATI.

The transducer inferred using the segmented
EUTRANS-I corpus produced a greater error
rate than the transducer inferred using the non-
segmented corpus. On the other hand, the results
for the segmented FUB corpus improved the re-
sults over those obtained for the non-segmented
version of the corpus.

Table 5: TWER for the EuTRANS-I test set using
the transducers inferred with GIATI using four-
grams and the Model 4 alignments.

          Non-segemented     8.0

  Segmented   10.5

Table 6: TWER for the FUB test set using the
transducers inferred with GIATI using bigrams
and the Model 4 alignments.

Non-segmented    26.6
Segmented 25.2

4    Conclusions

A new automatic segmentation technique for a
parallel corpus has been presented. The method
has been tested using the translation results ob-
tained for two tasks: the EUTRANS-I task and the
FUB task.

The EUTRANS-I task is relatively much simpler
than the FUB task, and the length of the sentences
is significantly shorter. Consequently, alignment
models such as Model 4 produce very good results
on unsegmented pairs of this corpus, thereby di-
rectly leading to good translation results with GI-
ATI transducers trained on unsegmented aligned
data. The FUB corpus, on the other hand, is much
more complex and the lengths of the sentences
are much longer. For these (long) pairs of sen-
tences, alignments obtained by alignments models
such as Model 4 tend not to be as good as those
of EUTRANS-I. In this case, using the shorter
pairs of sentences obtained by the proposed seg-
mentation technique definitely helps the alignment
model to produce better alignments, thereby lead-
ing to improved results for the GIATI transducers
trained on segmented aligned pairs. It should be
noted that the FUB task is much more realistic
than the EUTRANS-I task.

Although the proposed technique has a heuris-
tic component (the selection of the anchor words
sets), it improves the translation results with min-
imum human effort, especially for difficult tasks
such as the FUB task.
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