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Abstract
This sectionof the workbook providesthe descripton of the MT evaluationexercisethatis proposedto the workshopparticipants,
including the specification of the metriésr MT evaluation thatheparticipars are suggested to usela tvorkshop.

1. A Collective Hands-on Exercise

1.1. Motivation

The motivations behind the LREC 2002 MT
Evaludion workshop are groundedin previous work in
thefield, describedat lengthin the previows section. The
workshopis the sixth in a series of handson workshops
on MT Evaluation,orgarized in the framework of the
ISLE Project.

The goal of theshandson evalation workshopsis to
carryon a collective effort towards the standardizatiorof
MT evaluation.The ISLE taxonamy hasbeendesgned
for standardizationput it would have not reachedthe
presenstatewithout feedbackirom the participantsat the
workshops.Conversely, the participans have broadened
their view of MT Evaluation, through the concreteuseof
the ISLE taxanomy for the despn of toy evaluatiors, but
also through extensive disaussions with the organizers
and other participants.

Same of the workshops have focused more on the
setupof an evaliation dependig on the desred context
of use, others on metrics, others on reporting reaults
obtained in this framework. As pointed out in the
previous secton, the need for a clear view of the
performances of various metrics has prompted the
organizatim of the preseit workshop, «Machine
Translation Evaluation Human Evaluators Meet
Automaed Metrics». Through handson application of
selected metrics from the present workbook, the
participantswill be able to familiarize themselves with
the currernt problens of MT Evaluation, to get a first-
handexperiece with recentmetrics and to contributeto
researchin this field by their own observatios of the
metrics behaviors.

1.2. Desciiption of the exercise

The participantsto the workshop are sugyestedto
register with the organizerswell before the day the
workshop will take place (May 27, 20®). Thus, both
organizersand participantswill be able to preparein
advancean evaluation exercise (requiring severalhours
of work), so that the workshop itself can be devotedto
the exploitation of those resilts.

The evaluation study that all participans are kindly
required to carry on can be smarized as follavs:

1. Selecttwo evaluationmetrics among thosedescribed
belowv, preferaby one «human-tased and one
«automated> (more than two iswelcame!).

2. Optionally, add one othe metrics thatyou haveused
beforein MT evaluation,or any persaal suggegion
for ametric.

3. Using thetestdataprovidedby the organzers,apply
the selectedmetrics and computethe scoresof eath
translation, on a 0%—-100% scale.

Thetestdatais describedn the next documentof the
workbook and can be downloadedfrom http://
WWW. i SSco. uni ge. ch/ projects/islel/nteval
-may02/ . It consistsin two sourcetexts in French,
eachwith a referencetranslation and abouta dozen
translatios to be evaliated, from various systans
and humans.

4. Sendthe reailts by email to the organizers (e.g.,
Andrei.Popescu-Belis@issco.unige.ch ), to-
getherwith any comments you beliere usdul.

5. Prepae a brief accountof the evaluation (about10—
15 minute talk) to be presentedat the workshop,for
instance by first answering the question «what are
the strorgeg andthe wegesd pointsin the measures
thatyou used®

1.3. Exploitation of the Reslis

Theresultsof theseevaluationswill be discussedand
highlighted at the workshop from the perspectie of
presentesearclgoals. Regardingindividual metrics,the
scoresobtainedby different evduators using the same
metric will inform the community aboutthe reliability of
that metric (cf. precedingdocument, 5.2), by computing
standard deviationnal interannotator agrement.

The other importart resut of the pre-workshop
evaludions will be dataon cross-netric correlation,i.e.
the agreenent betweenpairsof metrics. Thisisimportar
both for metrics basedon human judges (it ill usrates
how well the specificdions are definedor how coherent
the judges are) and for autamated metrics (for which
agreenent with a reliable human judgement is almostthe
only proof of coherence). These meta-evaluation



considerationswill be analyzed at the workshop by the
organizers,basedon the reailts sent to them by the
participants. These consideratsomill constitute he basis
for discusion and conclisions of theworkshop.

2. Specifications @& the Metrics
2.1. Preambe

The metrics tha are proposed in this application
illu stratea broadspectrunof thosethat were synthesized
for the ISLE MT evaluation framework. The two
categorieddentified belowv parallel of coursethe title of
the workshop, «Human Evduators Meet Automated
Metrics». In the history of MT evaluation, given the
difficulty of the tak, most of the quality judgments, and
later ‘metrics, we carried on by humans. However, as
explainedin the previous chapter,the utility of auomatic
meagaires has always been clear: they provide cheap,
quick, repeatableand objective evaluatia. 'Objective
mears herethat the same trarslationwill always receive
the same score,as opposedto human judgesthat may
havefluctuating opinions. However, since human judges
are the final referexce in MT evaludion, the resuts of
autanatedmetrics must correlatewell with (some aspect
of) human-basedmnetrics.

The metrics specfied belov must of course be
integratedin a broaderview of evaluaion, since none of
them is sufficient to deternine the overall quaity of a
system. As statedin the ISLE taxonamy, it is the desired
contextof useof the evaluatedsystean that deteminesa
‘quality model’, namely a setof uselul features, to which
severalmetricsare associatedlt is only the combinaion
of thesescoreghat providesa goodview of the quality of
the g/stam in thegiven cantext.

Documentation aboutthe metrics belov (apartfrom
the references quoted) can be found in several papers
available over the Internet. The ISLE evaluation
workgroup has a webpage at  http:/
www.issco.unige.ch/projects/isle/ewg.html
with links to previows Workshop material for MT
Evaludion, and to electronic versiors of Van Slypes
(19) reportandof the MT Evaluationworkshopheld at
the MT Summit VIII corference.The ISLE taxonamy
can be found at http://www.issco.unige.ch/
projects/isle/taxonomy2/

Below is a synopss of the metrics that will be
described in the reaining part of his document.

(A1) IBM's BLEU and he NIST version

(A2) EvalTrans

(A3) Named ently translafon

(Ada) Syntactic correctnes

(A4b) X-Score /parsability

(A5a) Dictionary update / omber of
untranslaedwords

(A5b) Translation of dmain terminology

(A6) Evaluding syntactic correctnesfrom the
implementaion of trandfer rules

(H1) Readimg time

(H2) Correction / post-editig ime

(H3) Cloze test

(H4a) Intelligibility / fluency

(H4b) Clarity

(H5) Correctness / adequactfidelity
(H6) Informativenes: canprehasion tak

2.2. Automated/automatable metrics

2.2.1. IBM's BLEU and the NIST version (A1)

We mention first the most recer proposal of an
autanated metric for MT Evaluation, namely the BLEU
algorithm proposedy atean from IBM (Papinenietal.,
2001; Papineni, 2009. The principle of this metric,
which was fully implemerted, is to compute a distance
betwveen the candidatetransldion and a corpusof human
«reference» translaions d the sairce text. The distands
computedaveraing n-gram similitude betveentexts, for
n=1, 2, 3 (highervaluesdo not seen relevant). Thatis,
if the words of the candidatetranslatian, the bi-grams
(couplesof conseative words)and tri-grams arecloseto
one or more of thosein the reference translatiors, then
the candidate scorddgh on the BLEU metric.

Apart from intuitive arguments, the metod to find
out whether this metric really reflects translaion quality
is to compareits resuts with human judgements, on the
same texts. In-house data(Papineniet al., 2001) aswell
asthe DARPA 1994 data(Papineniet al., 2002), were
usedto test the coherencebetween human scoresand
BLEU scores, ad this wasfound acceptable.

The metric was alsoadaptedor the recentNIST MT
Evalugion campaign (Doddingtan, 2001). The main
chargeswere:text preprocessig, a differentiatedweight
associatedo N-grams basedon their frequeng/, andthe
useof tri-grams only. Thesemodifications must still be
discusedby the community, but the NIST providesyet
the scriptsimplemenrting the BLEU metric as well asits
adaptation, at:  http://www.nist.gov/speech/
tests/mt/mt2001/resource/ .

We do not describefurther this metric, but would like
to refer the participantsto the documentation quoted
above which provides sough resairces to applit.

2.2.2. EvalTrans (A2)

Automatic corpus evalation extrapolation using
EvalTrans(Niessa et al., 2000) gives statstics, such as
the average Levenshtein distarce standardizedto the
lengh of the targetsentence.Thetool canbe downloaded
at http://www-i6.informatik.rwth-aachen.de/
HTML/Forschung/ Uebersetzung/Evaluation/.

The first step is to load and save the human
translatims. For the preseit workshop, the referece
translation aswell as the other human trarslations of the
same source text will congitute the «reference set.
Whenthe systam is setup to work autamatically, it wil |
searchthis reference databasefor sertences which are
most similar to the madine trarslatedsentencethat must
be scored.

However, in order for the extrapolation to be
performed,the Levenshtein distance algorithm needsto
be seededwith scoresfor some (at leastone) manualy
evaluded sentece. For this, a baseline madine
translation (for instance)needsto be loaded and some
sent@ce pairs need to be evaluated.



Next, the «test corpus senteces needto be loaded.
Theseare the madine translatians for eachsourcetext.
For eachsetof «testcorpus sentences,which comprise
each madine trarslation of a source text, subjective
sentece error rate (SSER) and multi-reference word
error rate (MWER) will be calaulated by the autométic
metric.

» Several stastics of interestwill be produced:
Average number of «perfect» (scored 10)
referencesentences per evalation sentence pair
(to indicate hw reliable he mMWER is).
(averagescore) / (value of all (evauated/
extrapolated) sentence pairs)

Standard deviation ohe score
Subjectivesentence error rate (i.e., 100% * (1 —
averagescore)).An averae scoreof 0.0 results
in a SSER of 100%,an averagescoreof 10.0in a
SSER of 0%.

Subjective sentence error rate weighted by the
length of the taget satences

Average extrapolation distance: averae
Levershten distance (per target word) of all
extrapolated sentees

The SSER indexes each senience, then uses the
MWER, the number of perfectreferencesentences,the
absoluteLevenshtein distance to eachsentence, and the
Levershten distanceto that sertencev. the length of
current satence.

The mWER is the word error rate againstthe mog
similar referencesentence which has beenevaluatedas
«peffect» (i.e., has beenassigned a scoreof ten). It is
calculatedas Levenshteh operationsper referenceword
(and can thus exceed 100%). Average mMWER for an

evaludion corpusis calculatedword-wise, not sentence-
wise.

Another meagire, the information item error rate, is
not includedbecauset relies heavly on manual scores,
useof which would defeatthe purposeof the autanated
metric.

2.2.3. Named entity translation (A3)

The NEE metric (Named Entity Evaluation) is
describedfor instancein (Reederet al., 200]). Since
autamatedsdtwareto supportthis metric is available, it
has been corsidered here an autanated metric.
Participantsto the workshop may of course appl it
marually, given the snall amount of tes data.

The processfor utilizing this metric is relatively
straichtforward: a) identify the named ertities within a
given test corpus; b) pull unique entities from the
documert; c) find the entities in the systeam output text;
and d) compareentities in the output text with those
identified in the referencetext (see Figurel below).
Identifying the named ertities in the referancetransldion
requireshuman annotatian, and is the only stage of the
process to do so.

In a concreteexample of this metric, to preparethe
corpoar for evaluation,two expert annotatorsused the
Alembic Workbenth (Day et al., 1997; see also
http://www.mitre.org/technology/alembic-
workbench/ ) annotation tool to tag occurreces of
named entities according to the MUC  amotatin
guidelines. After the named entities are tagged in the
referencetrarslation (desighated here by ANNO), the
metric can be applied.

Human REFERENCE
Translatg TRANSLATION Human
SOURCE Annotator
DOC
SYS-1 ANNOTATED
MT TRANSLATION TRANSLATION

ALIGNMENT

ANNO & SYS-1
ALIGNEDDOCS

NE SCORNG

SYSTEM (SYS-1)
SCORE

Figure 1. Scoring techiquefor the NEEmetric.
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The next stage is to align the ANNO trarslation text
with the evalation text (the output of the system SYS-1
for this exkample). Toscore the translatiofpr eacharticle
in the aligned pair, the tagged named entities are pulled
from the ANNO and a list of unique names for the
comparisa unit (paragraphor article)is preparedThis is
followed by nomalizaion. At this time, the
nomalizaion stepsappliedare: (a) substitition of non
diacritic markedlettersfor the equivalent diacritic mark
character for Romance languages (for instance a
becomsa); (b) down-casng; (c) the nomalization of
numeric quantities (particularly for numbersunder 100)
and (d) the removal of possesies. Other nomalization
stepsmay be needed,as well as the incorporation of
partial matchscorirg (seeReederet al., 2001). Oncethe
named entity list and the SYS1 tokers have been
nomalized, the searchfor named ertities in the token
lists is straghtforward. Only exact matches given the
nomalizaion stepsdescribedare consideredat this time
and all result here rdéct ths.

2.2.4. Syntactic correctness (A4a)

The following describes syntax metric basedon the
minimal number of correctionsnecesary to renderan
MT output senteice grammatical. Each evaluaor must
trandorm each sertence in the MT output into a
grammatical sertenceby making the minimum numberof
replacemats, corrections,rearrangment, deletions,or
additionspossible.The syntax scorefor eachsentaceis
then defined as the ratio of the number of charges for
eachsentenceto the number of tokers in the sentence.
For the purposesof this ted, a token is defined as a
whitespace-detnited string of letters or numbers.
Additionally, individual punctuation marks, since they
are subjectto comection, are also countedas separate
tokers. Eachitem of punctuationthatoccursin pairs(e.qg.
bracketspracesguotationmarks, parenhess) is counted
asaseparateéoken.Thus,in the following sertence there
are 24 tokens:

* Mary, who had goneto seethe fountain (in the

center of town), said that it was turned off.

It is important to remember that the final edited
senteice needonly be syntactcally correct. Thatis, the
final resut may be samanically anomalous. Raters
shoud endeavorto produce a syntacticaly correct
senteice by making as few changes possible to the
original MT output. Deletions,subsitutions, additions,
andrearrangments arecountedby totaling the number of
wordsdeleted substiuted,added ,or moved. In the event
thatthereare combinedoperationsfor example, moving
a phraseconssting of four words, of which one hasbeen
deleted, the move is computed after the deletion is
counted, this he abovementioned operationvould result
in one deletion and 3 moves. Finally, errors in
inflectiond morphology are not courted in the syntax
metric. In applying this metricto testdata,it was found
that even when evaluatorsarrive at the sane scorefor a
given sentence (thatis, they havethe same total number
of changes), they often choosea differentcombination of
the four operationsto arrive at their final grammatical
sentece. The metricasit stards hasnot beenautanated,
andwould indeedbe very difficult to auuomate;however,
partial autamation, sudh as automaic tracking and
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countng of necessay edit operations,would greatly
assis$ in appling this metric in an efficient manner.
2.2.5. Automatic Ranking of MT
by X-Score (A4b)

Systens

Background: The X-Scoremetric aims to rark MT
systams in the sane orderaswould be given by a human
evaludion of the Fluency of their outputs (Hartley &
Rajman, 2001; Rajman & Hartley, 2002). The metricis
especialy adapted teank madine trarslatiors relative to
one another,ratherthan comparing human and macine
translatims. This metric was derived from experiments
conductedon the French-English segment of the corpus
usedin the1994DARPA MT evaluatim exercse.In that
exercise,human evaluators scored translatiois of 100
sourcetexts by 5 MT systems for their Flueng (among
other attributes).To establishthe presat metric, the F-
scores (Fluency scores) for individual texts were
convertednto rarkings of systems using the aggregation
techrique of rarking by avera@ rarks (averae rark
ranking or ARR). Using the sanme ARR tednique,
rankings were compued on the bask of the X-score for
eachdocunent. The X-scoreswere found to representa
very good predicor of the ranking derived from the
human evalations (H-rarkings). The distance betveen
the H-rarking and the X-rarking is 1, correspondingdo a
similarity of 93.3%,a precisionof 93,3%and a recall of
93.3%.If restrictedto the mostcomplete partial ranking,
thesevaluesimprove to a distanceof 0.5, a similarity of
96.7%, gorecision of 100% and a recall of 93.3%.

Computing the X-Score The X-score is taken to
measire the granmaticdity of the trandations. For any
given document, the X-scoreis obtainedasfollows. First,
the document is analzed by the Xerox shallow parser
XELDA in orderto producethe syntactic dependencies
for each sentence constituent. For example, for the
sentaice The Ministry of Foreign Affairs echoed this
view, the following syntacticdependaciesare produced:
SUBJ (Ministry, echoed); DOBJ (echoed view); NN
(Foreign,Affairs); NNPREP (Ministy, of, Affairs).

On the corpususedin (Hartley & Rajman, 2001),
XELDA produced?2?2 different syntactic dependenies,
among which:

e RELSUBJ: for exanple, RELSUBJ(heariny, lasted)
in «a hearirg that lastednore han tvo hours;

* RELSUBJPASS: for example, RELSUBJPASS(
program, agreed) in «a public progran that has
already beengreed on .»;

e PADJ: for exanple, PADJ(effects, possible)in «to
examine the dfects as possible

« ADVADJ: for example, ADVA DJ(brightly, colored)
in «brighty colored doors.

After eachdocument has beenparsedwe compute its
dependeng profile (i.e. the nunber of occurrencesof
each of the 22 dependenciesn the document). This
profile is then used to derive the X-score usng the
following formula:

«  X-score= (#RELSUBJ #RELSUBJP&S-#PADJ
—#ADVADJ)

Note that several formulae would have beenpossible
for computing the X-scores.The above-nentioned one



was selectedn suc a way that,if appliedto the average
dependeng profile, it correctly predicted the average
rank rarking (ARR) derived from the F-scores.In this

serse, one can s& that the computation of the X-score
was specifcally tuned to the test data and so it was

consideredquite ad hoc in (Hartley & Rajman, 2001).
However, this is not true of (Rajman & Hartley, 2002).
This second experment retaned exacty the same

formula for the X-scoreswhile completely changing the
human evaluations — evalators directly assigned
rankings to seriesof trandations instead of assgning

individual scoresto eachof the translations. Moreover,a
new MT system wasadded,not presentat all in the data
that was usedfor the tuning. Thus, thereis no reasonto

believe the X-scoresto be ad hoc, which strorgly

increasegheir chances of being highly portableto other
experimental data.

Computing the Rankings For each of the
documerts, the scores ofhe systems arefirst trarsformed
into rarks andthe averaje ranks obtainedby the systems
over all the docunents arethenusedto producethe final
ranking.

2.2.6. Dictionary update and domain
terminology (A5b)

Dictionary update(also known as non-translatedor
untranslatedwordg and domain terminol@y are two
potentially automatable metrics. Although related,thes
two metrics are not idertical, as can be see from their
descriptionsbelow. There are many ways in which a
dictionaly update meagsire could be calculated,but it
seams obviousto usetwo objectiveand eay to observe
features of MT output:

» the rumber ofwordsnot translated;

» the number of domain-specfic words that are

correctly translated.

It is thesetwo feaurestha hawe beendescribedin
previousrelatedwork, including (Vanni & Miller, 2002),
and thatwill be specified below

(A5a)

2.2.7. Number of untranslated words (A5a)

This metric makes use only of the target text. It is
basedon the intuition that trandation qudity is linked to
size of vocabulay. In its simplest form, the number of
words left untrarslatedis counted. By untrarslated, we
mean simply that a word which shauld be translatedis
not, andis simply copiedover untouchedinto the target
text. (This reflecs the behaior of mary machine
translation systems). There are, of course,words which
shoud not be translatedmog propernames are a good
example): not trandating theseitems is not countedasan
error. A score is obtained by thalowing calalation:

*  (number-d-untrarslatedwords) / (total-numberof-
wordsin-text) x 100 = percentage{o untrarslated-
words... high is bad

Onepossibleway to autanatethis metric would be to
run a spelling cheder over the target text and court the
number ofmistakesfound. This would, of course pick up
any spelling mistakes in translatedwords which might
exist, as well as finding words which were not legd
words of the targetlanguage; however, this amount is
probaly low for translatios prograns, which generate
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words basedon valid dictionaries. On the whole, this
autamaic measure might not invalidatethe metric asan
indicator of overall traslation quéity.

In discwssing the automaton of this measure, it is
worth noting that some MT systems provide as ancillary
output statistics conceriing the numbersof untrarslated
wordsin the output. However, this is not the casefor all
systams. In thesecase, otherautanatedmeans must be
developedfor computng this measure. In casesof
languages using a non-Roman script or containhg
characteroutdde the standardlower-ASCII range found
in typical English text, onepossibleway of cownting non
translated words (for systems that simply pass
untranslaedwords tirouch in the traaslaton) would beto
locate and count tokens contairing thesecharactershat
do not appeaitin English text. However, evenin the case
of the Japanes&nglish systems same systams did
producea romanization of the untrarslated words, and
did not leave them in the native script. The
romanizations contaned only charactersfound in the
lower portion ofASCII.

Given that this metric is intendedto compute the
number of words that the MT systam was unable to
translate anotherpossibility would be to usea tool such
asispell in order to identify nonEnglish strings within
the outpu trandation. Counting these strings and
comparng with the output of a utility such as wc (Unix
word count) could provide a ratio of untranslaed words
in the aitput text.

Two potentialproblams with this last approachcould
both lead to undercountig the number of untranslated
wordsin a text. First, includedin the untrarslatedword
count for Japanese- English translaticn were Japanese
particlesand other bits of non-English material, which
may or may not have beenthe reault of romanizadion of
text found in the source Examplesof this include na, re,
X, andinu. AnotherJapanesearticle,no, did not appear
in this context in the trandation, but hadwe relied on an
autamated speling-basedidentification of untranslated
words, words like no, which also happento be valid
English strings (althaugh with a differert meaning)
would be left uncownted. Secondy, untrarslated word
scoreswould likewise be affected for languages that
sharea high numberof cognates with English. For these
languages, the string in the sourceand targetlanguage
may beidentical, andthus not countedasan untranshted
word, regardless afthether thesystan actually trarslated
theword or simpy passed it trough.

The applicationof this metric to trandations produced
by human trarslators is samewhat doubful: human
translators when faced by a gap in their lexical
knowledge try to work round the problem, and do not,
nomally, simply transcribe the problematic word or
leavea gap.lt is possiblethough thatthe spelling mistake
variationmight be infomative.

It is alsoworth noting that while untrandated words
certainiy have animpacton the usability of MT output,
sud outpu often contans sentencesthat are completely
uninteliigible, but in no way dueto untranslatedwords.
Thus, this test shauld clearly not be usedin isolaton to
provide a picture of overall MT quality, whether quality
is definedalongthelinesof clarity, fluency, adequag, or
coherence.



2.2.8. Translation of Domain Terminology (A5b)

The domain teminology scoreis calculaed as the
percentageof correctly trarslated pre-idenified doman
terms. The procedurefor this testis asfollows: First, a
list of key term trarslations is extractedfrom the human
translation. To accomplishthis, ratersindividually seled¢
key tems from the human trarslaion, and then the
separatekey tem lists are reconciledbefore application
of the teg to the MT systams' output. This step is
amenable to auomation, but has not as yet been
autanated.During the testapplication,systems receivea
point for eachtermm for which the trandation matchesthe
human translation exactly, and no point othewise. The
final score is the percetage of exactly-matched
translatioms ofkey tems.

Thereare two divergent directiors in which this test
could be developedn the future.First, it could be made
more sersitive to acceptablevariation in transldion of
key tems by applicatim of the ACME Cloze test
methodolog/ as describedfor instancein Miller (2000).
This metodolog simulates basng lexical tess on
multiple  human translaion, while sufficienty
constraifing the strudure of the trarslation to enable
autanated conparisan.

2.2.9. Evaluating syntactic correctness from the
implementation of transfer rules (A6)

This metric proposalis the resut of two previows
studies. In the first former study, the auhors chose to
countthe number of NPs (noun phrases)and VPs (verb
phrasesjn sourcetext and targettexts, a first indication
being given by non parallel data (Mustda ElI Hadi,
Timimi, Dabbadie,2001). Another study preseated the
resuls on the sane corpus after teminological
enrichment (Must&a El Hadi, Timimi, Dabbadie, 208).

Neverthéess,the use of finer grained criteria such as
adjectivesor prepositional phrasescount coud also be
envisgged. Any overlap of this threshold might then be
consideredas an indicaton that MT system may have
failed to analze source syntactic structure and that
therefore the initial figuresrequirefurther analysis. But
this methodolog is still impreciseand limited to a first
indicationof MT system’s anaysis failure,when a gapis
observed on non parallel data. The use of this
methodolog/ also implies that the testis carried out on
relatively syntadically isomorphic languages such as
Frenchand English. A methodolog including a teg tool
that would implement source and target trandfer rules
might probaby prove more accurateand also apply to
non isanorphic larguages.

We propose here the following steps for the
application of thametrics:

1. Deducea setof Frend / English trander rules
from the sourcetext andthe referenceranslaion
(this part irvolves manual processig).

Write a script(e.qg.,in Javaor Perl) to implement
these ries (if not, go to point n. 3)

Ched thatthese rules apply through the various
candidate translaions from the test data
(autamaticaly with the script omanualy).
Generateanoutput failurefile (or elsecarty outa
marual check) and work out syntactic
correctness.
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2.3. Human-basd measues

2.3.1. Reading time (H1)

Readirg time canbe definedin oneof two ways: oral
reading tine or closed readingntie.

Oral reading timeg(Van Slype, 1979)endsto meaure
moreclosely with intelligibility and alsotendsto be more
relevantto higher quality trarslations. Therefore, for
eachdocument, the evaluatorsshould read out loud the
first paragraphand timethelength of timethatit takesto
read each saple. The numberof wordsthencan be used
to calculate avords peminute (WPM) rate:

WPM = number-of-words / reading-time

The closerthe WPM rate is to the WPM of natural
language (dependig on the evaluator), the higheris the
quality of thetranslaion (on a scaleto be definedby eat
participant).

Closedreadingtime relatesto the amount of time that
auserneedgso reada docunentto a «sufficient» leve of
understading. The sufficient level is often paired with
other measirements such as comprehasion scoreon a
test. Still, the instuctions can be given that the readers
measire the amount of time necesary to arrive at an
understading they considerto be sufficient to answer
basicquestiors aboutthe text. Words-per-nnute rate can
be calculated inhe sane way.

2.3.2. Correction / post-editing time (H2)

This metric is basedon the intuition that the time
requiredto producean acceptabldranslationfrom a raw
translatim (wheter produced by a human or by a
machine) is inversey proportionalto the overall quality
of the rav trarslation.

It canbe measired fairly easily by noting when the
person responsiblefor the revision/post-ediing stars
their task andwhen they finishit, nomalizing the reault
by taking into account the size of the text meauredin
words, then multiplying by a fixed factor in order to
obtain a number on a wider scale.For this exercise,the
following calalation is siggesed:

e (number-d-minutesspent-in-correction) / (total-
number-d-wordsin-text) x 10 = correction-tme...
high is bal

Notethatthis metric canonly sensibly be appliedto a
whole text timing correctionto smadler text elementsis
both anngiing for the person doing the timing and
difficult to do reliaby.

A variation on this metricis to count not the overall
time but henumber of ke strokes made by he corrector.

It should be noted that this metric is samewhat
problematicboth with respectto validity and reliability
for a number of reasons
The amaunt of correctionneededdependsn part
on the ultimate use to which the trandation will
be put: a text destned for publication will
probaly be treatedwith more care than a text
intended for information assinilation, for
example
The errars correcteddiffer in their nature. There
will be straichtforward grammatical or lexical
errors, as well as more complicaed stylistic
errors.Thiswill affecttheamount of time needed
to carry out the correction.This would not matter



so much if those doing the correction always

agreed on what corrections are needed. But,

inevitably, where mattes of style are concerned,
no sut agreenent exists.

» Thereis considerablevariety amongst correctors
and the way they work. Some work quickly and
decisivel, others are more hestant and
sometimes diange heir minds.

e Correctors may be influenced by knowing
whether they are dealingwith a human produced
translation or a machine produced translatian.
One anecdotetells of correctorscorrecting far
more on machine produced translation but
spendilg comparatively less time in doing so
becausehey felt no needto takeinto account the
computers feelings.

Participantsvho chooseto work with this metric are

invited to reflect on these issues and on possible
improvenents to the emple metric defned here.

2.3.3. Cloze test (H3)

This metricis reportedby Van Slype (1979)asa test
of readabiliy. It may however alsobe thought of asatest
of fidelity or of intelligibility, since it is basedon the
ability of a readerto supply a missing word correctly,
which intuitively relates both to readabiliy and
intelligibility when thetargettext aloneis consideredand
to fidelity when thesource texts teken into accout.

The metod is simple. Evely n-th word in the
translation is deleted(in the Van Slype Report (1979),
n = 8, but othervaluesappearalsoin the literature).The
translatian is then given to a group of readerswho are
askedto suppl the missing words. Two scoresare
nomally computed,onebasedon the numberof answers
which compriseexadly the suppresseariginal word, the
otherbasedon the number of answvers with a word close
in meaning to the original word. The secondscorehasto
be interpreted partly irhe light of the firg score

e (number-d-exactarswers) / (numberof-deleted-
items) x 100 = percentage-eéxactitems-supplied...
high is gaod

*  (number-d-close-aswvers) / (number-d-deleted-
items — number-d-exactitems-supplied) x 100 =
percentag®f-closeitems-supplied...high is good

A possible we&ness of this metric is that it
potentialy also tess the intelligence and wealth of
vocabulay of the readersupplying the missihg words.
This weaknesscan be mitigatedby controlling the size
and ype of he group of readers.

A secaod possiblewe&nes appearsf the translaed
text is tedhnical in nawre: the readershave to have
suficient knowledge of the subject matter to make it
plausiblethat they should be ableto suppl the missing
items.

Van Slype (1979) also points out that same texts are
more redwndant than others in the way they cary
information,and thatif trarslations of severalexts areto
be compared,it is important to take this factor into
account. Heuggests hat his can be done by caying out
aCloze test also orné orighal tex.
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2.3.4. Intelligibil ity / fluency (H4a)

Intelligibility is one of the most frequently used
metricsof the qudity of output.Numerousdefinitions (or
protocolsfor measiring it) havebeenproposedor it, for
instence in Van Slypes reportor in the DARPA 1994
evaludions. We outline herethe definition proposedby
T.C.Halliday in (Van Slype, 1979, p.70), which
measlires ntelligibility on a 4-pait scale (0 to 3).

Intelligibility or comprehesibility expresse how
intelligible is the output of a trarslation device under
different conditions (for instance, when the sertence
fragments are traslatedwhile beirg entered, or aftezach
senteice). Comprehasibility reflects the degreeto which
a completetranslaton can be understood.Intelligibility
canbe basedon the general clarity of trandation, or the
output can be corsideredin its entirety or by segments
out of contat.

The following scale of intelligibility has been
proposed, from 3 to 0, 3 being theost intelligible:

e 3 — Very intelligible: all the cortert of the
message is comprehasible, even if there are
errors of style and/or of spelling, and if certan
words are missing, or are badly translated, but
close to the target tguage.

e 2 — Fairly intelligible: the major part of the
message pases.

« 1 - Barely intelligible: a partonly of the content
is understandablerepresentig less than 50% of
themessaye.

e 0 — Unintelligible: nothing or almost nothing of
themessaye is canprehersible

To apply the metric, the following steps are
suggested:

1. Take the referencetrarslation of a text (or the
source ifyou are proficientn that language).

2. Separate and mber the smterces.

3. Takea candidateranslationanddo the operation
(2) on it. Match senteces with those in the
reference/sorce trankation.

4. Rate sentences from the candidate transldion
using the 0 to 3 scale described above.

5. Optional: to nomalize scores, calculate
intelligibility on a 0% to 100% scale, by
averagng settence ratigs over hewhole text.

6. Praduce a finakcore for each tratation

2.3.5. Clarity (H4b)

In work describedn (Vann & Miller, 2002)a metric
calledclarity is proposedhatmergesthe ISLE categories
of comprehesibility, readabiliy, style, andclarity into a
single evaludion feature.This measire ranges betwveenO
and 3. Ratersaretaskedwith assgning a clarity scoreto
each satence accordipto thefollowing criteria:

Score Criterion
3 mearing of sentenceis perfedly clearon
first reading
2 mearing of sentence is clear only after
same refletion
1 saome, although not all, meaning is ableto
be gleanedfrom the sentence with same



effort
Meaning of sertence is not apparent,
even dter sane reflection

0

Sincethe feaure of interestis clarity and not fidelity,
it is sufficient that some clear meaning is expresed by
the sentence and not that tha meaning reflect the
mearing of the input text. Thus, no referenceto the
source text or reference translaion is pemitted.
Likewise, for this measure, the sertence need neither
make sersein the contet of the restof the text nor be
grammaticaly well-formed, since thesefeatures of the
text would be measured by tess proposedelsevhere,
namedy the coherenceand syntax tests, respectiely.
Thus, the clarity scorefor a senteceis basicaly a snap
judgement of the degreeto which some discernible
mearing is cawveyed by tha serience.

2.3.6. Correctness / adequacy / fidelity (H5)

This evaluaton metric reprisesthe DARPA 1994
adequacytest(Doyon, Taylor, andWhite, 1996).As with
that tes, thereferencetranslationor "authority versin" is
placednextto eachof the trandations of the sourcetext,
to be usedas a comparism agang eachone, human or
mactine. Beforethetestis performed, both the "authority
version" as well as ead of tramslations should be
segnented, with ead text separatedinto sertence
fragments to appearnext to the correspondig fragment
in the translaion.

Onceeachtranslaton is lined up with its equialert,
evaludors grade eachnit on a scale of onto five, where
five represents paragraptcontaning all of the meaning
expressedn the correspondingext. The Adequacyscale
is as follaws:

5 — All meaning expressedn the sourcefragment
appears in the tratationfragment

4 — Most of the source fragmert meaning is
expressed inhe trarslation fragment

3 — Much of the source fragment meaning is
expressed inhe trarslation fragment

2 — Little of the source fragment meaning is
expressed inhe trarslation fragment

1 — None of the meaning expressedn the saurce
fragment is expressed inhte trarslation fragment

2.3.7. Infor mativeness: canprehension tak (H6)
There are two methods for testirg comprehasion.
The mostcommon of theseis the readirg comprehersion
exam (egd., Somers& Prieto-Alvarez,2000; DARPA-94;
Tomita1992).In this case,the evaluatorsdesgn a setof
questiors, usualy under 10, for the given texts.
Sametimes, as in the caseof Tomita, these tess are
strucured first and then applied to the translaions.
Tomita began with the Test of English as a Foreign
Language (TOEFL) examinaions which he then
translatedo Japanesand had studerts take. The theory
being hat he better scores on thgam will have reaulted
from the bettertranslatians. The big difficulty (Somers&
Prieto-Alvarez,2000)is thatit is difficult to testonly the
readingwithout bringing a large amount of pre-eisting
world knowledgeto thetable.In addition,the desig and
strucuring of such examinatiors is an art in ad of itséf.
The secondmethod for a comprehasion test takes
insteadthe task of figuring out the kindsof questions that
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one might wantto be able to ansver from a translaion
and detemining whether the trarslation can support
angvering saidquestons. For instance,one might want to
know the people,placesand organizatios mentionedin
an article. This is coveredby the named entity metric.
Yet, it is really only the first stage of measirement. The
secondar measure would be to look to determineif the
entity relatiorships arealsopreservedy thetrarslation-
that is, who belong to what organization or who did
what to whom. This is the quegion we began to study at
MT Evaluation workshop organizedat NAACL 2001,
when we askedparticipans to fill in templatesbasedon
specific kinds of quesions. The better systams would
enablethe succesful template filli ng and scorirg would
follow Mess@e Understandig (MUC) guidelines. It is
this type of exercseyou will be akedto do at this time.
The previousy identified named entites will be used
here.You will fill outtemplatesto anaver specfic detaik
of events or relationkips betveen parties.
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