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Abstract
We describe methods for translating a text given in multiple source languages into a single target language. The goal is to
improve translation quality in applications where the ultimate goal is to translate the same document into many languages. We
describe a statistical approach and two specific statistical models to deal with this problem. Our method is generally applicable
as it is independent of specific models, languages or application domains. We evaluate the approach on a multilingual corpus
covering all eleven official European Union languages that was collected automatically from the Internet. In various tests
we show that these methods can significantly improve translation quality. As a side effect, we also compare the quality of
statistical machine translation systems for many European languages in the same domain.
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1 Introduction

In many applications for machine translation, it is nec-
essary to translate a document into multiple languages.
For example, in international organizations such as
the European Union or the United Nations, all rele-
vant documents must be translated into all official lan-
guages. Very often, the document is originally written
in one language, and then translated into the other lan-
guages. If, for example, first is produced an English
translation of a French document, then this translation
should be used as additional knowledge source when
producing a German translation. So far, existing ma-
chine translation technology is not able to make use of
these additional knowledge sources.

From performing multi-source translation, we ex-
pect a better machine translation quality due to the fol-
lowing reasons:

� Better word sense disambiguation: Often ambi-
guities that need to be resolved between two lan-
guages do not exist between other languages.

� Better word reordering: A significant source of
errors in statistical machine translation is the
word reordering problem (Och et al., 1999). The
word order between related languages is often
very similar while the word order between dis-
tant languages might differ significantly. By us-
ing more source languages, we can expect that
among the source languages there is one with a
similar word order.

� Reduction of the need for explicit anaphora reso-
lution: By having various translations of a pro-
noun in different languages the probability in-
creases that it can be translated correctly without
performing a full anaphora resolution.

Our method for performing multi-source translation
fits nicely into the statistical approach and is relatively
easy to implement. We are able to deduce a general
statistical approach to multi-source translation. Our
method is very general as it is independent of specific
models, languages or application domains. Ultimately,
the approach boils down to a multiplicative combina-
tion of various statistical translation models.

In principle, multi-source translation is not re-
stricted to a statistical approach and it would be pos-
sible to pursue it also in a classical transfer-based ap-
proach. Yet, we believe that this would be significantly
more complicated as already the development of trans-
fer rules for single-source translation is nontrivial and
requires experts.

The structure of the paper is as follows: Section 2
will describe the statistical approach to machine trans-
lation. Section 3 will describe a general statistical ap-
proach to multi-source translation and will introduce
two specific methods for performing model combina-
tion. Section 4 will describe the collection of our large
multilingual corpus with about two million words in
the eleven official languages of the European Union.
Section 5 will provide a discussion of the obtained re-
sults.



2 The Statistical Approach to
Translation

Here, we will consider single-source translation.
Multi-source translation will be described in Section
3.

The goal is the translation of a text given in some
source language into a target language. We are given
a source string� � � �

�
� ������� ����� , which is to be

translated into a target string� � ��
�
� ������������ �

In this paper, the termword always refers to afull-
form word. Among all possible target strings, we will
choose the string with the highest probability which is
given by Bayes’ decision rule (Brown et al., 1993):
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� ���	 is the language model of the target language,
whereas���� ��	 is the string translation model. The
argmax operation denotes the search problem, i.e. the
generation of the output sentence in the target lan-
guage.

The overall architecture of the statistical translation
approach is summarized in Fig. 1. In general, as shown
in this figure, there may be additional transformations
to make the translation task simpler for the algorithm.
The transformations may range from the categoriza-
tion of single words and word groups to more com-
plex preprocessing steps that require some parsing of
the source string. In this work, we only use tokeniza-
tion, mapping words at the beginning of a sentence to
their true case and categorization of numbers.
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Figure 1: Architecture of the Translation Approach
based on Bayes decision rule.

A key issue in modeling the string translation prob-
ability �����

�
���
�
	 is the question of how we define the

correspondence between the words of the target sen-
tence and the words of the source sentence. In typical
cases, we can assume a sort of pairwise dependence
by considering all word pairs��� � ��	 for a given sen-
tence pair
��

�
� ��
�
�. Typically, the model is further con-

strained by assigning each source word toexactly one
target word. Models describing these types of depen-
dencies are referred to asalignment models (Brown et
al., 1993), (Vogel et al., 1996), (Och and Ney, 2000a).

Here, we use the alignment template system (Och
et al., 1999). This system is based on a more gen-
eral alignment model that allows also for phrase align-
ments. Alignment templates are pairs of phrases to-
gether with an alignment between the words within
the phrases. Compared to the single-word based mod-
els the alignment templates take explicitly into ac-
count word context and local changes in word order.
We observe that this approach typically produces bet-
ter translations than the single-word based models.
The alignment templates are automatically trained us-
ing a parallel training corpus. For more information
about the alignment template approach see (Och et al.,
1999).

A main advantage of the statistical approach to ma-
chine translation is its ability to learn from training
data. Therefore, a statistical machine translation sys-
tem can be bootstrapped very quickly given the avail-
ability of training data. For a performance comparison
of the statistical approach to other machine translation
approaches see (Ney et al., 2000).

3 Statistical Multi-Source Translation

The goal in multi-source translation is the translation
of a text given in� source languages into a sin-
gle target language. We are given� source strings
�
�
�

� ��� � � � � �� , which are to be translated into a tar-
get string�. Among all possible target strings, we will
choose the string with the highest probability:
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As in single-source translation����	 is the language
model of the target language, whereas���� �

�
��	 is the

multi-source string translation model.

Combination method PROD

Now, we make the following assumption: Given the
hypothesized target string�, the source strings�� are



considered statistically independent. Thus, we obtain:

�� � ������
�

����	 �

��

���

������	� �

In principle, we have to hypothesize all possible
target strings to perform this maximization. Efficient
search algorithms for doing this are described for ex-
ample in (Och et al., 1999). Yet, the development
of such a search algorithm suitable for multi-source
translation is nontrivial. Therefore, as a first step, we
use the approximation that for every language	 the
best translation�� is computed by taking into account
only the translation model for this language:
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To this purpose, we can use the standard single-
source search algorithm (Och et al., 1999). In the
search process for multi-source translation, we hy-
pothesize then only these� different target sentences
��� � � � � �� . Obviously, this is a severe restriction of
the search space resulting in search errors. Hence, we
expect that we will obtain better results if we imple-
ment a general search algorithm.

Combination method MAX

We obtain an even simpler decision rule if we perform
an additional approximation by replacing the product
over all languages by a maximum operation over these
languages:
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In other words, we simply translate using any of the
� source languages. Finally, we choose the transla-
tion that obtains the best score. For this combination
method, it is not necessary to develop a specific search
algorithm.

In order to take into account differences in the qual-
ity of various models we can introduce in both meth-
ods a scaling factor
� for every source language:
������	 � ������	

�� . We could adjust these values
by optimizing the error rate on held out data. Infor-
mal experiments have shown that the optimal scaling
factors do not deviate much from 1. Therefore, in the
experiments in this paper we do not use scaling fac-
tors.

4 Data Collection

We know of no sentence aligned multilingual corpus
that is suited to evaluate the methods described here.

Therefore, we collected our own corpus from the In-
ternet. We used theBulletin of the European Union
which exists in the 11 official languages of the Euro-
pean Union and which is available on the Internet. We
performed the following steps to obtain a multilingual
corpus:

1. We downloaded this corpus for all eleven lan-
guages in HTML format.

2. We performed an alignment on text level by file
name matching.

3. We extracted the raw text from this corpus by
extracting all text segments within HTML tags.
Very often, these segments correspond to para-
graphs. Thereby, we obtained a sequence of text
segments for every text in every language.

4. We performed a segment alignment between two
languages using a dynamic programming algo-
rithm, which optimizes a length-based heuristic
as in (Gale and Church, 1993). We performed
this segment alignment for the ten language pairs
we were interested in. Thereby, we obtained ten
bilingual corpora aligned on paragraph level.

5. We performed a sentence alignment using sim-
ilar heuristics as in the paragraph alignment.
Thereby, we obtained ten bilingual corpora
aligned on sentence level.

6. From the resulting bilingual corpora, we filtered
all sentences which seem to have wrong align-
ments such as alignments of very long sentences
with very short sentences or alignments which
have a very low probability according to the Hid-
den Markov alignment model.

7. For all languages, we performed a very simple
preprocessing. This includes tokenization, map-
ping of words at the beginning of a sentence to
their true case and categorization of numbers.

Table 1 shows the corpus statistics of the collected
training corpora. Due to the filtering of poor align-
ments the numbers for English differ with respect to
the considered language pair up to 10 percent.

The vocabulary sizes differ considerably between
the different languages. Languages like Finnish with
a very rich morphology have a very large vocabulary
(of full-form words) and languages like English have
a very small vocabulary.

We extracted one test corpus by finding all (English)
sentences between 10 and 14 words that are available
in all corpora. These sentences were removed from all



Table 1: Training corpus statistics (fr=French,
es=Spanish, pt=Portuguese, it=Italian, sv=Swedish,
da=Danish, nl=Dutch, de=German, el=Greek,
fi=Finnish, en=English).

Lang Sentences Words Voc.

fr 117K 2.32M 50462
es 120K 2.32M 50949
pt 120K 2.30M 50216
it 120K 2.21M 54986
sv 125K 2.02M 72517
da 131K 2.21M 70713
nl 121K 2.30M 58550
de 139K 2.23M 73506
el 131K 2.28M 68811
fi 120K 1.61M 106159
en ˜2.1M ˜45K

Table 2: Test corpus statistics.

Sentences  ���

English words � ���

Trigram perplexity 179
Bigram perplexity 286

training corpora. Table 2 shows the test corpus statis-
tics.

5 Results

Evaluation Criteria

In all experiments, we use the following two error cri-
teria:

� WER (word error rate):
The WER is computed as the minimum number
of substitution, insertion and deletion operations
that have to be performed to convert the generated
string into the target string. This performance cri-
terion is widely used in speech recognition.

� PER (position independent word error rate):
A shortcoming of the WER is the fact that it re-
quires a perfect word order. As a result, the word
order of the automatically generated target sen-
tence can be different from that of the given target
sentence, but nevertheless acceptable so that the
WER measure alone could be misleading. In or-
der to overcome this problem, we introduce the
position independent word error rate (PER) as
additional measure. This measure compares the

Table 3: Training corpus perplexity of HMM align-
ment model and translation results.

Lang PP WER PER

fr 19.1 55.3 45.3
pt 21.3 58.9 48.2
es 18.4 59.2 47.6
it 24.3 59.5 48.8
sv 24.1 60.3 49.9
da 24.3 62.7 52.9
nl 17.6 64.3 51.7
de 31.7 66.9 54.2
el 31.7 72.4 53.0
fi 44.2 83.3 66.3

words in the two sentenceswithout considering
word order.

Both error rates are related to the post-editing effort
that a human needs to invest to correct the machine
translation output.

Single-Source Translation Results

For every bilingual corpus, we trained a single-word
based alignment model (Och and Ney, 2000b), per-
formed a word alignment and trained the alignment
template system (Och et al., 1999). Thereby, we ob-
tained ten translation systems from some language
to English. Table 3 shows the training corpus per-
plexity (PP) and word error rate (WER) and position-
independent word error rate (PER) of every translation
system.

Looking at the Table 3, we make the following in-
teresting observations:

� The error rates differ significantly for the differ-
ent languages. The best translation quality is ob-
tained for French (WER: 55.3%) and Portuguese
(58.9%) and the worst translation quality is ob-
tained with German (66.9%), Greek (72.4%) and
Finnish (83.3%). Obviously, the languages with
a very large vocabulary size, due to the rich mor-
phology in these languages, result in a poor trans-
lation quality, which shows the necessity of mor-
phological processing for these languages.

� The error rates correspond to training corpus per-
plexity. Very often, language pairs with a high
translation model perplexity also result in a high
WER (exception: Dutch).

Multi-Source Translation Results

Table 4 and Table 5 show the quality improvement in
WER when combining the languages French, Span-



Table 4: Absolute improvements in WER combining
two languages using method MAX compared with the
best WER obtained by any of the two languages.

fr pt es it sv da nl

fr 0.0 1.5 1.2 0.5 2.7 1.9 0.8
pt 0.0 2.2 2.1 4.0 3.4 1.3
es 0.0 2.4 3.9 2.6 1.7
it 0.0 3.5 3.2 1.6
sv 0.0 2.7 1.7
da 0.0 4.3
nl 0.0

Table 5: Absolute improvements in WER combining
two languages using method PROD compared with the
best WER obtained by any of the two languages.

fr pt es it sv da nl

fr 0.0 0.8 0.1 0.4 1.0 0.8 -0.2
pt 0.0 2.6 2.1 2.6 2.8 -0.1
es 0.0 2.4 3.4 3.7 1.1
it 0.0 1.9 3.0 0.3
sv 0.0 1.8 0.5
da 0.0 1.5
nl 0.0

ish, Portuguese, Swedish, Danish, and Dutch using
method MAX and using method PROD. These tables
show the absolute improvement to the best word er-
ror rate obtained by any of the two languages. Using
MAX, we observe an improvement in word error rate
between 0.5 and 4.3 percent. Using PROD, the im-
provement is typically lower. Interestingly, the error
rates almost never increase. This shows the robustness
of the approach.

Table 6 shows the translation quality obtained us-
ing MAX when combining even more languages. We
chose always the next language pair that yields the
largest improvement. The additional improvement by
using a third language is quite small. Translation qual-
ity does not improve when more than three languages
are used.

Table 7 shows the translation quality obtained using
PROD when combining even more languages. Here,
we observe that the additional improvement by using
more languages is still large. Using more than two
languages, the combination method PROD yields bet-
ter results than MAX. In the end, we obtain a WER
improvement of���� using six source languages in-
stead of French alone.

Table 8 shows some of the examples where a combi-

Table 6: Language combination using method MAX.

languages WER PER

fr 55.3 45.3
fr+sv 52.6 43.7
fr+sv+es 52.0 43.2
fr+sv+es+pt 52.3 43.6
fr+sv+es+pt+it 52.7 44.0
fr+sv+es+pt+it+da 52.5 43.9

Table 7: Language combination using method PROD.

languages WER PER

fr 55.3 45.3
fr+sv 54.3 44.5
fr+sv+es 51.0 41.4
fr+sv+es+pt 50.2 40.2
fr+sv+es+pt+it 49.8 39.8
fr+sv+es+pt+it+da 48.8 39.1

nation of French and Spanish yields an improvement.

6 Conclusions

We have described methods for translating a text given
in multiple source languages into a single target lan-
guage. We have described the general statistical ap-
proach to this problem and have developed two spe-
cific statistical models: PROD and MAX. We have
evaluated the approach on a multilingual corpus col-
lected automatically from the Internet.

For a large number of language combinations we
have been able to obtain significant improvements.
The combination method MAX seems to be better
suited for the combination of two languages while
PROD yields better results if three or more languages
are combined. Using PROD, we have been able to im-
prove word error rate when translating into English
from 55.3 percent using French as source language to
48.8 percent using five additional source languages.

Currently the search method for combination
method PROD produces many search error as the num-
ber of considered hypotheses is extremely restricted.
Therefore, we expect significant improvement from
using a general search algorithm tuned for this prob-
lem. Thus, we will also be able to produce sentences
that no single-source translation system produces.

The large discrepancies between the translation
quality obtained with various languages seem to be
mainly due to the sparse data problem resulting from
the rich morphology in these languages. Therefore, a



Table 8: Combination examples (’+’ denotes chosen translation).

Source: fr L’existence de limites financi`eres et sa justification;
Source: es La existencia de l´ımites financieros y su justificaci´on;
Translation: fr The existence of limit financial and its justification;
Translation: es + The existence of financial limits and their justification;

Source: fr Présentation des perspectives financi`eres dans le cadre de l’´elargissement.
Source: es Presentaci´on de las perspectivas financieras en el contexto de la ampliaci´on.
Translation: fr Presentation of the financial perspective in the framework of enlargement.
Translation: es + Presentation of the financial perspective in the context of enlargement.

Source: fr La Bosnie-et-Herz´egovine est d´esormais accept´ee comme une nation.
Source: es Se reconoce a Bosnia y Herzegovina como un Estado nacional.
Translation: fr + Bosnia and Herzegovina is now accepted as a nation.
Translation: es Welcomed to Bosnia and Herzegovina as a State national.

systematic handling of morphology using preprocess-
ing and postprocessing (see (Nießen and Ney, 2000))
in these languages would result in a comparable trans-
lation quality in all 10 source languages. A combina-
tion should lead to an additional significant improve-
ment. Further improvements are expected by perform-
ing a finer combination of different languages not on a
complete sentence level but on a phrase level.
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