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Abstract

More often than not, MT these days is delivered as a component of a comprehensive endto-
end NLP application. This paper presents two applications that integrate MT with other NLP
processes. The first of the two combines MT with crosdingua information retrieval. The
second environment uses MT, together with summarization and information extraction
techniques, to generate monolingud (English) documents based on information extracted
from documents in various languages. In particular, this gpplication generates a time-stamped
lis of events connected to a particular person. One of the key factors in the document
assembly process is the assignment of absolute dates to each sentence produced by the
system. Both agpplications use a generd purpose computationa architecture that centers on an
annotated document collection.

1. Introduction

The past decade saw a gradud redlization that even imperfect MT results can be useful (this
trend was detected early by Church and Hovy 1993). So, it is hot surprising that much of the
system building and deployment in the fidd has recently involved stuating MT in end-to-
end applications. In this paper, we concentrate on two specific applications. The first one is
devoted to crosdingud information retrieval and the second, to information extraction from
documents in a multilingua collection.

Both gpplications rely on a generic system architecture, see Figure 1. The crucid knowledge
source in the architecture is an indexed and searchable document collection annotated in
various useful ways. The high-leve annotations may, in different gpplications, include:

indices for dates, abbreviations, names of people, places and organizations
mentioned in the documents,

results of tokenization as well as morphological, syntactic and semantic analysis
of texts,

summaries of the original documents in the originad and other languages,
translationsof these documents into other languages,

filled extraction templates whose fillers are words and phrases in a natura
language, formd representations (“text meaning representations’) of the meaning
of texts or excerpts from the texts and

“facts” from an ontologicaly motivated fact database whose entries are instances
of ontological concepts (e.g., John F. Kennedy, an object instance, or 2000 Sydney
Olympics, an event ingance), with fillers in a fully machine-tractable
metalanguage cepable of supporting question answering and a variety of
automatic decision-making or other reasoning processes.
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Figurel. The architecture of an integrated text processing system. Specific end-to-end agpplications
can be configured using a subset of the processing engines and knowledge repositories. The IR, IE,
summarization and M T engines use the annotated document callection both as a source of input data
and as arepository of the output from their processing. The fact databaseis cross-indexed with the
documentsin the collection. The architecture itsalf can dso be extended: for example, additiona
engines, such as speech and video processing capabiilities, can be incorporated. The diagram does not
show the knowledge acquisition components of the architecture, environments and engines for the
acquisition of thefact database or the ontology or the basic static knowledge sources for the
goplication engines— lexicons, grammars and other rule sets.

2. Crosdingual Information Retrieval

The purpose of this gpplication is to dlow the user to manipulate documents in a language
that he or she does not know or does not know well, for example, being capable of reading
and understanding but not of spelling or generating reliably. A typical objective is to sdect a
subset of documents to be processed further, for example, to be trandated by humans. Of
coursg, it would have been even better if good quality machine trandation were possible. But
a good qudity machine trandaion system might not be avalable. So, the “second best”
option is the humartcomputer interactive process described here that can make use of less-
thantperfect trandation systems.

Usars can specify a query by either typing or pasting in text in English or in a source
language (SL). The system then performs morphologica analysis on the queries and looks
up the lemmata of the query words or phrases in an SL — English dictionary, displaying the
results for the user to select those word senses that are appropriate for the given query.



Indeed, the English words bank or interest can have many meanings, and a user can select an
gppropriate SL term. Alternatively, the system can automaticaly trandate an English query
into SL and then display dl the meanings of the SL words and phrases in the query, with
their trandations, for user filtering (see Figure 2).
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Figure 2. The user sdlects the gppropriate senses of the words in a Korean query. The sdlected terms
make up the fina query.

Once the query is submitted, the system performs retrieval on the SL sources as well as
detection of proper names, for which it uses both an onomasticon, a lexicon of proper names,
and a st of language-dependent heuristics. The results of this process are displayed as a set
of thumbnails in which the appearance of the key words and phrases from the query as well
as of names of places and people can be highlighted (see Figure 3). Documents with the
highest concentration of highlighted eements can then be sdected for trandaion. Any
trandation system can be used.

In the current version of the system, we have used severa smple trandation systems we
have developed with Japanese, Korean, Russian, Spanish, Persan and Arabic as source
languages. While the qudity of the output is @rtainly not publication qudity, it can be used
for judgments of whether the information in the document is of interest. Our current interface
displays dternative trandations of words and phrases, as found in the system lexicons (see
Figure4).
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Fgure 3. Occurrences of keywords in documents highlighted. This capability helpsto select
documentsfor trand ation.

3. Cross-Document Summarization

Cross-document  summarization, producing a single summary out of a collection of
documents in many languages that refer to the same topic, is another useful ad in
information filtering. Our current system  automaticaly generates information about
persona profiles from multilingua documents retrieved from the Internet. This has
involved the integration of multilingua tools such as automatic language recognition,
generic multilingual summarization, machine trandation, date recognition, to produce a
sysem tha generates “persona profiles’ — information about specific persondities,
organized by date. These profiles are ligts of brief entries in English presented as HTML
pages with links to the summaries and documents, in the origina languages. We have tested
the system on 18 people. An example of the current output of the system can be seen in
Figure5.

Severd efforts to produce cross-document summaries can be found in literature. McKeown,
Jordan, and Hatzivassloglou, (1998) suggested a methodology to produce a tailored
summary out of severd medicd aticles. The authors dealt with the problem of finding
rdlevant information concerning the date of a patient across severa online medica
documents. In a later work, McKeown, et. a., (1999) presented a more genera approach
which integrated other disciplines such as machine learning and datistical techniques
combined with some linguistic festures and dso information fusion techniques, to select



relevant phrases from the documents so they can be included in the fina summary. Another
approach to cross-document summarization uses cross document co reference resolution to
produce a summary out of a collection of related documents (Bagga and Baldwin, 1998).
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Figure 4. An Arabic text and itstrandation into English using asmple trandation system.

The current implementation of the system takes as input a person's name in English, Spanish,
and/or Russian. At present the user must supply the names (and morphologica variants) in
each language. Additional search terms can be added to further condrain the search. A
search is then carried out on a selected web search engine and the user can see the type of
documents being found. If the search is successful then the user initiates generation of the
persond profile. The main experiment described below used preretrieved documents.

The problem of generating the activity profile of a well known person, as carried out by our
system, can be broken into three main steps:
1) Collecting and preparing the data
- Gathering documents from the web in English, Russian and Spanish.
- Filtering the documents to reduce the data to a collection of relaed
documents.
2) Individual Document Summarization
(Thisis done for each document in the collection)
- Determining a date for the document
- Sdecting concise relevant pieces of information from the filtered collection
of documents.
- Determining a date for each of the selected extracts.



- Trandating these pieces of text into English (our target language).
3) Profile Generation
- Merging the trandated text extracts in chronological order to produce the
cross document summary.
- Generating the output form for the end user.
The find result of processing the collection of related documents retrieved and filtered in the
first step of our approach is a cross document summary about a specific individual.

The data for the initid experiments was collected from the Internet by hand. However, we
now use an automatic system to collect documents from the web by harvesting data from
specific news sites (Cowie et d. 1998). An automatic language recognition tool (Ludovik et
a. 1999) is used to ensure the corpus thus generated contains only documents in the three
languages of interest.

The language recognition (LR) module aso recognizes codesets which then alows a code
conversion step to convert documents from any encoding to Unicode characters which is the
expected encoding for language-specific tools (tokenizers and machine trandation engines).
The LR module implements a datistical mixed-order n-gram dgorithm, that during the
training phase extracts the most important n-grams from the training data for each
language/encoding pair, and then compares the document whose language/encoding is to be
determined to the language moddls so created.

The next step isto filter the corpusto obtain only those documents where the personin
guestion is mentioned. This is done by searching documents in each language for dl the
possibleinflectiona forms of the person’s name.

Once the data collection phase is complete, a set of documents concerning the person in
question is ready for processing. At this point, al the documents in the set are summarized
by extracting from them sentences with information about our target.

Each document is summarized in its origind language using a generic multilingud
summarizer whose parameters @e tuned to favor text extracts that mentioned the targeted
person. A different set of parameter settings can easily shift the focus of processing to a
place, and event or any other known entity.
During the summarization step severa complex tasks are per formed:
@) Text extraction from HTML files, to eiminate markup tags. Thistask presentsa
chalenge, due to the complex layout used by different web stes that include the use
of frames, tables and dynamic html. A specia parser for HTML text has been
adgpted for this purpose (Ragget 2000).
Algorithms for summarization and trandation typicaly act on ‘flat’ text. The module
for zoning and parsing web documents:- finds textua content, recognizes and
anayze frames with reference to their relevance to the meaning of the document and
includes the content of hyperlinked * source” pages
b) Multilingua paragraph, sentence and word tokenization to get the structure of the
document. This stage is important for processing documents written in different
languages.
a Date stamp determination for the documents being summarized, usng a
multilingua date recognition package.



b) Sentence scoring and sentence ranking caried out to produce a fina set of
rdlevant text extracts in the origind language that can be considered a pason-
oriented summary of the document. For each sentence extracted from the document,
a date amp is determined using our multilingual date recognition package. If no
date is found in the sentence itsdlf, or if a patia date is found, the date for the
sentence is recongtructed from the date previoudly determined for the document.

c) Trandation to the target language (English). After the individua document
summary is completed for one document, if the origina language of the document
was not English, al extracted sentences are trandated. Any avalable MT engine
could be used.

After al documents are summarized in this fashion, the trandated text extracts are sorted
according to their date stamps. The sorted sentences are arranged for viewing using HTML
markup. Links are provided to the document summaries in the originad languages and aso to
the complete documents. This is to alow verification of details and aso to support system
debugging.

3.1 Date Recognition and Utilization

Accurate date recognition is critical for the operation of this system. At the moment we rely
on explicitly stated dates and not on referents like tomorrow, lagt year, etc. These have been
used in previous systems developed by the authors for English (Cowie et d., 1993), but have
not yet been extended to time referents for our other two languages. This type of language
ecology capability is required for many tasks and should be developed as a sharegble
resource.

The current date recognizer relies on a smple grammar that uses patterns containing up to
three letters, each representing year, day or month. Years expressed in a 4digit format are
represented by letter 'Y, 2digit years —hby y. For months in a 2digit format, letter m is used,
whereas month names, like January, are represented by letter M. For instance, the full date
in the American format 11/21/1995 is represented by the pattern mDY. The full date pattern
with a year expressed by two digits is mDy. An incomplete date, like January 22, will be
represented by a attern MD. Once a date is detected in say, a Russian sentence, its elements
are extracted, evauated and converted to a standard languageindependent format.

At the moment, we are using very simple heurigtics for date establishment. An explicit date
ina sentence overrides the document date, otherwise the document date should be used. A
more sophisticated treatment of date dicitation is obvioudy desirable. However, the
primitive method described here already produces usable results. Some recognition of the
tempord discourse structure of the document needs to be carried out. Does a sentence, or
paragraph contain a change to the base date, which should apply to the rest of the document,
or is it a dde reference, with its own date, but having no bearing on the materid that
follows? A study of tempora co-reference, which may be affected by genre, topic and
possibly other factors would be very useful for developing our work further.

The experiments were performed in a collection of 923 documents, which were retrieved
from the Internet. These documents could be written in any of the three languages considered
in this work, that is English, Russian or Spanish. The resulting documents, we fed, show that
the method has promise. Significant sections of each dbcument can be read as a sequence of



biographical notes on the person selected. Thus, for our first example we can see a a glance
when and where Robin Cook, the former UK Foreign Secretary, was born, educated, and
first elected. Later Spanish sources provide more regiond information related to the Falkland
Idands. Interspersed are some more usdess pieces of information, such as the date of a fax,
which was in fact the source of other information in the summary document.

There are many problems concerning cross-document summarization that need to be treated
to improve a system, such as the possibility of finding relevant sentences from different
documents that contradict each other or sentences that refer to the same events, therefore
causing repetition in the fina cross document summary. Adding techniques for anaphora
resolution, a problem for any summarization technique that uses text extraction to produce
summaries, will improve the qudity of our system.
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Figure5. A persond profile of Robin Cook, former UK Foreign Secretary. The asterisksin the text
arewords tranditerated by the trandation systems. Our MT system resortsto tranditeration if it fails
to provide ared trandation. The dates provide links to the summaries shown in the lowe frame, and
thisin turn contains alink to the origind document. Thetext shown hereisfrom a Spanish source.

Another key problem that needs to be mentioned here is cross-document co-reference.
When we collect documents relevant to a specific person, we use the person name as a query
term for the retrieval process. Now, if it happens that there are two or more people in the



news with the same names, we can (and do) end up with a ambiguous set of documents. In
our sample we had to deal with a concert pianig and a politician both named Boris
Berezovsky. An approach we are testing to solve this problem is to filter the documents
using domain information, so for example only documents about politics are selected if we
are interesed in the politician or only documents about music are sdected if we are
interested in the musician. This disambiguation is now done during the retrieval process by
modifying the query to include selected terms about the relevant domain. This, however, will
have some undesirable effects in reducing the scope of the information avalable to the
system. A second approach is to let the user see trandated document summaries of the
retrieved documents and select those he wishes to pass to the profile generator. An interface
hasbeen developed which dlows this human filtering to be carried out rapidly.
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