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Abstract. In this paper we investigate the possibility of evaluating MT quality and fluency 
at the sentence level in the absence of reference translations. We measure the correlation 
between automatically-generated scores and human judgments, and we evaluate the per-
formance of our system when used as a classifier for identifying highly dysfluent and ill-
formed sentences. We show that we can substantially improve on the correlation between 
language model perplexity scores and human judgment by combining these perplexity 
scores with class probabilities from a machine-learned classifier. The classifier uses linguis-
tic features and has been trained to distinguish human translations from machine transla-
tions. We show that this approach also performs well in identifying dysfluent sentences. 

1. Introduction 
It is widely recognized that the automatic eval-
uation of machine translation quality is crucial 
for at least two major tasks: 

• comparisons of different systems on the 
same or similar data sets 

• system-internal evaluations in the practical 
deployment of MT systems 

There is a rapidly-growing body of literature on 
automatic metrics for the first scenario, starting 
with the BLEU metric (Papineni et al. 2002) and 
the NIST metric (Doddington 2002). Crucially, 
the BLEU metric and its relatives (e.g. Lin and 
Och 2004b, Babych and Hartley 2004, Soricut 
and Brill 2004) rely on one or more human ref-
erence translations for each machine-translated 
sentence to be evaluated. These metrics are all 
based on the idea that the more shared sub-
strings the machine-translated sentence has with 
the human reference translation(s), the better 
the translation is. It has been shown that BLEU 
scores, despite their shortcomings, correlate sur-
prisingly well with human judgment (Coughlin 
2003). The BLEU metric and its relatives are 
typically computed for fixed multi-sentence test 
sets in order to track the performance of MT 
systems over time and to compare different MT 
systems with respect to these test sets. 

Moving from multi-sentence evaluation to 
single-sentence and even word-level evaluation, 
Blatz et al. (2004) survey a number of ap-
proaches to the estimation of confidence. The 
training data for their experiments consist of 
machine translations and human reference trans-
lations. This work uses naive Bayes and multi-
layer perceptrons for classification. 

For the system-internal evaluation of de-
ployed MT systems, Quirk (2004) uses a small 
(350 sentence) corpus of machine translations 
that have been annotated for translation quality 
by human annotators. He represents translated 
sentences as feature vectors, training a classifier 
to emulate the human scoring. The features he 
uses include sentence perplexity according to a 
trigram language model (LM) of a training cor-
pus, source sentence features such as length, 
translation features such as number and size of 
mappings, whether a translation comes from a 
learned mapping or from a dictionary, and ti-
lings of source and translated sentences with re-
spect to the training corpus. Quirk demonstrates 
that this approach can produce usable results for 
sentence-level confidence. 

There are also several attempts at using ma-
chine-learned classifiers for the purpose of MT 
quality assessment both at the sentence level 
and for larger test sets. Corston-Oliver et al (2001) 
demonstrated that classifiers can distinguish quite 
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reliably at the sentence level between machine 
translations and human translations. Classifica-
tion accuracy increases if linguistic features are 
added to purely perplexity-based features. Ku-
lesza and Shieber (2004), in a similar approach, 
train a Support Vector Machine (SVM) classi-
fier that is capable of reliably distinguishing ma-
chine translation output from human transla-
tions. They use a combination of features de-
rived from n-gram precision, length, and word 
error rate with respect to human reference trans-
lations. Additionally, a confidence score pro-
duced by the classifier shows high correlation 
with human judgment. 

To summarize, there are a number of auto-
matic translation quality metrics both at the mul-
ti-sentence and single-sentence level. Most of 
these metrics (except Quirk 2004) require one 
or more human reference translations for each 
sentence to be evaluated. This is a reasonable re-
quirement when the task is system comparison 
or tracking of system performance over time.  

The use of MT systems in a production envi-
ronment, however, requires the evaluation of 
massive amounts of machine-translated text. In 
practice, it is necessary to be able to assess the 
quality of all MT output in order to identify the 
particularly badly-translated sentences. In cases 
where MT is employed for the dissemination of 
large amounts of text (see e.g. Richardson 2004), 
two of the roles of the human translator are to 
identify systematic translation errors and to per-
form post-editing of low-quality MT output. In 
this scenario, a tool for detecting badly-trans-
lated sentences automatically and reliably is es-
sential. It saves time and allows the translator to 
concentrate on the problematic sentences. 

By definition, in MT for dissemination there 
is no human reference translation. The challenge, 
then, is to find a reasonable automatic evalua-
tion metric for sentence-level translation quality 
that does not require human reference transla-
tions. 

Translation quality involves both content and 
form. An ideal translation needs to capture the 
meaning of the source sentence and express it in 
a fluent target language sentence. In practice, 
automatic assessment of semantic adequacy is a 
much harder problem than evaluation of the flu-
ency of a sentence. As we will discuss below, 
fluency assessment can serve as a proxy for over-

all translation quality as long as it correlates 
well enough with overall translation quality. 

One readily-available solution for the eval-
uation of MT output fluency at the sentence le-
vel that does not require reference translations 
is the ngram language model (LM). LMs can be 
trained on a domain-specific corpus in the tar-
get language. A perplexity score can be calcu-
lated for each machine-translated sentence re-
flecting the degree to which the observed word 
sequence is “expected” compared to what has 
been observed in the training corpus. This ap-
proach has been used successfully to score out-
put from different MT engines in multi-engine 
MT systems (Callison-Burch et al 2001, Akiba 
et al 2002, Nomoto 2003). 

In this paper we attempt to improve on a 
sentence-level language model perplexity score 
by adding other sources of information about 
the fluency of the translation. The resources that 
our approach requires are: 

i. a set of machine-translated sentences 
ii. a corpus of target-language text from 

the same domain (but crucially not 
translations of the same source sen-
tences that were used in (i)) 

iii. an automatic linguistic analysis system 
(parser) 

By combining perplexity scores with scores pro-
vided by a classifier that is trained to distin-
guish machine-translated sentences from human 
translations, we are able to improve on the cor-
relation between human judgments and perplex-
ity scores alone. This classifier uses linguistic 
analysis features to complement the ngram-based 
language model. We also show that this system 
performs well when tasked with identifying the 
worst (i.e. most dysfluent) translations. All ex-
periments were performed using an example-
based machine translation system to translate 
technical documentation from English into French 
(Smets et al. 2003). 

2. Experimental Setup 

2.1. Data 

We used a corpus of 1,566,265 French senten-
ces from Microsoft technical documentation to 
train our language models. 
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Our training data for the SVM classifiers con-
sists of 198,771 machine-translated sentences 
(English to French) from the Microsoft Product 
Support Services Knowledge Base (Richardson 
2004), and 260,601 human-translated sentences 
from the same domain. 

Language models and SVMs were then test-
ed on a set of 500 held-out sentences which had 
been annotated by human annotators for both 
MT quality and fluency. The annotation consis-
ted of separate scores on a scale of 1 to 4, where 
1 means completely dysfluent or incomprehen-
sible, and 4 means perfectly fluent or human-
quality translation. For fluency annotation, the 
raters only took the target sentence into account. 
There were 6 raters for MT quality and 1 rater 
for fluency. The fluency rating was done inde-
pendently of the MT quality evaluation to en-
sure that knowledge of the source sentence was 
not influencing the fluency evaluation. 

The distribution of fluency and MT quality 
scores as assigned by the human evaluators to 
the test set are shown in Figure 1. 
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Figure 1: distribution of scores on the test set 

2.2. Language Model 

The French target language model was trained 
on all available data from the target domain. 
The data was preprocessed by converting all to-
kens to lower case, removing contractions (i.e. 
converting “d’” and “l’” to de and le, respec-
tively), and removing punctuation. Then a 4-gram 
language model was built using interpolated Kne-

ser-Ney smoothing. Kneser-Ney smoothing has 
been shown to outperform all other techniques 
for smoothing n-gram language models. (Kne-
ser & Ney 1995, Goodman 2000). Per-sentence 
scores were computed by preprocessing the test 
data in the same manner as the training data, 
then computing cross-perplexity with the lan-
guage model in the usual way: 
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Equation 1: Perplexity 

In this formula, s is the sentence to be scored, 
consisting of tokens wi through wk , and pKN is 
the conditional probability of the token given 
the three preceding tokens according to the lan-
guage model. 

2.3. SVM classifier 

The SVM classifier was trained on the data de-
scribed in section 2.1. The two values for the 
target feature are “1” for sentences produced by 
human translators and “0” for sentences pro-
duced by the MT system. The underlying as-
sumption, as described in Kulesza and Shieber 
(2004) and Corston-Oliver et al. (2001), is that 
machine-translated output is known a priori to 
be of much worse quality than human transla-
tions. This classifier can then be used to evalu-
ate a new sentence. If the new sentence is clas-
sified with high probability as a human transla-
tion, it is more similar to the human translations 
in the training set, and hence is likely to be of 
high fluency. If, on the other hand, the new sen-
tence is classified as a machine-translated sen-
tence, it is likely to have qualities similar to 
those only observed in machine-translated lan-
guage; in other words it is likely to be less flu-
ent. As Kulesza and Shieber (2004) point out, 
the class probability assigned by the classifier 
can serve as a quality score: the higher the pro-
bability that a sentence is human-translated, the 
better the quality of the sentence. 

We used the SMO (Sequential Minimal Op-
timization) algorithm (Platt 1999) to train a lin-
ear SVM. 

2.4. Feature vectors 

For the purpose of training the SVM classifier, 
sentences were represented as vectors of binary 
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features. The features we used are based on lin-
guistic analysis with the French NLPWin ana-
lysis system (Heidorn 2002). They fall into the 
following categories: 
• trigrams of part of speech tags 
• context-free grammar productions. Each syn-

tactic node is represented with its label and 
the labels of all its daughters. For example, 
the feature “NP::DETP:NOUN:PP” indi-
cates a noun phrase consisting of a deter-
miner phrase, followed by a noun, followed 
by a prepositional phrase 

• Semantic analysis features: Example: +Def 
indicating definiteness on a noun phrase 

• Semantic features, part of speech, and seman-
tic relationship to the parent node: Def Noun 
PrepRel, for example, indicates the pres-
ence of the definiteness feature on a nomi-
nal node that is in a prepositional relation-
ship with its parent 

• Semantic modification relations: Verb Tsub 
Noun Tobj Pron, for example, indicates a 
verb with a nominal logical subject and a pro-
nominal logical object. 

The use of this particular set of features is based 
on work in style classification (Gamon 2004), 
and is motivated by the desire to capture lin-
guistic generalizations that go beyond surface 
ngram regularities. All features are extracted auto-
matically. Parses are not vetted for quality or ade-
quacy, and partial (non-spanning) parses are al-
so exploited for feature extraction. 

The total number of unique features extrac-
ted from the training data is 39254. In order to 
reduce the dimensionality of the feature vectors, 
we restricted the features to the top 2000 fea-
tures according to the log likelihood ratio (Dun-
ning 1993) of the feature with respect to the 
class label. 

Training an SVM on the machine-translated 
and human-translated data described in section 
2.1 produces a classifier that achieves 77.84% 
classification accuracy on the training set. If the 
data set is split 70/30 for training and testing, 
the result is similar with 77.59% accuracy. The 
baseline accuracy (choosing the most frequent 
target feature value) is 56.73%. 

The SVM also produces a class probability 
that can be used as a score: the higher the prob-
ability that a sentence is in class “1” (i.e. human 
translations), the better its fluency, and vice 
versa.  

3. Results 

3.1. Correlation with human judgments 
Reported correlation numbers are correlation 
coefficients as shown in Equation 2 where x  
and y  are the sample mean. 

∑ ∑
∑

−−

−−
=

22 )()(

))((
),(

yyxx

yyxx
YXCorrel  

Equation 2: correlation coefficient 

3.1.1. Baseline correlations 
In a first round of experiments, we determined 
the baseline correlations for BLEU scores, lan-
guage model scores, and SVM scores with hu-
man judgments of fluency and MT quality. 
Since our approach is directed at gauging flu-
ency of translation, we also need to establish 
that fluency indeed correlates well with general 
MT quality. The correlation between overall trans-
lation quality scores and fluency is 0.67, indi-
cating that given the MT system and the data 
used in our experiments, fluency can be a rea-
sonable approximation for overall translation qua-
lity. 

BLEU achieves a relatively high correlation 
with overall translation quality (0.58) and a 
somewhat lower correlation with fluency (0.41). 
The LM by itself achieves a 0.34 correlation 
with fluency and a 0.29 correlation with overall 
translation quality. Note again that these corre-
lation results are at the sentence level, hence are 
much lower than the correlations that are re-
ported when comparing MT systems on a fixed 
test set (e.g. Soricut and Brill 2004). The higher 
correlation between BLEU and the human judg-
ments is no surprise, since BLEU is able to take 
advantage of the human translation. Correlation 
of the SVM class probability scores with human 
judgments yields the worst results, at 0.09 with 
fluency and at 0.12 with MT quality. 

Figure 2 shows the individual correlations 
with human judgments that the three different 
scoring methods achieve individually.  
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Figure 2: Individual correlations with human 
judgments 

3.1.2. Combining the scores 
The results in the previous sections clearly indi-
cate that language model scores achieve a much 
higher correlation with human judgments than 
SVM class probability scores. 

Given that these two scores are based on 
very different properties of the translation, name-
ly surface string similarity with human-produced 
text and deeper linguistic analysis properties, 
the next natural step is to see if the scores can 
be combined in a way that maximizes correla-
tion. In order to investigate this question, we use 
Powell’s method (Powell 1964) to find a linear 
combination of scores from different approach-
es that maximizes the correlation with human 
judgments of fluency1. For this approach we split 
the data into a parameter-tuning set and a test 
set. We performed a 50/50 split on the 500-sen-
tence data set, performing 2-fold cross valida-
tion on the two resulting subsets. 

Figure 3 illustrates the correlations achieved 
by a linear combination of the scores. All num-
bers are based on averaging the results from 2-
fold cross-validation, so the baseline results can 
differ slightly from those calculated on the whole 
test set. In the remainder of this paper, we will 
use the notation “+” in the figures to indicate a 
locally optimal linear combination of scores us-
ing Powell’s method. 

                                                      
1 We also experimented with optimizing correla-

tion with the MT quality scores. This did not lead to 
significant improvements in that correlation, however. 
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Figure 3: Linear combination of LM and SVM scores. 

These results confirm that the information pro-
vided about fluency and MT quality by the two 
different metrics is at least to some degree addi-
tive, i.e. it is possible to improve on the indi-
vidual scores by combining them into a single 
score. 

In addition to the linear combination of scores, 
we also experimented with a number of other pure-
ly arithmetic combinations. Surprisingly, sim-
ple multiplication proves to be a remarkably ef-
fective way to combine LM perplexity score 
and SVM class probability score2. 

When these scores are combined by multi-
plication, correlation with fluency jumps from 
0.37 for the linear combination of LM and SVM 
to 0.42. Correlation with overall translation qua-
lity also increases, from 0.35 to 0.42. Results 
are shown in Figure 4. 

At this point, we do not understand why mul-
tiplying SVM scores with perplexity yields an 
increase in correlation compared to a linear com-
bination. The effect is robust, though. It is sta-
tistically significant at the 95% level (using 
Fisher’s z’ transformation) and it was also ob-
served in a second independent held-out set of 
500 sentences that were manually annotated for 
fluency. 

                                                      
2 Technically, we have to multiply the LM score 

with (1-SVMscore) since the orientation of the two 
scores is reversed: the higher the SVM score, the 
more human-like is the translation. Higher perplex-
ity scores, on the other hand, indicate lower fluency. 
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Nonlinear combination of scores
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Figure 4: Nonlinear combination of SVM and LM 
scores 

3.2. Classification: Identifying the worst 
translations 

While we have shown that a particular combina-
tion of scores can achieve a relatively respect-
able correlation with human judgments, the ul-
timate goal of our experiments is to determine 
whether the developed metrics are practically 
effective or not. In fact, it is a generally-ac-
cepted assumption in the field that even the BLEU 
score correlation with human judgment at the sen-
tence level is insufficient for evaluation. 

The second evaluation scenario described in 
the introduction is focused on automatically de-
tecting problem cases rather than assigning glo-
bal evaluation scores or determining complete 
rankings of sentence quality. The practical use 
of the metrics in the dissemination scenario is 
to be able to rapidly detect the worst transla-
tions. Once they have been detected, the appro-
priate action can then be taken. For example, 
these particularly bad translations can be post-
edited, manually re-translated, kept out of a trans-
lation memory system, etc. 

For this more limited use of an automatic 
scoring mechanism, we need to assess whether 
the translations that score worst with our met-

rics correspond to bad translations according to 
human judgment. In order to evaluate the use-
fulness of our automatic metrics in this regard, 
we used the metrics as a classifier for identify-
ing the worst-translated sentences. We evalu-
ated this classifier on the human-annotated test 
data. The classification task was to identify low 
fluency and low MT quality scores, where „low” 
scores were either defined as scores <=1 or 
scores <= 2. 

Classification was performed by assigning 
the worst n% of documents according to the 
scoring metric to the „Bad” class, and the rest 
of the documents to the „Good” class. In order 
to obtain precision/recall curves, we computed 
recall and precision for values of n in incre-
ments of 5%. For each of the intervals, we de-
termined how many of the human-annotated 
low scores were correctly identified. Precision 
and recall curves for fluency and MT quality 
are shown in Figure 5 and Figure 6. Since there 
are only 11 sentences with an MT quality score 
of <= 1, we do not show the precision/recall re-
sults for that scenario. We tested four different 
metrics in this classification task: BLEU (as a 
point of comparison), the language model per-
plexity scores (LM), the SVM scores, and the 
multiplicative combination of language model 
and SVM scores (LM*(1-SVM)). As is appar-
ent in the figures, the multiplicative combina-
tion of SVM and language model scores outper-
forms all other scores at most levels of recall. 
(This is true also for SVM scores, not shown 
for reasons of legibility). These results hold 
when classifying overall MT fluency as well as 
MT quality, indicating that for the MT system 
we used, fluency scores are indeed a very good 
indicator of overall MT quality. Whether this is 
the case in any given MT system, however, needs 
to be determined empirically. Systems that use 
string-based language models, which our sys-
tem does not, may score well on fluency-based 
metrics, regardless of the semantic adequacy of 
a sentence. 
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Precision and Recall for fluency classification
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Figure 5: Precision and recall for fluency classification 

Precision and recall for MT quality classification
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Figure 6: Precision and recall for MT quality classification
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4. Conclusion 
The question we set out to answer is whether it 
is possible to develop a sentence-level MT qua-
lity/fluency score that correlates reasonably well 
with human judgment and allows reliable iden-
tification of dysfluent translations, yet does not 
require reference translations. Both these require-
ments are imposed by practical considerations 
of MT for dissemination, where by definition 
reference translations are not available and where 
quality assessment at the sentence level is nec-
essary. 

We combined class probability scores from 
an SVM classifier trained to distinguish human 
translations from machine translations by using 
linguistic analysis features. We combined these 
SVM scores with standard language model per-
plexity scores. 

We found (not too surprisingly) that none of 
the methods described in this paper achieve as 
high a correlation with human judgment on the 
sentence level as the BLEU score, which is com-
puted with respect to a reference translation. 
However, we were able to substantially improve 
on the correlation of a baseline language model 
perplexity score by combining it with scores 
from an SVM classifier that had been trained on 
(non-aligned) human translations and machine 
translations in the relevant domain. Using lin-
guistic analysis features, the SVM complements 
the surface-string-based perplexity scores of the 
language model. 

Correlation with human judgments is a valid 
and established success criterion for automatic 
MT evaluation scores. For a deployed MT sys-
tem, however, the task of automatically identi-
fying the most dysfluent translations may be 
even more important than overall scoring. When 
formulated as a classification task for identifica-
tion of the worst-translated sentences, our com-
bined SVM and language model metric outper-
formed BLEU, and it also performed better than 
the language model and SVM individually. 

In any given MT system, the usefulness of a 
fluency-based metric needs to be determined. In 
the example-based MT system we use, dysflu-
ency is a very good indicator of poor overall 
MT quality. Instances of perfectly well-formed 
but semantically inadequate sentences are rare 
enough in the output of our system to make a 
fluency-based metric appropriate - an observa-

tion that may not hold true for string-based sta-
tistical systems. We believe, however, that the 
combination of classifier scores and language 
model scores is worth exploring in other sys-
tems as well, at least for the purposes of fluency 
ranking and candidate selection. 
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