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Introduction

Medical applications have emerged as one of the most popular domains for speech translation, and
several functional systems now exist. Despite this, there is so far no established consensus on any of
the central questions, including the following:

• Does medical speech translation pose special problems, and if so, what are they?

• What do the users (both doctors and patients) actually want? What constitutes acceptable
performance, given that medicine is a safety-critical area?

• What are the alternatives to speech translation for non-L1 speakers in healthcare situations?

• What are the most important tasks, sub-domains and language pairs?

• What architectures are most suitable for medical speech translation applications? (Fixed-phrase,
ad hoc phrasal rules, rule-based, statistical...)

• What evaluation/data collection methodologies are appropriate to medical speech translation?

• What requirements are there on hardware platforms? What options currently exist?

• How close are we to having applications that can be used in the field?

In this one day workshop, our aim has been to get together as many as possible of the key players in
this field, so that we can exchange information and clarify the above and other issues. We expect the
workshop to be of interest to people working in all three component communities - speech technology,
machine translation, and medicine.

The main body of the workshop consists of two parts: oral presentation of papers, followed by a demo
session. We will end with a panel discussion, which will include representatives of both the system
developer and medical user communities.
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Abstract 

We describe a highly interactive system for 
bidirectional, broad-coverage spoken lan-
guage communication in the healthcare area. 
The paper briefly reviews the system's inter-
active foundations, and then goes on to dis-
cuss in greater depth issues of practical 
usability. We present our Translation Short-
cuts facility, which minimizes the need for 
interactive verification of sentences after 
they have been vetted once, considerably 
speeds throughput while maintaining accu-
racy, and allows use by minimally literate 
patients for whom any mode of text entry 
might be difficult. We also discuss facilities 
for multimodal input, in which handwriting, 
touch screen, and keyboard interfaces are of-
fered as alternatives to speech input when 
appropriate. In order to deal with issues re-
lated to sheer physical awkwardness, we 
briefly mention facilities for hands-free or 
eyes-free operation of the system. Finally, 
we point toward several directions for future 
improvement of the system. 

1 Introduction 

Increasing globalization and immigration have led 
to growing demands on US institutions for health-
care and government services in languages other 
than English. These institutions are already over-
whelmed:  the State of Minnesota, for example, 
had no Somali-speaking physicians for some 
12,000 Somali refugees and only six Hmong-
speaking physicians to serve 50,000 Hmong resi-

dents (Minnesota Interpreter Standards Advisory 
Committee, 1998). San Francisco General Hospi-
tal, to cite another example, receives approxi-
mately 3,500 requests for interpretation per month, 
or 42,000 per year for 35 different languages. 
Moreover, requests for medical interpretation ser-
vices are distributed among all the wards and clin-
ics, adding a logistical challenge to the problem of 
a high and growing demand for interpretation ser-
vices (Paras, et al., 2002). Similar situations are 
found throughout the United States. 

It is natural to hope that automatic real-time 
translation in general, and spoken language transla-
tion (SLT) in particular, can help to meet this com-
municative need. From the viewpoint of research 
and development, the high demand in healthcare 
makes this area especially attractive for fielding 
early SLT systems and seeking early adopters. 

With this goal in view, several speech transla-
tion systems have aimed at the healthcare area. 
(See www.sehda.com, DARPA’s CAST program, 
www.phraselator.com, etc.) However, these efforts 
have encountered several issues or limitations. 

First, they have been confined to narrow do-
mains. In general, SLT applications have been able 
to achieve acceptable accuracy only by staying 
within restricted topics, in which fixed phrases 
could be used (e.g., www.phraselator.com), or in 
which grammars for automatic speech recognition 
(ASR) and machine translation (MT) could be op-
timized. For example, MedSLT (Bouillon et al, 
2005) is limited to some 600 specific words per 
sub-domain. IBM’s MASTOR system, with 30,000 
words in each translation direction, has much 
broader coverage, but remains comparable in lexi-
con size to commercial MT systems of the early 
1980s. 
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Granted, restriction to narrow domains may of-
ten be appropriate, given the large effort involved 
in compiling extensive lexical resources and the 
time required for deployment. A tightly focused 
approach permits relatively quick development of 
new systems and provides a degree of flexibility to 
experiment with different architectures and differ-
ent languages.  

Our emphasis, however, is on breaking out of 
narrow domains. We seek to maximize versatility 
by providing exceptional capacity to move from 
topic to topic while maintaining adequate accu-
racy.  

To provide a firm foundation for such versatil-
ity, we “give our systems a liberal arts education” 
by incorporating very broad-coverage ASR and 
MT technology. Our MT lexicons, for example, 
contain roughly 300,000 words in each direction. 

But of course, as coverage increases, perplexity 
and the ASR and MT errors due to it increase in 
proportion, especially in the absence of tight inte-
gration between these components. To compen-
sate, we provide a set of facilities that enable users 
from both sides of the language barrier to interac-
tively monitor and correct these errors. Putting us-
ers in the speech translation loop in this way does 
in fact permit conversations to range widely 
(Seligman, 2000). We believe that this highly in-
teractive approach will prove applicable to the 
healthcare area. 

We have described these interactive techniques 
in (Dillinger and Seligman, 2004; Zong and Selig-
man, forthcoming). We will review them only 
briefly here, in Section 2.  

A second limitation of current speech transla-
tion systems for healthcare is that bilingual (bidi-
rectional) communication has been difficult to 
enable. While speech-to-speech translation has 
sometimes proven practical from the English side, 
translation from the non-English side has been 
more difficult to achieve. Partly, this limitation 
arises from human factors issues: while naïve ob-
servers might expect spoken input to be effortless 
for anyone who can talk, the reality is that users 
must learn to use most speech interfaces, and that 
this learning process can be difficult for users who 
are less literate or less computer literate. Further, 
many healthcare venues make speech input diffi-
cult: they may be noisy, microphones may be 
awkward to situate or to pass from speaker to 
speaker, and so on. 

Our group's approach to training- or venue-
related difficulties for speech input is to provide an 
array of alternative input modes. In addition to 
providing input through dictated speech, users of 
our system can freely alternate among three other 
input modes, using handwriting, a touch screen, 
and standard bilingual keyboards. 

In this paper, we will focus on practical usabil-
ity issues in the design of user interfaces for highly 
interactive approaches to SLT in healthcare appli-
cations. With respect to interactivity per se, we will 
discuss the following specific issues: 

• In a highly interactive speech translation 
system, monitoring and correction of ASR and MT 
are vital for accuracy and confidence, but can be 
time consuming – in a field where time is always at 
a premium. 

• Interactivity demands a minimum degree 
of computer and print literacy, which some patients 
may lack.  

To address these issues, we have developed a 
facility called Translation Shortcuts™, to be ex-
plained throughout Section 3.  

Section 4 will describe our approach to multi-
modal input. As background, however, Section 2 
will quickly review our approach to highly interac-
tive – and thus uniquely broad-coverage – spoken 
language translation. Before concluding, we will in 
Section 5 point out planned future developments. 

2 Highly Interactive, Broad-coverage SLT  

We now briefly summarize our group’s approach 
to highly interactive, broad-coverage SLT. 

The twin goals of accuracy and broad-coverage 
have generally been in opposition: speech transla-
tion systems have gained tolerable accuracy only 
by sharply restricting both the range of topics that 
can be discussed and the sets of vocabulary and 
structures that can be used to discuss them. The 
essential problem is that both speech recognition 
and translation technologies are still quite error-
prone. While the error rates may be tolerable when 
each technology is used separately, the errors com-
bine and even compound when they are used to-
gether. The resulting translation output is generally 
below the threshold of usability – unless restriction 
to a very narrow domain supplies sufficient con-
straints to significantly lower the error rates of both 
components. 
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As explained, our group’s approach has been to 
concentrate on interactive monitoring and correc-
tion of both technologies.   

First, users can monitor and correct the speaker-
dependent speech recognition system to ensure that 
the text that will be passed to the machine transla-
tion component is completely correct. Voice com-
mands (e.g. Scratch That or Correct <incorrect 
text>) can be used to repair speech recognition 
errors. Thus, users of our SLT enrich the interface 
between ASR and MT.  

Next, during the MT stage, users can monitor, 
and if necessary correct, one especially important 
aspect of the translation – lexical disambiguation. 

Our system’s approach to lexical disambigua-
tion is twofold: first, we supply a Back-
Translation, or re-translation of the translation. 
Using this paraphrase of the initial input, even a 
monolingual user can make an initial judgment 
concerning the quality of the preliminary machine 
translation output. (Other systems, e.g. IBM’s 
MASTOR, have also employed re-translation. Our 
implementations, however, exploit proprietary 
technologies to ensure that the lexical senses used 
during back translation accurately reflect those 
used in forward translation.)  

In addition, if uncertainty remains about the 
correctness of a given word sense, we supply a 
proprietary set of Meaning Cues™ – synonyms, 
definitions, etc. – which have been drawn from 
various resources, collated in a database (called 
SELECT™), and aligned with the respective lexica 
of the relevant MT systems. With these cues as 
guides, the user can monitor the current, proposed 
meaning and select (when necessary) a different, 
preferred meaning from among those available. 
Automatic updates of translation and back transla-
tion then follow. Future versions of the system will 
allow personal word-sense preferences thus speci-
fied in the current session to be stored and reused 
in future sessions, thus enabling a gradual tuning 
of word-sense preferences to individual needs. Fa-
cilities will also be provided for sharing such pref-
erences across a working group. 

Given such interactive correction of both ASR 
and MT, wide-ranging, and even jocular, ex-
changes become possible (Seligman, 2000).  

As we have said, such interactivity within a 
speech translation system can enable increased 
accuracy and confidence, even for wide-ranging 
conversations. 

Accuracy of translation is, in many healthcare 
settings, critical to patient safety. When a doctor is 
taking a patient’s history or instructing the patient 
in a course of treatment, even small errors can have 
clinically relevant effects. Even so, at present, 
healthcare workers often examine patients and in-
struct them in a course of treatment through ges-
tures and sheer good will, with no translation at all, 
or use untrained human interpreters (friends, fam-
ily, volunteers, or staff) in an error-prone attempt 
to solve the immediate problem (Flores, et al., 
2003). As a result, low-English proficiency pa-
tients are often less healthy and receive less effec-
tive treatment than English speakers (Paras, et al., 
2002). We hope to demonstrate that highly interac-
tive real-time translation systems in general, and 
speech translation systems in particular, can help to 
bridge the language gap in healthcare when human 
interpreters are not available. 

Accuracy in an automatic real-time translation 
system is necessary, but not sufficient. If health-
care workers have no means to independently as-
sess the reliability of the translations obtained, 
practical use of the system will remain limited. 
Highly interactive speech translation systems can 
foster the confidence on both sides of the conversa-
tion, which is necessary to bring such systems into 
wide use. In fact, in this respect at least, they may 
sometimes prove superior to human interpreters, 
who normally do not provide clients with the 
means for judging translation accuracy. 

The value of enabling breadth of coverage, as 
well as accuracy and confidence, should also be 
clear: for many purposes, the system must be able 
to translate a wide range of topics outside of the 
immediate healthcare domain – for example, when 
a patient tries to describe what was going on when 
an accident occurred. The ability to ask about in-
terests, family matters, and other life concerns is 
vital for establishing rapport, managing expecta-
tions and emotions, etc. 

3 Translation Shortcuts 

Having summarized our approach to highly inter-
active speech translation, we now turn to examina-
tion of practical interface issues for this class of 
SLT system. This section concentrates on Transla-
tion Shortcuts™. 

Shortcuts are designed to provide two main ad-
vantages:  

3



First, re-verification of a given utterance is un-
necessary. That is, once the translation of an utter-
ance has been verified interactively, it can be saved 
for later reuse, simply by activating a Save as 
Shortcut button on the translation verification 
screen. The button gives access to a dialogue in 
which a convenient Shortcut Category for the 
Shortcut can be selected or created. At reuse time, 
no further verification will be required. (In addition 
to such dynamically created Personal Shortcuts, 
any number of prepackaged Shared Shortcuts can 
be included in the system.) 

Second, access to stored Shortcuts is very 
quick, with little or no need for text entry. Several 
facilities contribute to meeting this design crite-
rion.  

• A Shortcut Search facility can retrieve a 
set of relevant Shortcuts given only keywords or 
the first few characters or words of a string. The 
desired Shortcut can then be executed with a single 
gesture (mouse click or stylus tap) or voice com-
mand.  

NOTE: If no Shortcut is found, the system 
automatically allows users access to the full power 
of broad-coverage, interactive speech translation. 
Thus, a seamless transition is provided between the 
Shortcuts facility and full, broad-coverage transla-
tion. 

• A Translation Shortcuts Browser is pro-
vided, so that users can find needed Shortcuts by 
traversing a tree of Shortcut categories. Using this 
interface, users can execute Shortcuts even if their 
ability to input text is quite limited, e.g. by tapping 
or clicking alone. 

Figure 1 shows the Shortcut Search and Short-
cuts Browser facilities in use. Points to notice:  

• On the left, the Translation Shortcuts Panel 
has slid into view and been pinned open. It con-
tains the Translation Shortcuts Browser, split into 
two main areas, Shortcuts Categories (above) and 
Shortcuts List (below).  

• The Categories section of the Panel shows 
current selection of the Conversation category, 
containing everyday expressions, and its Staff sub-
category, containing expressions most likely to be 
used by healthcare staff members. There is also a 
Patients subcategory, used for patient responses. 
Categories for Administrative topics and Pa-
tient’s Current Condition are also visible; and 
new ones can be freely created. 

• Below the Categories section is the Short-
cuts List section, containing a scrollable list of al-
phabetized Shortcuts. (Various other sorting 
criteria will be available in the future, e.g. sorting 
by frequency of use, recency, etc.)  

• Double clicking on any visible Shortcut in 
the List will execute it. Clicking once will select 
and highlight a Shortcut. Typing Enter will exe-
cute the currently highlighted Shortcut (here 
“Good morning”), if any.  

• It is possible to automatically relate op-
tions for a patient's response to the previous staff 
member’s utterance, e.g. by automatically going to 
the sibling Patient subcategory if the prompt was 
given from the Staff subcategory. 

Because the Shortcuts Browser can be used 
without text entry, simply by pointing and clicking, 
it enables responses by minimally literate users. In 
the future, we plan to enable use even by com-
pletely illiterate users, through two devices: we 
will enable automatic pronunciation of Shortcuts 
and categories in the Shortcuts Browser via text-to-
speech, so that these elements can in effect be read 
aloud to illiterate users; and we will augment 
Shared Shortcuts with pictorial symbols, as clues 
to their meaning. 

A final point concerning the Shortcuts Browser: 
it can be operated entirely by voice commands, 
although this mode is more likely to be useful to 
staff members than to patients. 

We turn our attention now to the Input Window, 
which does double duty for Shortcut Search and 
arbitrary text entry for full translation. We will 
consider the search facility first, as shown in Fig-
ure 2. 

• Shortcuts Search begins automatically as 
soon as text is entered by any means – voice, 
handwriting, touch screen, or standard keyboard – 
into the Input Window. 

• The Shortcuts Drop-down Menu appears 
just below the Input Window, as soon as there are 
results to be shown. The user has entered “Good” 
and a space, so the search program has received its 
first input word. The drop-down menu shows the 
results of a keyword-based search.  

• Here, the results are sorted alphabetically. 
Various other sorting possibilities may be useful: 
by frequency of use, proportion of matched words, 
etc.  
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• The highest priority Shortcut according to 
the specified sorting procedure can be highlighted 
for instant execution.  

• Other shortcuts will be highlighted differ-
ently, and both kinds of highlighting are synchro-
nized with that of the Shortcuts list in the Shortcuts 
Panel.  

• Arrow keys or voice commands can be 
used to navigate the drop-down list. 

• If the user goes on to enter the exact text of 
any Shortcut, e.g. “Good morning,” a message will 
show that this is in fact a Shortcut, so that verifica-
tion will not be necessary. However, final text not 
matching a Shortcut, e.g. “Good job,” will be 
passed to the routines for full translation with veri-
fication. 

4 Multimodal input 

As mentioned, an unavoidable issue for speech 
translation systems in healthcare settings is that 
speech input is not appropriate for every situation. 

Current speech-recognition systems are unfa-
miliar for many users. Our system attempts to 
overcome this training issue to some extent by in-
corporating standard commercial-grade dictation 
systems for broad-coverage and ergonomic speech 
recognition. These products already have estab-
lished user bases in the healthcare community. 
Even so, some training may be required: optional 
generic Guest profiles are supplied by our system 
for male and female voices in both languages; but 
optional voice enrollment, requiring five minutes 
or so, is helpful to achieve best results. Such train-
ing time is practical for healthcare staff, but will be 
realistic for patients only when they are repeat visi-
tors, hospital-stay patients, etc. 

As mentioned, other practical usability issues 
for the use of speech input in healthcare settings 
include problems of ambient noise (e.g. in emer-
gency rooms or ambulances) and problems of mi-
crophone and computer arrangement (e.g. to 
accommodate not only desktops but counters or 
service windows which may form a barrier be-
tween staff and patient). 

To deal with these and other usability issues, we 
have found it necessary to provide a range of input 
modes: in addition to dictated speech, we enable 
handwritten input, the use of touch screen key-
boards for text input, and the use of standard key-
boards. All of these input modes must be 

completely bilingual, and language switching must 
be arranged automatically when there is a change 
of active participant. Further, it must be possible to 
change input modes seamlessly within a given ut-
terance: for example, users must be able to dictate 
the input if they wish, but then be able to make 
corrections using handwriting or one of the re-
maining two modes. Figure 3 shows such seamless 
bilingual operation: the user has dictated the sen-
tence “Tengo náuseas” in Spanish, but there was a 
speech-recognition error, which is being corrected 
by handwriting.  

Of course, even this flexible range of input op-
tions does not solve all problems. As mentioned, 
illiterate patients pose special problems. Again, 
naïve users tend to suppose that speech is the ideal 
input mode for illiterates. Unfortunately, however, 
the careful and relatively concise style of speech 
that is required for automatic recognition is often 
difficult to elicit, so that recognition accuracy re-
mains low; and the ability to read and correct the 
results is obviously absent. Just as obviously, the 
remaining three text input modes will be equally 
ineffectual for illiterates. 

As explained, our current approach to low liter-
acy is to supply Translation Shortcuts for the mini-
mally literate, and – in the future – to augment 
Shortcuts with text-to-speech and iconic pictures. 

Staff members will usually be at least mini-
mally literate, but they present their own usability 
issues. 

Their typing skills may be low or absent. Han-
dling the computer and/or microphone may be 
awkward in many situations, e.g. when examining 
a patient or taking notes. (Speech translation sys-
tems are expected to function in a wide range of 
physical settings: in admissions or financial aid 
offices, at massage tables for physical therapy with 
patients lying face down, in personal living rooms 
for home therapy or interviews, and in many other 
locations.) 

To help deal with the awkwardness issues, our 
system provides voice commands, which enable 
hands-free operation. Both full interactive transla-
tion and the Translation Shortcut facility (using 
either the Browser or Search elements) can be run 
hands-free. To a limited degree, the system can be 
used eyes-free as well: text-to-speech can be used 
to pronounce the back-translation so that prelimi-
nary judgments of translation quality can be made 
without looking at the computer screen. 
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5 Future developments 

We have already mentioned plans to augment the 
Translation Shortcuts facility with text-to-speech 
and iconic pictures, thus moving closer to a system 
suitable for communication with completely illiter-
ate or incapacitated patients. 

Additional future directions follow. 
• Server-based architectures:  We plan to 

move toward completely or partially server-based 
arrangements, in which only a very thin client 
software application – for example, a web interface 
– will run on the client device. Such architectures 
will permit delivery of our system on smart phones 
in the Blackberry or Treo class. Delivery on hand-
helds will considerably diminish the issues of 
physical awkwardness discussed above, and any-
time/anywhere/any-device access to the system 
will considerably enlarge its range of uses. 

• Pooling Translation Shortcuts:  As ex-
plained above, the current system now supports 
both Personal (do-it-yourself) and Shared (pre-
packaged) Translation Shortcuts. As yet, however, 
there are no facilities to facilitate pooling of Per-
sonal Shortcuts among users, e.g. those in a work-
ing group. In the future, we will add facilities for 
exporting and importing shortcuts. 

• Translation memory: Translation Short-
cuts can be seen as a variant of Translation Mem-
ory, a facility that remembers past successful 
translations so as to circumvent error-prone re-
processing. However, at present, we save Shortcuts 
only when explicitly ordered. If all other successful 
translations were saved, there would soon be far 
too many to navigate effectively in the Translation 
Shortcuts Browser. In the future, however, we 
could in fact record these translations in the back-
ground, so that there would be no need to re-verify 
new input that matched against them. Messages 
would advise the user that verification was being 
bypassed in case of a match. 

• Additional languages: The full SLT sys-
tem described here is presently operational only for 
bidirectional translation between English and 
Spanish. We expect to expand the system to Man-
darin Chinese next. Limited working prototypes 
now exist for Japanese and German, though we 
expect these languages to be most useful in appli-
cation fields other than healthcare. 

• Testing: Systematic usability testing of the 
full system is under way. We look forward to pre-
senting the results at a future workshop. 

6 Conclusion 

We have described a highly interactive system for 
bidirectional, broad-coverage spoken language 
communication in the healthcare area. The paper 
has briefly reviewed the system's interactive foun-
dations, and then gone on to discuss in greater 
depth issues of practical usability.   

We have presented our Translation Shortcuts 
facility, which minimizes the need for interactive 
verification of sentences after they have been vet-
ted once, considerably speeds throughput while 
maintaining accuracy, and allows use by minimally 
literate patients for whom any mode of text entry 
might be difficult.  

We have also discussed facilities for multimo-
dal input, in which handwriting, touch screen, and 
keyboard interfaces are offered as alternatives to 
speech input when appropriate. In order to deal 
with issues related to sheer physical awkwardness, 
we have briefly mentioned facilities for hands-free 
or eyes-free operation of the system.   

Finally, we have pointed toward several direc-
tions for future improvement of the system. 
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Figure 1: The Input Screen, showing the Translation Shortcuts Browser and Search facilities. 
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Figure 2: The Input Screen, showing automatic keyword search of the Translation Shortcuts. 

 
 

 
 

Figure 3: The Input Screen, showing correction of dictation with handwritten input. 
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Abstract 

We present a task-level evaluation of the 
French to English version of MedSLT, a 
medium-vocabulary unidirectional con-
trolled language medical speech transla-
tion system designed for doctor-patient 
diagnosis interviews. Our main goal was 
to establish task performance levels of 
novice users and compare them to expert 
users. Tests were carried out on eight 
medical students with no previous expo-
sure to the system, with each student us-
ing the system for a total of three 
sessions. By the end of the third session, 
all the students were able to use the sys-
tem confidently, with an average task 
completion time of about 4 minutes. 

1 Introduction 

Medical applications have emerged as one of the 
most promising application areas for spoken lan-
guage translation, but there is still little agreement 
about the question of architectures. There are in 

particular two architectural dimensions which we 
will address: general processing strategy (statistical 
or grammar-based), and top-level translation func-
tionality (unidirectional or bidirectional transla-
tion). Given the current state of the art in 
recognition and machine translation technology, 
what is the most appropriate combination of 
choices along these two dimensions? 

Reflecting current trends, a common approach 
for speech translation systems is the statistical one. 
Statistical translation systems rely on parallel cor-
pora of source and target language texts, from 
which a translation model is trained. However, this 
is not necessarily the best alternative in safety-
critical medical applications. Anecdotally, many 
doctors express reluctance to trust a translation 
device whose output is not readily predictable, and 
most of the speech translation systems which have 
reached the stage of field testing rely on various 
types of grammar-based recognition and rule-based 
translation (Phraselator, 2006; S-MINDS, 2006; 
MedBridge, 2006). Even though statistical systems 
exhibit many desirable properties (purely data-
driven, domain independence), grammar-based 
systems utilizing probabilistic context-free gram-
mar tuning appear to deliver better results when 
training data is sparse (Rayner et al., 2005a). 
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One drawback of grammar-based systems is that 
out-of-coverage utterances will be neither recog-
nized nor translated, an objection that critics have 
sometimes painted as decisive. It is by no means 
obvious, however, that restricted coverage is such 
a serious problem. In text processing, work on sev-
eral generations of controlled language systems has 
developed a range of techniques for keeping users 
within the bounds of system coverage (Kittredge, 
2003; Mitamura, 1999). If these techniques work 
for text processing, it is surely not inconceivable 
that variants of them will be equally successful for 
spoken language applications. Users are usually 
able to adapt to a controlled language system given 
enough time. The critical questions are how to 
provide efficient support to guide them towards the 
system's coverage, and how much time they will 
then need before they have acclimatized. 

With regard to top-level translation functional-
ity, the choice is between unidirectional and bidi-
rectional systems. Bidirectional systems are 
certainly possible today1, but the arguments in fa-
vor of them are not as clear-cut as might first ap-
pear. Ceteris paribus, doctors would certainly 
prefer bidirectional systems; in particular, medical 
students are trained to conduct examination dia-
logues using “open questions” (WH-questions), 
and to avoid leading the patient by asking YN-
questions. 

The problem with a bidirectional system is, 
however, that open questions only really work well 
if the system can reliably handle a broad spectrum 
of replies from the patients, which is over-
optimistic given the current state of the art. In prac-
tice, the system's coverage is always more or less 
restricted, and some experimentation is required 
before the user can understand what language it is 
capable of handling. A doctor, who uses the system 
regularly, will acquire the necessary familiarity. 
The same might be true for a few patients, if spe-
cial circumstances mean that they encounter 
speech translation applications reasonably fre-
quently. Most patients, however, will have had no 
previous exposure to the system, and may be un-
willing to use a type of technology which they 
have trouble understanding.  

A unidirectional system, in which the doctor 
mostly asks YN-questions, will never be ideal. If, 

                                                           
1 For example, the S-MINDS system (S-MINDS, 2006) 
offers bidirectional translation. 

however, the doctor can become proficient in using 
it, it may still be very much better than the alterna-
tive of no translation assistance at all.  

To summarize, today’s technology definitely 
lets us build unidirectional grammar-based medical 
speech translation systems which work for regular 
users who have had time to adapt to their limita-
tions. While bidirectional systems are possible, the 
case for them is less obvious, since users on the 
patient side may not in practice be able to use them 
effectively. 

In this paper, we will empirically investigate the 
ability of medical students to adapt to the coverage 
of unidirectional spoken language translation sys-
tem. We report a series of experiments, carried out 
using a French to English speech translation sys-
tem, in which medical students with no previous 
experience to the system were asked to use it to 
carry out a series of verbal examinations on sub-
jects who were simulating the symptoms of various 
types of medical conditions. Evaluation will be 
focused on usability. We primarily want to know 
how quickly subjects learn to use the system, and 
how their performance compares to that of expert 
users. 

2 The MedSLT system 

MedSLT (MedSLT, 2005; Bouillon et al., 2005) 
is a unidirectional, grammar-based medical speech 
translation system intended for use in doctor-
patient diagnosis dialogues. The system is built on 
top of Regulus (Regulus, 2006), an Open Source 
platform for developing grammar-based speech 
applications. Regulus supports rapid construction 
of complex grammar-based language models using 
an example-based method (Rayner et al., 2003; 
Rayner et al., 2006), which extracts most of the 
structure of the model from a general linguistically 
motivated resource grammar. Regulus-based rec-
ognizers are reasonably easy to maintain, and 
grammar structure is shared automatically across 
different subdomains. Resource grammars are now 
available for several languages, including English, 
Japanese (Rayner et al., 2005b), French (Bouillon 
et al., 2006) and Spanish. 

MedSLT includes a help module, whose purpose 
is to add robustness to the system and guide the 
user towards the supported coverage. The help 
module uses a second backup recognizer, equipped 
with a statistical language model; it matches the 
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results from this second recognizer against a cor-
pus of utterances, which are within system cover-
age and have already been judged to give correct 
translations. In previous studies (Rayner et al., 
2005a; Starlander et al., 2005), we showed that the 
grammar-based recognizer performs much better 
than the statistical one on in-coverage utterances, 
and rather worse on out-of-coverage ones. We also 
found that having the help module available ap-
proximately doubled the speed at which subjects 
learned to use the system, measured as the average 
difference in semantic error rate between the re-
sults for their first quarter-session and their last 
quarter-session. It is also possible to recover from 
recognition errors by selecting one of the displayed 
help sentences; in the cited studies, we found that 
this increased the number of acceptably processed 
utterances by about 10%. 

The version of MedSLT used for the experi-
ments described in the present paper was config-
ured to translate from spoken French into spoken 
English in the headache subdomain. Coverage is 
based on standard headache-related examination 
questions obtained from a doctor, and consists 
mostly of yes/no questions. WH-questions and el-
liptical constructions are also supported. A typical 
short session with MedSLT might be as follows: 

- is the pain in the side of the head? 
- does the pain radiate to the neck? 
- to the jaw? 
- do you usually have headaches in the morn-

ing ?  
The recognizer’s vocabulary is about 1000 sur-

face words; on in-grammar material, Word Error 
Rate is about 8% and semantic error rate (per ut-
terance) about 10% (Bouillon et al., 2006). Both 
the main grammar-based recognizer and the statis-
tical recognizer used by the help system were 
trained from the same corpus of about 975 utter-
ances. Help sentences were also taken from this 
corpus. 

3 Experimental Setup 

In previous work, we have shown how to build a 
robust and extendable speech translation system. 
We have focused on performance metrics defined 
in terms of recognition and translation quality, and 
tested the system on naïve users without any medi-
cal background (Bouillon et al., 2005; Rayner et 
al., 2005a; Starlander et al., 2005). 

In this paper, our primary goal was rather to fo-
cus on task performance evaluation using plausible 
potential users. The basic methodology used is 
common in evaluating usability in software sys-
tems in general, and spoken language systems in 
particular (Cohen et. al 2000). We defined a simu-
lated situation, where a French-speaking doctor 
was required to carry out a verbal examination of 
an English-speaking patient who claimed to be suf-
fering from a headache, using the MedSLT system 
to translate all their questions. The patients were 
played by members of the development team, who 
had been trained to answer questions consistently 
with the symptoms of different medical conditions 
which could cause headaches. We recruited eight 
native French-speaking medical students to play 
the part of the doctor. All of the students had com-
pleted at least four years of medical school; five of 
them were already familiar with the symptoms of 
different types of headaches, and were experienced 
in real diagnosis situations. 

The experiment was designed to study how well 
users were able to perform the task using the 
MedSLT system. In particular, we wished to de-
termine how quickly they could adapt to the re-
stricted language and limited coverage of the 
system. As a comparison point, representing near-
perfect performance, we also carried out the same 
test on two developers who had been active in im-
plementing the system, and were familiar with its 
coverage. 

Since it seemed reasonable to assume that most 
users would not interact with the system on a daily 
basis, we conducted testing in three sessions, with 
an interval of two days between each session. At 
the beginning of the first session, subjects were 
given a standardized 10-minute introduction to the 
system. This consisted of instruction on how to set 
up the microphone, a detailed description of the 
MedSLT push-to-talk interface, and a video clip 
showing the system in action. At the end of the 
presentation, the subject was given four sample 
sentences to get familiar with the system. 

After the training was completed, subjects were 
asked to play the part of a doctor, and conduct an 
examination through the system. Their task was to 
identify the headache-related condition simulated 
by the “patient”, out of nine possible conditions. 
Subjects were given definitions of the simulated 
headache types, which included conceptual infor-
mation about location, duration, frequency, onset 
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and possible other symptoms the particular type of 
headache might exhibit. 

Subjects were instructed to signal the conclusion 
of their examination when they were sure about the 
type of simulated headache. The time required to 
reach a conclusion was noted in the experiment 
protocols by the experiment supervisor. 

The subjects repeated the same diagnosis task on 
different predetermined sets of simulated condi-
tions during the second and third sessions. The ses-
sions were concluded either when a time limit of 
30 minutes was reached, or when the subject com-
pleted three headache diagnoses. At the end of the 
third session, the subject was asked to fill out a 
questionnaire. 

4 Results 

Performance of a speech translation system is 
best evaluated by looking at system performance 
as a whole, and not separately for each subcompo-
nent in the systems processing pipeline (Rayner et. 
al. 2000, pp. 297-pp. 312). In this paper, we conse-
quently focus our analysis on objective and subjec-
tive usability-oriented measures. 

In Section 4.1, we present objective usability 
measures obtained by analyzing user-system inter-
actions and measuring task performance. In Sec-
tion 4.2, we present subjective usability figures and 
a preliminary analysis of translation quality. 

4.1 Objective Usability Figures 

4.1.1 Analysis of User Interactions 

Most of our analysis is based on data from the 
MedSLT system log, which records all interactions 
between the user and the system. An interaction is 
initiated when the user presses the “Start Recogni-
tion” button. The system then attempts to recog-
nize what the user says. If it can do so, it next 
attempts to show the user how it has interpreted the 
recognition result, by first translating it into the 
Interlingua, and then translating it back into the 
source language (in this case, French). If the user 
decides that the back-translation is correct, they 
press the “Translate” button. This results in the 
system attempting to translate the Interlingua rep-
resentation into the target language (in this case, 
English), and speak it using a Text-To-Speech en-
gine. The system also displays a list of “help sen-

tences”, consisting of examples that are known to 
be within coverage, and which approximately 
match the result of performing recognition with the 
statistical language model. The user has the option 
of choosing a help sentence from the list, using the 
mouse, and submitting this to translation instead.  

We classify each interaction as either “success-
ful” or “unsuccessful”. An interaction is defined to 
be unsuccessful if either 

i) the user re-initiates recognition without 
asking the system for a translation, or 

ii)  the system fails to produce a correct 
translation or back translation. 

Our definition of “unsuccessful interaction” in-
cludes instances where users accidentally press the 
wrong button (i.e. “Start Recognition” instead of 
“Translate”), press the button and then say nothing, 
or press the button and change their minds about 
what they want to ask half way through. We ob-
served all of these behaviors during the tests. 

Interactions where the system produced a trans-
lation were counted as successful, irrespective of 
whether the translation came directly from the 
user’s spoken input or from the help list. In at least 
some examples, we found that when the translation 
came from a help sentence it did not correspond 
directly to the sentence the user had spoken; to our 
surprise, it could even be the case that the help sen-
tence expressed the directly opposite question to 
the one the user had actually asked. This type of 
interaction was usually caused by some deficiency 
in the system, normally bad recognition or missing 
coverage. Our informal observation, however, was 
that, when this kind of thing happened, the user 
perceived the help module positively: it enabled 
them to elicit at least some information from the 
patient, and was less frustrating than being forced 
to ask the question again. 

Table I to Table III show the number of total in-
teractions per session, the proportion of successful 
interactions, and the proportion of interactions 
completed by selecting a sentence from the help 
list. The total number of interactions required to 
complete a session decreased over the three ses-
sions, declining from an average of 98.6 interac-
tions in the first session to 63.4 in the second (36% 
relative) and 53.9 in the third (45% relative). It is 
interesting to note that interactions involving the 
help system did not decrease in frequency, but re-
mained almost constant over the first two sessions 
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(15.5% and 14.0%), and were in fact most com-
mon during the third session (21.7%). 
 
Session 1 
Subject Interactions % Successful % Help 
User 1 57 56.1% 0.0% 
User 2 98 52.0% 25.5% 
User 3 91 63.7% 15.4% 
User 4 156 69.9% 10.3% 
User 5 86 64.0% 22.1% 
User 6 134 47.0% 19.4% 
User 7 56 53.6% 5.4% 
User 8 111 63.1% 26.1% 
AVG 98.6 58.7% 15.5% 

Table I Total interaction rounds, percentage of 
successful interactions, and interactions involving 
the help system by subject for the 1st session 
 
Session 2 
Subject Interactions % Successful % Help 
User 1 50 74.0% 2.0% 
User 2 63 55.6% 27.0% 
User 3 34 88.2% 23.5% 
User 4 96 57.3% 17.7% 
User 5 64 65.6% 21.9% 
User 6 93 68.8% 10.8% 
User 7 48 60.4% 4.2% 
User 8 59 79.7% 5.1% 
AVG 63.4 68.7% 14.0% 

Table II Total interaction rounds, percentage of 
successful interactions, and interactions involving 
the help system by subject for the 2nd session 
 
Session 3 
Subject Interactions % Successful % Help 
User 1 33 90.9% 33.3% 
User 2 57 56.1% 22.8% 
User 3 48 72.9% 29.2% 
User 4 67 70.2% 16.4% 
User 5 68 73.5% 27.9% 
User 6 60 70.0% 6.7% 
User 7 41 65.9% 14.6% 
User 8 57 56.1% 22.8% 
AVG 53.9 69.5% 21.7% 

Table III Total interaction rounds, percentage of 
successful interactions, and interactions involving 
the help system by subject for the 3rd session 

In order to establish a performance baseline, we 
also analyzed interaction data for two expert users, 
who performed the same experiment. The expert 
users were two native French-speaking system de-
velopers, which were both familiar with the diag-
nosis domain. Table IV summarizes the results of 
those users. One of our expert users, listed as Ex-
pert 2, is the French grammar developer, and had 
no failed interactions. This confirms that recogni-
tion is very accurate for users who know the cov-
erage. 

 
Session 1 / Expert Users 
Subject Interactions % Successful % Help 
Expert 1 36 77.8% 13.9% 
Expert 2 30 100.0% 3.3% 
AVG 33 88.9% 8.6% 

Table IV Number of interactions, and percentages 
of successful interactions, and interactions 
involving the help component 
 

The expert users were able to complete the ex-
periment using an average of 33 interaction rounds. 
Similar performance levels were achieved by some 
subjects during the second and third session, which 
suggests that it is possible for at least some new 
users to achieve performance close to expert level 
within a few sessions. 

4.1.2 Task Level Performance 

One of the important performance indicators for 
end users is how long it takes to perform a given 
task. During the experiments, the instructors noted 
completion times required to reach a definite diag-
nosis in the experiment log. Table VI shows task 
completion times, categorized by session (col-
umns) and task within the session (rows).  
 Session 1 Session 2 Session 3 
Diagnosis 1 17:00 min 11:00 min 7:54 min 
Diagnosis 2 11:00 min 6:18 min 5:34 min 
Diagnosis 3 7:54 min 4:10 min 4:00 min 

Table V Average time required by subjects to 
complete diagnoses 
 

In the last two sessions, after subjects had ac-
climatized to the system, a diagnosis takes an aver-
age of about four minutes to complete. This 
compares to a three-minute average required to 
complete a diagnosis by our expert users. 
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4.1.3 System coverage 

Table VI shows the percentage of in-coverage 
sentences uttered by the users on interactions that 
did not involve invocation of the help component. 

 
 IN-COVERAGE SENTENCES 

Session 1 54.9% 
Session 2 60.7% 
Session 3 64.6% 

Table VI Percentage of in-coverage sentences 
 
This indicates that subjects learn and adapt to 

the system coverage as they use the system more. 
The average proportion of in-coverage utterances 
is 10 percent higher during the third session than 
during the first session. 

4.2 Subjective Usability Measures 

4.2.1 Results of Questionnaire 

After finishing the third session, subjects were 
asked to fill in a short questionnaire, where re-
sponses were on a five-point scale ranging from 1 
(“strongly disagree”) to 5 (“strongly agree”). The 
results are presented in Table VIII. 

 
STATEMENT SCORE 
I quickly learned how to use the system. 4.4 
System response times were generally 
satisfactory. 

4.5 

When the system did not understand me, 
the help system usually showed me an-
other way to ask the question. 

4.6 

When I knew what I could say, the sys-
tem usually recognized me correctly. 

4.3 

I was often unable to ask the questions I 
wanted. 

3.8 

I could ask enough questions that I was 
sure of my diagnosis. 

4.3 

This system is more effective than non-
verbal communication using gestures. 

4.3 

I would use this system again in a simi-
lar situation. 

4.1 

Table VIII Subject responses to questionnaire. 
Scores are on a 5-point scale, averaged over all 
answers. 

 

Answers were in general positive, and most of 
the subjects were clearly very comfortable with the 
system after just an hour and a half of use. Interest-
ingly, even though most of the subjects answered 
“yes” to the question “I was often unable to ask the 
questions I wanted”, the good performance of the 
help system appeared to compensate adequately for 
missing coverage. 

4.2.2 Translation Performance 

In order to evaluate the translation quality of the 
newly developed French-to-English system, we 
conducted a preliminary performance evaluation, 
similar to the evaluation method described in 
(Bouillon 2005). 

We performed translation judgment in two 
rounds. In the first round, an English-speaking 
judge was asked to categorize target utterances as 
comprehensible or not without looking at corre-
sponding source sentences. 91.1% of the sentences 
were judged as comprehensible. The remaining 
8.9% consisted of sentences where the terminology 
used was not familiar to the judge and of sentences 
where the translation component failed to produce 
a sufficiently good translation. An example sen-
tence is 

- Are the headaches better when you experi-
ence dark room? 

which stems from the French source sentence 
- Vos maux de tête sont ils soulagés par obs-

curité? 
In the second round, English-speaking judges, 

sufficiently fluent in French to understand source 
language utterances, were shown the French source 
utterance, and asked to decide whether the target 
language utterance correctly reflected the meaning 
of the source language utterance. They were also 
asked to judge the style of the target language ut-
terance. Specifically, judges were asked to classify 
sentences as “BAD” if the meaning of the English 
sentence did not reflect the meaning of the French 
sentence. Sentences were categorized as “OK” if 
the meaning was transferred correctly and the sen-
tence was comprehensible, but the style of the re-
sulting English sentence was not perfect. Sentences 
were judged as “GOOD” when they were compre-
hensible, and both meaning and style were consid-
ered to be completely correct. Table VIII 
summarizes results of two judges. 
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 Good OK Bad  
Judge 1 15.8% 73.80% 10.3% 
Judge 2 46.6% 47.1% 6.3% 

Table VIII Judgments of the quality of the transla-
tions of 546 utterances 

 
It is apparent that translation judging is a highly 

subjective process. When translations were marked 
as “bad”, the problem most often seemed to be re-
lated to lexical items where it was challenging to 
find an exact correspondence between French and 
English. Two common examples were “troubles de 
la vision”, which was translated as “blurred vi-
sion”, and “faiblesse musculaire”, which was trans-
lated as “weakness”. It is likely that a more careful 
choice of lexical translation rules would deal with 
at least some of these cases. 

5 Summary 

We have presented a first end-to-end evaluation 
of the MedSLT spoken language translation sys-
tem. The medical students who tested it were all 
able to use the system well, with performance in 
some cases comparable to that of that of system 
developers after only two sessions. At least for the 
fairly simple type of diagnoses covered by our sce-
nario, the system’s performance appeared clearly 
adequate for the task.  

This is particularly encouraging, since the 
French to English version of the system is quite 
new, and has not yet received the level of attention 
required for a clinical system. The robustness 
added by the help system was sufficient to com-
pensate for that, and in most cases, subjects were 
able to find ways to maneuver around coverage 
holes and other problems. It is entirely reasonable 
to hope that performance, which is already fairly 
good, would be substantially better with another 
couple of months of development work. 

In summary, we feel that this study shows that 
the conservative architecture we have chosen 
shows genuine potential for use in medical diagno-
sis situations. Before the end of 2006, we hope to 
have advanced to the stage where we can start ini-
tial trials with real doctors and patients. 
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Abstract 

S-MINDS is a speech translation engine, 
which allows an English speaker to communi-
cate with a non-English speaker easily within 
a question-and-answer, interview-style format. 
It can handle limited dialogs such as medical 
triage or hospital admissions. We have built 
and tested an English-Korean system for do-
ing medical triage with a translation accuracy 
of 79.8% (for English) and 78.3% (for Ko-
rean) for all non-rejected utterances.  We will 
give an overview of the system building proc-
ess and the quantitative and qualitatively sys-
tem performance. 

1 Introduction 

Speech translation technology has the potential to 
give nurses and other clinicians immediate access 
to consistent, easy-to-use, and accurate medical 
interpretation for routine patient encounters. This 
could improve safety and quality of care for pa-
tients who speak a different language from that of 
the healthcare provider. 

This paper describes the building and testing of a 
speech translation system, S-MINDS (Speaking 
Multilingual Interactive Natural Dialog System), 
built in less than 4 months from specification to the 
test scenario described. Although this paper shows 
a number of areas for improvement in the S-
MINDS system, it does demonstrate that building 
and deploying a successful speech translation sys-
tem is becoming possible and perhaps even com-
mercially viable. 

 
 

2 Background 

Sehda is focused on creating speech translation 
systems to overcome language barriers in health-
care settings in the U.S. The number of people in 
the U.S. who speak a language other than English 
is large and growing, and Spanish is the most 
commonly spoken language next to English. Ac-
cording to the 2000 census, 18% of the U.S. popu-
lation aged 5 and older (47 million people) did not 
speak English at home.1 This represents a 48% in-
crease from the 1990 figure. In 2000, 8% of the 
population (21 million) was Limited English Profi-
cient (LEP). More than 65% of the LEP population 
(almost 14 million people) spoke Spanish. 

A body of research shows that language barriers 
impede access to care, compromise quality, and 
increase the risk of adverse outcomes. Although 
trained medical interpreters and bilingual health-
care providers are effective in overcoming such 
language barriers, the use of semi-fluent healthcare 
professionals and ad hoc interpreters causes more 
interpreter errors and lower quality of care (Flores 
2005). 

One study analyzed the problem of language barri-
ers for hospitalized inpatients. The study, which 
focused on pediatric patients, sought to determine 
whether patients whose families have a language 
barrier are more likely to incur serious medical 
errors than patients without a language barrier 
(Cohen et al., 2005). The study’s conclusion was 
that patients of LEP families had a twofold in-
creased risk for serious medical incident compared 
with patients whose families did not have a lan-
guage barrier. It is important to note that the LEP 

                                                           
1   US Census Bureau, 2000 
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patients in this study were identified as needing 
interpreters during their inpatient stay and medical 
interpreters were available.  

Although the evidence favors using trained medi-
cal interpreters, there is a gap between best prac-
tice and reality. Many patients needing an 
interpreter do not get one, and many must use ad 
hoc interpreters. In a study of 4,161 uninsured pa-
tients who received care in 23 hospitals in 16 cit-
ies, more than 50% who needed an interpreter did 
not get one (Andrulis et al., 2002). 

Another study surveyed 59 residents in a pediatric 
residency program in an urban children’s hospital 
(O’Leary and Hampers, 2003). Forty of the 59 resi-
dents surveyed spoke little or no Spanish. Again, it 
is important to note that this hospital had in-house 
medical interpreters. Of this group of nonproficient 
residents: 

• 100% agreed that the hospital interpreters 
were effective; however, 75% “never” or 
only “sometimes” used the hospital inter-
preters. 

• 53% used their inadequate language skills 
in the care of patients “often” or “every 
day.” 

• 53% believed the families “never” or only 
“sometimes” understood their child’s diag-
nosis. 

• 43% believed the families “never” or only 
“sometimes” understood discharge instruc-
tions. 

• 40% believed the families “never” or only 
“sometimes” understood the follow-up 
plan. 

• 28% believed the families “never” or only 
“sometimes” understood the medications. 

• 53% reported calling on their Spanish-
proficient colleagues “often” or “every 
day” for help. 

• 80% admitted to avoiding communication 
with non-English-speaking families. 

 

The conclusion of the study was as follows: “De-
spite a perception that they are providing subopti-
mal communication, nonproficient residents rarely 
use professional interpreters. Instead, they tend to 
rely on their own inadequate language skills, im-
pose on their proficient colleagues, or avoid com-

munication with Spanish-speaking families with 
LEP.” 

Virtually every study on language barriers suggests 
that these residents are not unique. Physicians and 
staff at several hospitals have told Sehda that they 
are less likely to use a medical interpreter or tele-
phone-based interpreter because it takes too long 
and is too inconvenient. Sehda believes that to 
bridge this gap requires 2-way speech translation 
solutions that are immediately available, easy to 
use, accurate, and consistent in interpretation. 

The need for speech translation exists in health-
care, and a lot of work has been done in speech 
translation over the past two decades.  Carnegie-
Mellon University has been experimenting with 
spoken language translation in its JANUS project 
since the late 1980s (Waibel et al., 1996). The 
University of Karlsruhe, Germany, has also been 
involved in an expansion of JANUS. In 1992, these 
groups joined ATR in the C-STAR consortium 
(Consortium for Speech Translation Advanced Re-
search) and in January 1993 gave a successful pub-
lic demonstration of telephone translation between 
English, German and Japanese, within the limited 
domain of conference registrations (Woszczyna, 
1993). A number of other large companies and 
laboratories including NEC (Isotani, et al., 2003) in 
Japan, the Verbmobil Consortium (Wahlster, 
2000), NESPOLE! Consortium (Florian et al., 
2002), AT&T (Bangalore and Riccardi, 2001), and 
ATR have been making their own research effort 
(Yasuda et al., 2003). LC-Star and TC-Star are two 
recent European efforts to gather the data and the 
industrial requirements to enable pervasive speech-
to-speech translation (Zhang, 2003). Most recently, 
the DARPA TransTac program (previously known 
as Babylon) has been focusing on developing de-
ployable systems for English to Iraqi Arabic. 

3 System Description 

Unlike other systems that try to solve the speech 
translation problem with the assumption that there 
is a moderate amount of data available, S-MINDS 
focuses on rapid building and deployment of 
speech translation systems in languages where lit-
tle or no data is available. S-MINDS allows the 
user to communicate easily in a question-and-
answer, interview-style conversation across lan-
guages in limited domains such as border control, 
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hospital admissions or medical triage, or other nar-
row interview fields.  

S-MINDS uses a number of voice-independent 
speech recognition engines with the usage depend-
ent on the languages and the particular domain. 
These engines include Nuance 8.52, SRI EduSpeak 
2.03, and Entropic’s HTK-based engine.4 There is a 
dialog/translation creation tool that allows us to 
compile and run our created dialogs with any of 
these engines. This allows our developers to be 
free from the nuances of any particular engine that 
is deployed. S-MINDS uses a combination of 
grammars and language models with these engines, 
depending on the task and the availability of train-
ing data. In the case of the system described in this 
document, we were using Nuance 8.5 for both 
English and Korean speech recognition. 

We use our own semantic parser, which identifies 
keywords and phrases that are tagged by the user; 
these in turn are fed into an interpretation engine. 
Because of the limited context, we can achieve 
high translation accuracy with the interpretation 
engine. However, as the name suggests, this engine 
does not directly translate users’ utterances but 
interprets what they say and paraphrases their 
statements. Finally, we use a voice generation sys-
tem (which splices human recordings) along with 
the Festival TTS engine to output the translations. 
This has been recently replaced by the Cepstral 
TTS engine. 

Additionally, S-MINDS includes a set of tools to 
modify and augment the existing system with addi-
tional words and phrases in the field in a matter of 
a few minutes. 

The initial task given to us was a medical disaster 
recovery scenario that might occur near an Ameri-
can military base in Korea. We were given about 
270 questions and an additional 90 statements that 
might occur on the interviewer side. Since our sys-
tem is an interview-driven system (sometimes re-
ferred to as “1.5-way”), the second-language 
person is not given the option of initiating conver-
sations. The questions and statements given to us 
covered several domains related to the task above, 
including medical triage, force protection at the 

                                                           
2   http://www.nuance.com/nuancerecognition/ 
3   http://www.speechatsri.com/products/eduspeak.shtml 
4   http://htk.eng.cam.ac.uk/ 

installation gate, and some disaster recovery ques-
tions. In addition to the 270 assigned questions, we 
created 120 of our own in order to make the do-
mains more complete.  

3.1 Data Collection 

Since we assumed that we could internally gener-
ate the English language data used to ask the ques-
tion but not the language data on the Korean side, 
our entire focus for the data collection task was on 
Korean. As such, we collected about 56,000 utter-
ances from 144 people to answer the 390 questions 
described above. This data collection was con-
ducted over the course of 2 months via a tele-
phone-based computer system that the native 
Korean speakers could call. The system first intro-
duced the purpose of the data collection and then 
presented the participants with 12 different scenar-
ios. The participants were then asked a subset of 
the questions after each of the scenarios. One ad-
vantage of the phone-based system – in addition to 
the savings in administrative costs – was that the 
participants were free to do the data collection any 
time during the day or night, from any location. 
The system also allowed participants to hang up 
and call back at a later time. The participants were 
paid only if they completed all the scenarios.  

Of this data, roughly 7% was unusable and was 
thrown away. Another 31% consisted of one-word 
answers (like “yes”). The rest of the data consisted 
of utterances 2 to 25 words long. Approximately 
85% of the usable data was used for training; the 
remainder was used for testing.  

The transcription of the data started one week after 
the start of the data collection, and we started 
building the grammars three weeks later.  

3.2  System Development 

We have an extensive set of tools that allow non-
specialists, with a few days of training, to build 
complete mission-oriented domains. In this project, 
we used three bilingual college graduates who had 
no knowledge of linguistics. We spent the first 10 
days training them and the next two weeks closely 
supervising their work. Their work involved taking 
the sentences that were produced from the data 
collection and building grammars for them until 
the “coverage” of our grammars – that is, the num-
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ber of utterances from the training set that our sys-
tem would handle – was larger than a set threshold 
(generally set between 80% and 90%). Because of 
the scarcity of Korean-language data, we built this 
system based entirely on grammar language mod-
els rather than statistical language models.  Gram-
mars are generally more rigid than statistical 
language models, and as such grammars tend to 
have higher in-domain accuracy and much lower 
out-of-domain accuracy5 than statistical language 
models.  This means that the system performance 
will depend greatly upon on how well our gram-
mars cover the domains.   

The semantic tagging and the paraphrase transla-
tions were built simultaneously with the grammars. 
This involved finding and tagging the semantic 
classes as well as the key concepts in each utter-
ance.  Frame-based translations were performed by 
doing concept and semantic transfer. Because our 
tools allowed the developers to see the resulting 
frame translations right away, they were able to 
make fixes to the system as they were building it; 
hence, the system-building time was greatly re-
duced.  

We used about 15% of the collected telephone data 
for batch testing. Before deployment, our average 
word accuracy on the batch results was 92.9%. The 
translation results were harder to measure directly, 
mostly because of time constraints.  

3.3 System Testing 

We tested our system with 11 native Korean 
speakers, gathering 968 utterances from them. The 
results of the test are shown in Table 1. Most of the 
valid rejected utterances occurred because partici-
pants spoke too softly, too loudly, before the 
prompt, or in English. Note that there was one ut-
terance with bad translation; that and a number of 
other problems were fixed before the actual field 
testing.  

 

                                                           
5   Note that there are many factors effecting both gram-
mar-based and statistical language model based speech 
recognition, including noise, word perplexity, acoustic 
confusability, etc.  The statement above has been true 
with some of the experiments that we have done, but we 
can not claim that it is universally true.   

Category Percentage
Total Recognized Correctly 82.0% 
Total Recognized Incorrectly 5.8% 
Total Valid Rejection 8.0% 
Total Invalid Rejected   4.1% 
Total unclear translations 0.1% 

Table 1: Korean-to-English system testing re-
sults for the 11 native Korean speakers.  

4 Experimental Setup 

A military medical group used S-MINDS during a 
medical training exercise in January 2005 in Carls-
bad, California. The testing of speech translation 
systems was integrated into the exercise to assess 
the viability of such systems in realistic situations. 
The scenario involved a medical aid station near 
the front lines treating badly injured civilians. The 
medical facilities were designed to quickly triage 
severely wounded patients, provide life-saving 
surgery if necessary, and transfer the patients to a 
safer area as soon as possible. 

4.1 User Training 

Often the success or failure of these interactive 
systems is determined by how well the users are 
trained on the systems’ features.  

Training and testing on S-MINDS took place from 
November 2004 through January 2005. The train-
ing had three parts: a system demonstration in No-
vember, two to three hours of training per person 
in December, and another three-hour training ses-
sion in January. About 30 soldiers were exposed to 
S-MINDS during this period. Because of the tsu-
nami in Southeast Asia, many of the people who 
attended the November demo and December train-
ing were not available for the January training and 
the exercise. Nine service members used S-
MINDS during the exercise. Most of them had at-
tended only the training session in January. 

4.2 Test Scenarios 

Korean-speaking ‘patients’ arrived by military am-
bulance. They were received into one of three tents 
where they were (notionally) triaged, treated, and 
prepared for surgery. The tents were about 20 feet 
wide by 25 feet deep, and each had six to eight cots 
for patients. The tents had lights and electricity. 
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The environment was noisy, sandy, and ‘bloody.’ 
The patients’ makeup coated our handsets by the 
end of the day. There were many soldiers available 
to help and watch. Nine service members used S-
MINDS during a four-hour period.  

All of the ‘patients’ spoke both English and Ko-
rean. A few ‘patients’ were native Korean speak-
ers, and two were American service members who 
spoke Korean fairly fluently but with an accent. 
The ‘patients’ were all presented as severely in-
jured from burns, explosions, and cuts and in need 
of immediate trauma care. 

The ‘patients’ were instructed to act as if they were 
in great pain. Some did, and they sounded quite 
realistic. In fact, their recorded answers to ques-
tions were sometimes hard for a native Korean 
speaker to understand. The background noise in the 
tents was quite loud (because of the number of 
people involved, screaming patients and close 
quarters). Although we did not directly measure 
the noise; we estimate it ranged from 65 to 75 deci-
bels. 

4.3 Physical and Hardware Setup 

S-MINDS is a flexible system that can be config-
ured in different ways depending on the needs of 
the end user. Because of the limited time available 
for training, the users were trained on a single 
hardware setup, tailored to our understanding of 
how the exercises would be conducted. Diagrams 
available before the exercises showed that each 
tent would have a “translation station” where Ko-
rean-speaking patients would be brought. The ex-
perimenters (two of the authors) had expected that 
the tents would be positioned at least 40 feet apart. 
In reality, the tents were positioned about 5 feet 
apart, and there was no translation station.  

Our original intent was to use S-MINDS on a Sony 
U-50 tablet computer mounted on a computer 
stand with a keyboard and mouse at the translation 
station, and for a prototype wireless device – based 
on a Bluetooth-like technology to eliminate the 
need for wires between the patient and the system 
– that we had built previously. However, because 
of changes in the conduct of the exercise, the ex-
perimenters had to step in and quickly set up two 
of the S-MINDS systems without the wireless sys-
tem (because of the close proximity of the tents) 

and without the computer stands. The keyboards 
and mice were also removed so that the S-MINDS 
systems could be made portable. The medics 
worked in teams of two; one medic would hold the 
computer and headset for the injured patient while 
the other medic conducted the interview. 

5 Results 

The nine participants used our system to commu-
nicate with ‘patients’ over a four-hour period. We 
analyzed qualitative problems with using the sys-
tem and quantitative results of translation accu-
racy. 

5.1 Problems with System Usage 

We observed a number of problems in the test sce-
narios with our system. These represent some of 
the more common problems with the S-MINDS 
system. The authors suspect these may be endemic 
of all such systems.  

5.1.1 Inadequate Training on the System 

Users were trained to use the wireless units, which 
interfered with each other when used in close prox-
imity. For the exercise, we had to set up the units 
without the wireless devices because the users had 
not been trained on this type of setup. As a result, 
service members were forced to use a different 
system from the one they were trained on. 

Also, the users had difficulty navigating to the 
right domain. S-MINDS has multiple domains 
each optimized for a particular scenario (medical 
triage, pediatrics, etc.), but the user training did not 
include navigation among domains. 

5.1.2 User Interface Issues 

The user interface and the system’s user feedback 
messages caused unnecessary confusion with the 
interviewers. The biggest problem was that the 
system responded with, “I’m sorry, I didn’t hear 
that clearly” whenever a particular utterance 
wasn’t recognized. This made the users think they 
should just repeat their utterance over and over. In 
fact, the problem was that they were saying some-
thing that were out of domain or did not fit any 
dialogs in S-MINDS, so no matter how many times 
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they repeated the phrase, it would not be recog-
nized. This caused the users significant frustration. 

5.2. Quantative Analysis 

During the system testing, there were 363 recorded 
interactions for the English speakers. Unfortu-
nately, the system was not set up to record the ut-
terances that had a very low confidence score (as 
determined by the Nuance engine), and the user 
was asked to repeat those utterances again. Here is 
the rough breakdown for all of the English interac-
tions:  

• 52.5% were translated correctly into Ko-
rean 

• 34.2% were rejected by the system 
• 13.3% had misrecognition or mistranslation 

errors 
 
This means that S-MINDS tried to recognize and 
translate 65.8% of the English utterances and of 
those 79.8% were correctly translated. A more de-
tailed analysis is presented in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Detailed breakdown for the English 
utterances and percentage breakdown for 
each category.  

 

The Korean speakers’ responses to each of the 
questions that were recognized and translated are 
analyzed in Figure 2. Note that the accuracy for the 
non-rejected responses is 78.3%.  
 
 
 
 
 
 
 
 

Figure 2: Detailed breakdown of the recogni-
tion for the Korean utterances and percentage 
breakdown for each category. 

6 Discussion 

Although these results are less than impressive, a 
close evaluation pointed to three areas where a 
concentration of effort would significantly improve 
translation accuracy and reduce mistranslations. 
These areas were: 

1) Data collection with English speakers to in-
crease coverage on the dialogs.  
a) 34% of the things the soldiers said were 

things S-MINDS was not designed to 
translate. 

b) We had assumed that our existing English 
system would have adequate coverage 
without any additional data collection.  

2) User verification on low-confidence results.  
3) Improved feedback prompts when a phrase is 

not recognized; for example: 
a) One user said, “Are you allergic to any al-

lergies?” three times before he caught him-
self and said, “Are you allergic to any 
medications?” 

b) Another user said, “How old are you?” 
seven times before realizing he needed to 
switch to a different domain, where he was 
able to have the phrase translated. 

c) Another user repeated, “What is your 
name?” nine times before giving up on the 
phrase (this phrase wasn’t in the S-MINDS 
Korean medical mission set). 

 
Beyond improving the coverage, the system’s pri-
mary problem seemed to be in the voice user inter-
face since even the trained users had a difficult 
time in using the system. 

Statements + 
Questions 

(100%) 

Concepts in 
Dialog (90%) 

Concepts not 
in Dialog 

(10%)

Rejected  
(7.4%) 

Incorrect 
Transl. (2.5%)

In Grammar  
(64.7%) 

Not in Gram-
mar (25.3%) 

Correct  
Transl. (50%) 

Rejected 
(8.3%) 

Correct  
Transl. (2.5%) 

Rejected 
 (14.9%) 

Incorrect 
Transl. (8.0%) 

Incorrect  
Transl. (2.8%) 

Wrong topic 
Select (3.6%) 

 

Korean  
Responses  

(100%) 

Translated  
Correctly  
(63.4%) 

Mistranslated  
(4.2%) 

Could Not  
Hear 

(13.4%) 

Rejected  
(19.0%) 
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The attempt at realism in playing out a high-trauma 
scenario may have detracted from the effectiveness 
of the event as a test of the systems’ abilities under 
more routine (but still realistic) conditions. 

7 New Results 

Based on the results of this experiment, we had a 
secondary deployment in a medical setting for a 
very similar system.  

We applied what we had learned to that setting and 
achieved better results in a few areas. For example: 

1. Data collection in English helped tremen-
dously. S-MINDS recognized about 40% 
more concepts than it had been able to rec-
ognize using only grammars created by 
subject-matter experts. 

2. Verbal verification of the recognized utter-
ance was added to system, and that im-
proved the user confidence, although too 
much verification tended to frustrate the 
users. 

3. Feedback prompts were designed to give 
more specific feedback, which seemed to 
reduce user frustration and the number of 
mistakes. 

 
Overall, the system performance seemed to im-
prove. We continue to gather data on this task, and 
we believe that this is going to enable us to identify 
the next set of problems that need to be solved. 
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Abstract

This position paper looks critically at a
number of aspects of current research into
spoken language translation (SLT) in the
medical domain. We first discuss the user
profile for medical SLT, criticizing de-
signs which assume that the doctor will
necessarily need or want to control the
technology. If patients are to be users on
an equal standing, more attention must be
paid to usability issues. We focus briefly
on the issue of feedback in SLT systems,
pointing out the difficulties of relying on
text-based paraphrases. We consider the
delicate issue of evaluating medical SLT
systems, noting that some of the standard
and much-used evaluation techniques for
all aspects of the SLT chain might not be
suitable for use with real users, even if
they are role-playing. Finally, we discuss
the idea that the “pathway to healthcare”
involves much more than a face-to-face in-
terview with a medical professional, and
that different technologies including but
not restricted to SLT will be appropriate
along this pathway.

1 Introduction

The doctor–patient consultation is a central element
of the “pathway to healthcare”, and with language
problems recognised as the single most significant
barrier on this pathway, spoken-language translation

(SLT) of doctor–patient dialogues is an obvious and
timely and attractive application of language tech-
nology. As Bouillon et al. (2005) state, the task
is both useful and manageable, particularly as inter-
actions are highly constrained, and the domain can
be divided into smaller domains based on symptom
types. In this position paper, we wish to discuss a
number of aspects of this research area, and suggest
that we should broaden our horizons to look beyond
the central doctor–patient consultation to consider
the variety of interactions on the pathway to health-
care, and beyond the confines of SLT as an appropri-
ate technology for patient–provider communication.

In particular we want to stress the importance of
the users – both practitioners and patients – in the
design, especially considering computer- and con-
ventional literacy. We will argue that the pathway to
healthcare involves a range of communicative activ-
ities requiring different language skills and implying
different technologies, not restricted to SLT. We will
comment on the different situations which have been
targeted by research in this field so far, and the im-
pact of different target languages on research, and
how the differing avilability of resources and soft-
ware influences research. We also need to consider
more carefully the design of the feedback and verifi-
cation elements of systems, and the need for realistic
evaluations.

2 Who are the users?

We start by looking at the assumed profile of users
of medical SLT systems. Systems that have been
developed so far can be divided into those for use in
the doctors office – notably, MedSLT (Rayner and
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Bouillon, 2002), CCLINC (Lee et al., 2002), and
(honourable mention) the early work done at CMU
(Tomita et al., 1988)1 – and those for use for first
contact with medical professionals “in the field”, de-
veloped under DARPA’s CAST programme:2 MAS-
TOR (Zhou et al., 2004), Speechalator (Waibel et
al., 2003), Transonics (Narayanan et al., 2004) and
SRI’s system (Precoda et al., 2004). This distinction
mainly motivates differences in hardware, overall
design, and coverage, but there may be other more
subtle differences that result especially from the sit-
uation in which it was envisaged that the CAST sys-
tems would be used.

Some descriptions of the systems talk of “doc-
tors” and “patients” though others do use more in-
clusive terms such as “medical professional”. A sig-
nificant common factor in the descriptions of the
systems seems to be that it is the doctor who con-
trols the device. This may be because it can only
handle one-way translation, as is the case of Med-
SLT, “. . . the dialogue can be mostly initiated by the
doctor, with the patient giving only non-verbal re-
sponses” (Bouillon et al., 2005), or may be an ex-
plicit design decision:

There is, however, an assymmetry in the
dialogue management in control, given the
desirefor the English-speaking doctorto
be in controlof the device and the primary
“director” of the dialog. (Ettelaie et al.,
2005, 89) [emphasis added]

It is understandable that as a regular user, the
medical professional mayeventuallyhave more fa-
miliarity with the system, but this should be re-
flected in there beingdifferent user-interfaces (see
Somers and Lovel 2003). We find regrettable how-
ever the assumption that “the English speaker [. . . ]
is expected to have greater technological familiar-
ity” (Precoda et al., 2004, 9) or that

the medical care-giver will maintain the
initiative in the dialogue, will have sole
access to the controls and display of the
translation device, and will operate the

1We give here one indicative reference for each system.
2Formerly known as Babylon. See www.darpa.mil/ipto/ pro-

grams/cast/.

push-to-talk controls for both him or her-
self and the [P]ersian patient. (Narayanan
et al., 2004, 101)

In fact, although the early use of computers in
doctor–patient consultations was seen as a threat,
more recently the help of computers to increase
communication and rapport has begun to be recog-
nised (Mitchell and Sullivan, 2001). This may be at
the expense of patient-initiated activities however,
and many practitioners are suspicious of the nega-
tive impact of technology on relationships with pa-
tients, especially inasmuch as it increases the per-
ceived power imbalance in the relationship.

Figure 1, a snapshot from Transonics demo,3

leaves in no doubt who is in control.

Figure 1: Snapshot from Transonics’ demo movie.
The patient is not even allowed to see the screen!

Equipment whose use and “ownership” can be
equally shared between the participants goes some
way to redressing the perceived power-balance in
the consultation. We have evidence of this effect in
ongoing experiments comparing (non-speech) com-
munication aids on laptops and tablet PCs: with the
laptop, controlled by a mouse or mouse-pad, the
practitioner tends to take the initiative, while with
the tablet, which comes with a stylus, the patient
takes the lead. Bouillon et al. (2005) comment that
“patients [. . . ] will in general have had no previ-
ous exposure to speech recognition technology, and
may be reluctant to try it.” On the other hand, pa-
tients also have suffered from failed consultations

3http://sail.usc.edu/transonics/demo/transedit02lr.mov
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which break down through inability to communi-
cate, and in our experience are pleased to be in-
volved in experiments to find alternatives. In our
view, one should not underestimate patients’ adapt-
ability, or their potential as users of technology on
an equal status with the practitioners.

This being the case, we feel that some effort needs
to be devoted to usability issues. We will return to
this below, but note that text-based interfaces are not
appropriate for users with limited literacy (which
may be due to low levels of education, visual im-
pairment, or indeed the lack of a written standard for
the language). Use of images and icons also needs
to be evaluated for appropriateness, an issue not ad-
dressed in any of the reports on research in medical
SLT that we have read. For example, Bouillon et al.
(2005) show a screenshot which includes the graphic
reproduced in Figure 2. The text suggests that the
user (i.e. the doctor?) can click on the picture to
set the topic domain. It is not clear why a graphic is
more suitable for the doctor-user than a drop-down
text menu; there is no mention of whether the patient
is encouraged to use the diagram, but if so one won-
ders for what purpose, and if it is the best choice of
graphic. Research (e.g. by Costantini et al. 2002)
suggests that multimodal interfaces are superior to
speech-only systems, so there is some scope for ex-
ploration here.

Figure 2: Graphic taken from screenshot in Bouillon
et al. (2005)

Incorporating more symbolic graphics into an in-
terface is an area of complexity, as Johnson et al.

(2006) report. Iconic text-free symbols, for exam-
ple to represent “please repeat”, or “next question”,
or abstract concepts such as “very” are not always
as instantly understandable as some designers think.
Considering the use of symbols from AAC (augmen-
tative and alternative communication) designed for
speech-impaired disabled users by patients with lim-
ited English, we noticed that AAC symbol sets have
a systematic iconicity that regular users learn, but
which may be opaque to first-time (or one-time) un-
trained users (Johnson, 2004).

3 Feedback and verification

Translation accuracy is of course crucial in the med-
ical domain, and sometimes problematic even with
human interpreters, if not trained properly (Flores,
2005). Both speech recognition (SR) and translation
are potential sources of error in the SLT chain, so it
is normal and necessary to incorporate in SLT sys-
tems the provision of feedback and verification for
users. The standard method for SR is textual repre-
sentation, often in the form of a list of choices, for
example as in Figure 3, from Precoda et al. (2004).

Figure 3: Choice of recognizer outputs, from Pre-
coda et al. (2004:10)

For translation output, some form of paraphrase
or back-translation is offered, often facilitated by the
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Figure 4: Choice of recognizer outputs, from Precoda et al. (2004:10)

particular design of the machine translation (MT)
component (e.g. use of an interlingua representa-
tion, as in MedSLT, Speechalator). In the Transonics
system, the SR accuracy is automatically assessed
by the MT component: SR output that conforms to
the expectations of the MT systems grammar is pre-
ferred.

For the literate English-speaking user, this ap-
proach seems reasonable, although an interface such
as the one shown in Figure 4, detailing the output of
the parse must be of limited utility to a doctor with
no linguistics training, and we must assume that the
prototype is designed more for the developers’ ben-
efit than for the end-users.

For the patient with limited or no English, the is-
sue of feedback and verification is much more diffi-
cult. As mentioned above, and reiterated by Precoda
et al. (2004), the user may not be (wholly) liter-
ate, or indeed the language (or dialect) may not have
an established writing system. For some languages,
displaying text in the native orthography may be an
added burden. Figure 5 shows Speechalator’s Ara-
bic input screen (Waibel et al., 2003). It is acknowl-
edged that the users must “know something about
the operation of the machine”, and although it is
stated that the display uses the writing system of
the language to be recognised, in the illustration the
Arabic is shown in transcription.

Another issue concerns the ease with which a lay
user can make any sense of a task in which they
are asked to judge a number of paraphrases, some
ungrammatical. This is an intellectual task that is
difficult for someone with limited education or no
experience of linguistic “games”. For example, for

this reason we have rejected the use of semantically
unpredictable sentences (SUS) (Benoı̂t et al., 1996)
in our attempts to evaluate Somali speech synthesis
(Somers et al., 2006). This leads us to a considera-
tion of how medical SLT can best be evaluated.

4 Evaluation

MT evaluation is notoriously difficult, and SLT eval-
uation even more so. Most researchers agree that
measures of translation fidelity in comparison with a
gold-standard translation, as seen in text MT evalu-
ation, are largely irrelevant: a task-based evaluation
is more appropriate. In the case of medical SLT this
presumably means simulating the typical situation
that the technology will be used in, which involves
patients with medical problems seeking assistance.

Since SLT is a pipeline technology, the individ-
ual components could be evaluated separately, and
indeed the effects of the contributing technologies
assessed (cf. Somers and Sugita 2003). Once again,
literacy issues will cloud any evaluation of speech
recognition accuracy that relies on its speech-to-text
function, and evaluation of speech synthesis must
simulate a realistic task (cf. comments on SUS,
above).

Evaluations that have been reported suggest us-
ing real medical professionals and actors playing
the part of patients: this scenario is well established
in the medical world, where “standardized patients”
(SPs) – actors trained to behave like patients – have
been used since the 1960s. One problem with SPs
for systems handling “low density” languages like
Persian, Pashto and so on, is the need for the vol-

35



Figure 5: Speechalator’s Arabic input screen
(Waibel et al., 2003, 372)

unteers to understand English so that they can be
trained as an SP, in conflict with the need for them
to not understand English in order to give the sys-
tem a realistic test. Ettelaie et al. (2005) for exam-
ple report that their evaluation was somewhat com-
promised by the fact that two of their patient role-
players did speak some English, while a third partic-
ipant did not adequately understand what they were
supposed to do.

Another problem is that there is no obvious base-
line against which evaluations can be assessed. One
could set up “with and without” trials, and mea-
sure how much and how accurately information was
elicited in either mode. But this would be a waste of
effort: it is widely, although anecdotally, reported
that when patients with limited English arrive for
a consultation where no provision for interpretation
has been made, the consultations simply halt. It is
also reported, as already mentioned, that human in-
terpreters are not 100% reliable (Flores, 2005). Of-
ten, an untrained interpreter is used, whether a fam-
ily member or friend that the patient has brought

with them, or even another health-seeker who hap-
pens to be sitting in the waiting room. The potential
for an unreliably interpreted consultation (or worse)
is massive.

Ettelaie et al. (2005) mention a number of metrics
that were used in their evaluation, but unfortunately
do not have space for a full discussion. The principle
metric is task completion, but they also mention an
evaluation of a scripted dialogue, with translations
evaluated against model translations using a modi-
fied version of BLEU, and SR evaluated with word-
error rate. These do not seem to me to be extremely
valuable evaluation techniques.

Starlander et al. (2005) report an evaluation in
which the translations were judged for acceptability
by native speakers. Given the goal-based nature of
the task, rating for intelligibility rather than accept-
ability might have been more appropriate, though it
is widely understood that the two features are closely
related. On the positive side, Starlander et al. used
only a three-point rating (“good”, “ok” or “bad”):
evaluations of other target languages might be sub-
ject to the problem, reported by Johnson et al. (in
prep.) and by ADD REF that rating scales are highly
culture-dependent, so that for example Somali par-
ticipants in an evaluation of the suitability of sym-
bols in doctor–patient communication mostly used
only points 1 and 7 of a 7-point scale.

Another evaluation method4 is to assess the num-
ber and type of translation or interpretation errors
made, including whether there was any potential or
actual error of clinical consequence.

As Starlander et al. (2005) say:

In the long-term, the real question we
would like to answer when evaluating the
prototype is whether this system is practi-
cally useful for doctors

to which we can only add, reiterating our comments
in Section 2, “. . . and for patients”.

5 The Pathway to Healthcare

Let us move on finally to a more wide-ranging is-
sue. “Medical SLT” is often assumed to focus on
doctorpatient consultations or, as we have seen in

4Thanks to the anonymous reviewer for pointing this out.
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the case of systems developed under the CAST pro-
gramme, interactions between medical professionals
and affected persons in the field. Away from that
scenario, although it is natural to think of “going to
the doctor” as involving chiefly an interview with a
doctor, and while everything in medical practice ar-
guably derives from this consultation, the pathway
to healthcare in normal circumstances involves sev-
eral other processes, all of which involve language-
based encounters that present a barrier to patients
with limited English. None of the medical SLT sys-
tems that have been reported in the literature address
this variety of scenarios, although the website for the
Phraselator (which is of course not an SLT system as
such) does list a number of different scenes, such as
the front desk, labour ward and so on.

In this section, we would like to survey the path-
way to healthcare, and note the range of language
technologies – not always speech or translation ori-
ented – that might be appropriate at any point. The
purpose of this is both to make a plea to widen our
vision of what “medical SLT” covers, but also to
note that SLT is not necessarily the most appropri-
ate technology in every case.

The pathway might begin with a person sus-
pecting that there may be something wrong with
them. Many people nowadays would in this situa-
tion first try to find out something about their con-
dition on their own, typically on the Web, though
of course there is still a major “digital divide” for
racial and ethnic minorities, and the poor, partly
due to the langauge barriers this research is address-
ing. If you need this information in your own lan-
guage, and you have limited literacy skills, tech-
nologies implied are multilingual information ex-
traction. MT perhaps coupled with text simplifica-
tion, with synthesized speech output. For specific
conditions which may be treated at specialist clin-
ics (our own experience is based on Somalis with
respiratory difficulties) it may be possible to iden-
tify a series of frequently asked questions and set
up a pre-consultation computer-mediated help-desk
and interview (cf. Osman et al. 1994). See Somers
and Lovel (2003) for more details.

Having decided that a visit to the doctor is indi-
cated, the next step is to make an appointment. Ap-
pointment scheduling is the classical application of
SLT, as seen in most of the early work in the field,

and is a typical case of a task-oriented cooperative
dialogue. Note that the “practitioner” – the recep-
tionist in the clinic – does not necessarily have any
medical expertise, nor possibly the high level of ed-
ucation and openness to new technology that is often
assumed in the literature on medical SLT which talks
of the “doctor” controlling the device.

If this is the patient’s first encounter with this par-
ticular healthcare institution, there may be a process
of gathering details of the patient’s medivcal his-
tory and other details, done separately from the
main doctor–patient consultation, to save the doc-
tor’s time. This might be a suitable application for
computer-based interviewing (cf. Bachman 2003).

The next step might be the doctor–patient consul-
tation, which has been the focus of much attention.
For no doubt practical purposes, some medical SLT
developers have assumed that the patients role in this
can be reduced to simple responses involving yes/no
responses, gestures and perhaps a limited vocabu-
lary of simple answers at the limit. This view un-
fortunately ignores current clinical theory.Patient-
centred medicine (cf. Stewart et al. 2003) is widely
promoted nowadays. The session will see the doctor
eliciting information in order to make a diagnosis as
foreseen, but also explaining the condition and the
treatment, and exploring the patients feelings about
the situation. While it may be unrealistic at present
to envisage fully effective support for all these as-
pects of the doctorpatient consultation, we feel that
its purpose should be explicitly appreciated, and the
limitations of current technology in this respect ac-
knowledged.

After the initial consultation, the next step may
involve a trip to the pharmacist to get some drugs or
equipment. Apart from the human interaction, the
drugs (or whatever) will include written instructions
and information: frequency and amount of use, con-
traindications, warnings and so on. This is an ob-
vious application for controlled language MT: drug
dose instructions are of the same order of complexity
as weather bulletins. For non-literate patients, “talk-
ing pill boxes” are already available:5 why can’t
they talk in a variety of languages?

Another outcome might involve another practi-
tioner – a nurse or a therapist – and a series of meet-

5Marketed by MedivoxRx. See Orlovsky (2005).
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ings where the condition may be treated or managed.
Apart from more scheduling, this will almost cer-
tainly involve explanations and demonstrations by
the practitioner, and typically also elicitation of fur-
ther information from the patient. Hospital treat-
ment would involve interaction with a wide range
of staff, again not all medical experts. If a commu-
nication device is to be used, it makes more sense
for it to be under the control and “ownership” of the
person who is going to be using it regularly: the pa-
tient.

6 Conclusion

Some of the comments made in this position paper
may seem critical, but it has not been my intention
to be negative about the field.6 It has been my inten-
tion in this paper to draw attention to the following
aspects of medical SLT which I believe so far have
been somewhat neglected:

• What is the ideal user profile for medical SLT?
Should the doctor control the system, or could
it be seen as a shared resource?

• If the patient is also a user, devices need to be
more user-friendly, taking into account cultural
differences, and problems of low literacy.

• This particularly applies to feedback and veri-
fication modules in the system.

• Evaluation should focus on the ability of the
technology to aid the completion of the task,
from the perspective of both the practitioner
and the patient.

• Evaluation methods should not involve partici-
pants in meaningless or incomprehensible tasks
(such as rating nonsensical output), nor rely on
skills (such as literacy) that they may lack.

• The pathway to healthcare involves more than
the one-way doctor–patient dialogues covered
by most systems. A wide range of technologies
can be brought to bear on the problem.

6In particular, it should perhaps be acknowledged that in
terms of practical accomplishment we have yet to match oth-
ers in the field.
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Abstract 

We describe a highly interactive system for 
bidirectional, broad-coverage spoken lan-
guage communication in the healthcare area. 
The paper briefly reviews the system's inter-
active foundations, and then goes on to dis-
cuss in greater depth our Translation 
Shortcuts facility, which minimizes the need 
for interactive verification of sentences after 
they have been vetted. This facility also con-
siderably speeds throughput while maintain-
ing accuracy, and allows use by minimally 
literate patients for whom any mode of text 
entry might be difficult.  

1 Introduction 

Spoken Translation, Inc. (STI) of Berkeley, CA 
has developed a commercial system for interactive 
speech-to-speech machine translation designed for 
both high accuracy and broad linguistic and topical 
coverage. Planned use is in situations requiring 
both of these features, for example in helping 
Spanish-speaking patients to communicate with 
English-speaking doctors, nurses, and other health-
care staff. 

The twin goals of accuracy and broad cov-
erage have until now been in opposition: speech 
translation systems have gained tolerable accuracy 
only by sharply restricting both the range of topics 
which can be discussed and the sets of vocabulary 
and structures which can be used to discuss them. 
The essential problem is that both speech recogni-
tion and translation technologies are still quite er-
ror-prone. While the error rates may be tolerable 

when each technology is used separately, the errors 
combine and even compound when they are used 
together. The resulting translation output is gener-
ally below the threshold of usability – unless re-
striction to a very narrow domain supplies 
sufficient constraints to significantly lower the er-
ror rates of both components. 

STI’s approach has been to concentrate on inter-
active monitoring and correction of both technolo-
gies.   

First, users can monitor and correct the 
speaker-dependent speech recognition system to 
ensure that the text, which will be passed to the 
machine translation component, is completely cor-
rect. Voice commands (e.g. Scratch That or Cor-
rect <incorrect text>) can be used to repair 
speech recognition errors. While these commands 
are similar in appearance to those of IBM's 
ViaVoice or ScanSoft’s Dragon NaturallySpeaking 
dictation systems, they are unique in that they will 
remain usable even when speech recognition oper-
ates at a server. Thus, they will provide for the first 
time the capability to interactively confirm or cor-
rect wide-ranging text, which is dictated from any-
where. 

Next, during the MT stage, users can monitor, 
and if necessary correct, one especially important 
aspect of the translation – lexical disambiguation. 

STI's approach to lexical disambiguation is 
twofold: first, we supply a specially controlled 
back translation, or translation of the translation. 
Using this paraphrase of the initial input, even a 
monolingual user can make an initial judgment 
concerning the quality of the preliminary machine 
translation output. To make this technique effec-
tive, we use proprietary facilities to ensure that the 
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lexical senses used during back translation are ap-
propriate. 

In addition, in case uncertainty remains about 
the correctness of a given word sense, we supply a 
proprietary set of Meaning Cues™ – synonyms, 
definitions, etc. – which have been drawn from 
various resources, collated in a unique database 
(called SELECT™), and aligned with the respec-
tive lexica of the relevant machine translation sys-
tems. With these cues as guides, the user can select 
the preferred meaning from among those available. 
Automatic updates of translation and back transla-
tion then follow. 

The result is an utterance, which has been 
monitored and perhaps repaired by the user at two 
levels – those of speech recognition and transla-
tion. By employing these interactive techniques 
while integrating state-of-the-art dictation and ma-
chine translation programs – we work with Dragon 
Naturally Speaking for speech recognition; with 
Word Magic MT (for the current Spanish system); 
and with ScanSoft for text-to-speech – we have 
been able to build the first commercial-grade 
speech-to-speech translation system which can 
achieve broad coverage without sacrificing accu-
racy. 

2 Translation Shortcuts 

In order to accumulate translations that have been 
verified by hand and to simplify interaction with 
the system, we have developed additional func-
tionality called Translation Shortcuts™. 

Shortcuts are designed to provide two main ad-
vantages:  

First, re-verification of a given utterance is un-
necessary. That is, once the translation of an utter-
ance has been verified interactively, it can be saved 
for later reuse, simply by activating a Save as 
Shortcut button on the translation verification 
screen. The button gives access to a dialogue in 
which a convenient Shortcut Category for the 
Shortcut can be selected or created. At reuse time, 
no further verification will be required. (In addition 
to such dynamically created Personal Shortcuts, 
any number of prepackaged Shared Shortcuts can 
be included in the system.) 

Second, access to stored Shortcuts is very 
quick, with little or no need for text entry. Several 
facilities contribute to meeting this design crite-
rion.  

• A Shortcut Search facility can retrieve a 
set of relevant Shortcuts given only keywords or 
the first few characters or words of a string. The 
desired Shortcut can then be executed with a single 
gesture (mouse click or stylus tap) or voice com-
mand.  

NOTE: If no Shortcut is found, the system 
automatically gives access to the full power of 
broad-coverage, interactive speech translation. T-
hus, a seamless transition is provided between 
Shortcuts and full translation. 

• A Translation Shortcuts Browser is pro-
vided, so that users can find needed Shortcuts by 
traversing a tree of Shortcut categories. Using this 
interface, users can execute Shortcuts even if their 
ability to input text is quite limited, e.g. by tapping 
or clicking alone. 

The demonstration will show the Shortcut 
Search and Shortcuts Browser facilities in use. 
Points to notice:  

• The Translation Shortcuts Panel contains 
the Translation Shortcuts Browser, split into two 
main areas, Shortcuts Categories (above) and 
Shortcuts List (below).  

• The Categories section of the Panel shows 
the current selected category, for example Conver-
sation, which contains everyday expressions. This 
category has a Staff subcategory, containing ex-
pressions most likely to be used by healthcare staff 
members. There is also a Patients subcategory, 
used for patient responses. Such categories as Ad-
ministrative topics and Patient’s Current Condi-
tion are also available; and new ones can be freely 
created. 

• Below the Categories section is the Short-
cuts List section, containing a scrollable list of al-
phabetized Shortcuts. (Various other sorting 
criteria will be available in the future, e.g. sorting 
by frequency of use, recency, etc.)  

• Double clicking on any visible Shortcut in 
the List will execute it. Clicking once will select 
and highlight a Shortcut. Typing Enter will exe-
cute the currently highlighted Shortcut, if any.  

• It is possible to automatically relate op-
tions for a patient's response to the previous staff 
member’s utterance, e.g. by automatically going to 
the sibling Patient subcategory if the prompt was 
given from the Staff subcategory. 

Because the Shortcuts Browser can be used 
without text entry, simply by pointing and clicking, 
it enables responses by minimally literate users. In 
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the future, we plan to enable use even by com-
pletely illiterate users, through two devices: we 
will enable automatic pronunciation of Shortcuts 
and categories in the Shortcuts Browser via text-to-
speech, so that these elements can in effect be read 
aloud to illiterate users; and we will augment 
Shared Shortcuts with pictorial symbols, as clues 
to their meaning. 

A final point concerning the Shortcuts Browser: 
it can be operated entirely by voice commands, 
although this mode is more likely to be useful to 
staff members than to patients. 

We turn our attention now to the Input Window, 
which does double duty for Shortcut Search and 
arbitrary text entry for full translation. We will 
consider the search facility first. 

• Shortcuts Search begins automatically as 
soon as text is entered by any means – voice, 
handwriting, touch screen, or standard keyboard – 
into the Input Window. 

• The Shortcuts Drop-down Menu appears 
just below the Input Window, as soon as there are 
results to be shown. The user can enter a few 
words at a time, and the drop-down menu will per-
form keyword-based searches and present the 
changing results dynamically.  

• The results are sorted alphabetically. Vari-
ous other sorting possibilities may be useful: by 
frequency of use, proportion of matched words, 
etc.  

• The highest priority Shortcut according to 
the specified sorting procedure can be highlighted 
for instant execution.  

• Highlighting in the drop-down menu is 
synchronized with that of the Shortcuts list in the 
Shortcuts Panel.  

• Arrow keys or voice commands can be 
used to navigate the drop-down menu. 

• If the user goes on to enter the exact text of 
any Shortcut, e.g. “Good morning,” a message will 
show that this is in fact a Shortcut, so that verifica-
tion will not be necessary. However, final text not 
matching a Shortcut, e.g. “Good job,” will be 
passed to the routines for full translation with veri-
fication. 

3 Future developments 

We have already mentioned plans to augment the 
Translation Shortcuts facility with text-to-speech 
and iconic pictures, thus moving closer to a system 

suitable for communication with completely illiter-
ate or incapacitated patients. 

Additional future directions follow. 
• Server-based architectures:  We plan to 

move toward completely or partially server-based 
arrangements, in which only a very thin client 
software application – for example, a web interface 
– will run on the client device. Such architectures 
will permit delivery of our system on smart phones 
in the Blackberry or Treo class. Delivery on hand-
helds will considerably diminish the issues of 
physical awkwardness discussed above, and any-
time/anywhere/any-device access to the system 
will considerably enlarge its range of uses. 

• Pooling Translation Shortcuts:  As ex-
plained above, the current system now supports 
both Personal (do-it-yourself) and Shared (pre-
packaged) Translation Shortcuts. As yet, however, 
there are no facilities to facilitate pooling of Per-
sonal Shortcuts among users, e.g. those in a work-
ing group. In the future, we will add facilities for 
exporting and importing shortcuts. 

• Translation memory: Translation Short-
cuts can be seen as a variant of Translation Mem-
ory, a facility that remembers past successful 
translations so as to circumvent error-prone re-
processing. However, at present, we save Shortcuts 
only when explicitly ordered. If all other successful 
translations were saved, there would soon be far 
too many to navigate effectively in the Translation 
Shortcuts Browser. In the future, however, we 
could in fact record these translations in the back-
ground, so that there would be no need to re-verify 
new input that matched against them. Messages 
would advise the user that verification was being 
bypassed in case of a match. 

• Additional languages: The full SLT sys-
tem described here is presently operational only for 
bidirectional translation between English and 
Spanish. We expect to expand the system to Man-
darin Chinese next. Limited working prototypes 
now exist for Japanese and German, though we 
expect these languages to be most useful in appli-
cation fields other than healthcare. 

4 Conclusion 

We have described a highly interactive system for 
bidirectional, broad-coverage spoken language 
communication in the healthcare area. The paper 
has briefly reviewed the system's interactive foun-
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dations, and then gone on to discuss in greater 
depth issues of practical usability.   

We have presented our Translation Shortcuts 
facility, which minimizes the need for interactive 
verification of sentences after they have been vet-
ted once, considerably speeds throughput while 
maintaining accuracy, and allows use by minimally 
literate patients for whom any mode of text entry 
might be difficult.  

We have also discussed facilities for multimo-
dal input, in which handwriting, touch screen, and 
keyboard interfaces are offered as alternatives to 
speech input when appropriate. In order to deal 
with issues related to physical awkwardness, we 
have briefly mentioned facilities for hands-free or 
eyes-free operation of the system.   

Finally, we have pointed toward several direc-
tions for future improvement of the system. 
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Abstract

MedSLT is a unidirectional medical
speech translation system intended for
use in doctor-patient diagnosis dialogues,
which provides coverage of several differ-
ent language pairs and subdomains. Vo-
cabulary ranges from about 350 to 1000
surface words, depending on the language
and subdomain. We will demo both the
system itself and the development envi-
ronment, which uses a combination of
rule-based and data-driven methods to
construct efficient recognisers, generators
and transfer rule sets from small corpora.

1 Overview

The mainstream in speech translation work is for the
moment statistical, but rule-based systems are still a
very respectable alternative. In particular, nearly all
systems which have actually been deployed are rule-
based. Prominent examples are (Phraselator, 2006;
S-MINDS, 2006; MedBridge, 2006).

MedSLT (MedSLT, 2005; Bouillon et al., 2005)
is a unidirectional medical speech translation system
for use in doctor-patient diagnosis dialogues, which
covers several different language pairs and subdo-
mains. Recognition is performed using grammar-

based language models, and translation uses a rule-
based interlingual framework. The system, includ-
ing the development environment, is built on top of
Regulus (Regulus, 2006), an Open Source platform
for developing grammar-based speech applications,
which in turn sits on top of the Nuance Toolkit.

The demo will show how MedSLT can be used
to carry out non-trivial diagnostic dialogues. In par-
ticular, we will demonstrate how an integrated intel-
ligent help system counteracts the brittleness inher-
ent in rule-based processing, and rapidly leads new
users towards the supported system coverage. We
will also demo the development environment, and
show how grammars and sets of transfer rules can be
efficiently constructed from small corpora of a few
hundred to a thousand examples.

2 The MedSLT system

The MedSLT demonstrator has already been exten-
sively described elsewhere (Bouillon et al., 2005;
Rayner et al., 2005a), so this section will only
present a brief summary. The main components are
a set of speech recognisers for the source languages,
a set of generators for the target languages, a transla-
tion engine, sets of rules for translating to and from
interlingua, a simple discourse engine for dealing
with context-dependent translation, and a top-level
which manages the information flow between the
other modules and the user.
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MedSLT also includes an intelligent help mod-
ule, which adds robustness to the system and guides
the user towards the supported coverage. The help
module uses a backup recogniser, equipped with a
statistical language model, and matches the results
from this second recogniser against a corpus of utter-
ances which are within system coverage and trans-
late correctly. In previous studies, we showed that
the grammar-based recogniser performs much bet-
ter than the statistical one on in-coverage utterances,
but worse on out-of-coverage ones. Having the help
system available approximately doubled the speed
at which subjects learned, measured as the average
difference in semantic error rate between the results
for their first quarter-session and their last quarter-
session (Rayner et al., 2005a). It is also possible to
recover from recognition errors by selecting a dis-
played help sentence; this typically increases the
number of acceptably processed utterances by about
10% (Starlander et al., 2005).

We will demo several versions of the system, us-
ing different source languages, target languages and
subdomains. Coverage is based on standard exami-
nation questions obtained from doctors, and consists
mainly of yes/no questions, though there is also sup-
port for WH-questions and elliptical utterances. Ta-
ble 1 gives examples of the coverage in the English-
input headache version, and Table 2 summarises
recognition performance in this domain for the three
main input languages. Differences in the sizes of the
recognition vocabularies are primarily due to differ-
ences in use of inflection. Japanese, with little in-
flectional morphology, has the smallest vocabulary;
French, which inflects most parts of speech, has the
largest.

3 The development environment

Although the MedSLT system is rule-based, we
would, for the usual reasons, prefer to acquire these
rules from corpora using some well-defined method.
There is, however, little or no material available for
most medical speech translation domains, including
ours. As noted in (Probst and Levin, 2002), scarcity
of data generally implies use of some strategy to ob-
tain a carefully structured training corpus. If the cor-
pus is not organised in this way, conflicts between
alternate learned rules occur, and it is hard to in-

Where?
“do you experience the pain in your jaw”
“does the pain spread to the shoulder”

When?
“have you had the pain for more than a month”
“do the headaches ever occur in the morning”

How long?
“does the pain typically last a few minutes”
“does the pain ever last more than two hours”

How often?
“do you get headaches several times a week”
“are the headaches occurring more often”

How?
“is it a stabbing pain”
“is the pain usually severe”

Associated symptoms?
“do you vomit when you get the headaches”
“is the pain accompanied by blurred vision”

Why?
“does bright light make the pain worse”
“do you get headaches when you eat cheese”

What helps?
“does sleep make the pain better”
“does massage help”

Background?
“do you have a history of sinus disease”
“have you had an e c g”

Table 1: Examples of English MedSLT coverage

duce a stable set of rules. As Probst and Levin sug-
gest, one obvious way to attack the problem is to
implement a (formal or informal) elicitation strat-
egy, which biases the informant towards translations
which are consistent with the existing ones. This is
the approach we have adopted in MedSLT.

The Regulus platform, on which MedSLT
is based, supports rapid construction of com-
plex grammar-based language models; it uses an
example-based method driven by small corpora
of disambiguated parsed examples (Rayner et al.,
2003; Rayner et al., 2006), which extracts most of
the structure of the model from a general linguis-
tically motivated resource grammar. The result is
a specialised version of the general grammar, tai-
lored to the example corpus, which can then be com-
piled into an efficient recogniser or into a genera-
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Language Vocab WER SemER
English 441 6% 18%
French 1025 8% 10%
Japanese 347 4% 4%

Table 2: Recognition performance for English,
French and Japanese headache-domain recognisers.
“Vocab” = number of surface words in source lan-
guage recogniser vocabulary; “WER” = Word Error
Rate for source language recogniser, on in-coverage
material; “SemER” = semantic error rate for source
language recogniser, on in-coverage material.

tion module. Regulus-based recognisers and gen-
erators are easy to maintain, and grammar struc-
ture is shared automatically across different subdo-
mains. Resource grammars are available for several
languages, including English, Japanese, French and
Spanish.

Nuance recognisers derived from the resource
grammars produce both a recognition string and a
semantic representation. This representation con-
sists of a list of key/value pairs, optionally including
one level of nesting; the format of interlingua and
target language representations is similar. The for-
malism is sufficiently expressive that a reasonable
range of temporal and causal constructions can be
represented (Rayner et al., 2005b). A typical exam-
ple is shown in Figure 1. A translation rule maps
a list of key/value pairs to a list of key/value pairs,
optionally specifying conditions requiring that other
key/value pairs either be present or absent in the
source representation.

When developing new coverage for a given lan-
guage pair, the developer has two main tasks. First,
they need to add new training examples to the
corpora used to derive the specialised grammars
used for the source and target languages; second,
they must add translation rules to handle the new
key/value pairs. The simple structure of the Med-
SLT representations makes it easy to support semi-
automatic acquisition of both of these types of in-
formation. The basic principle is to attempt to find
the minimal set of new rules that can be added to the
existing set, in order to cover the new corpus exam-
ple; this is done through a short elicitation dialogue
with the developer. We illustrate this with a simple

example.
Suppose we are developing coverage for the En-

glish → Spanish version of the system, and that
the English corpus sentence “does the pain occur at
night” fails to translate. The acquisition tool first
notes that processing fails when converting from in-
terlingua to Spanish. The interlingua representation
is

[[utterance_type,ynq],
[pronoun,you],
[state,have_symptom],
[symptom,pain],[tense,present],
[prep,in_time],[time,night]]

Applying Interlingua→ Spanish rules, the result is

[[utterance_type,ynq],
[pronoun,usted],
[state,tener],[symptom,dolor],
[tense,present],
[prep,por_temporal],
failed:[time,night]]

where the tagfailed indicates that the element
[time,night] could not be processed. The tool
matches the incomplete transferred representation
against a set of correctly translated examples, and
shows the developer the English and Spanish strings
for the three most similar ones, here

does it appear in the morning
-> tiene el dolor por la ma ñana

does the pain appear in the morning
-> tiene el dolor por la ma ñana

does the pain come in the morning
-> tiene el dolor por la ma ñana

This suggests that a translation for “does the pain
occur at night” consistent with the existing rules
would be “tiene el dolor por la noche”. The devel-
oper gives this example to the system, which parses
it using both the general Spanish resource grammar
and the specialised grammar used for generation in
the headache domain. The specialised grammar fails
to produce an analysis, while the resource grammar
produces two analyses,

[[utterance_type,ynq],
[pronoun,usted],
[state,tener],[symptom,dolor],
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[[utterance_type,ynq],[pronoun,you],[state,have_sym ptom],
[tense,present],[symptom,headache],[sc,when],
[[clause,[[utterance_type,dcl],[pronoun,you],

[action,drink],[tense,present],[cause,coffee]]]]

Figure 1: Representation of “do you get headaches when you drink coffee”

[tense,present],
[prep,por_temporal],
[temporal,noche]]

and

[[utterance_type,dcl],
[pronoun,usted],
[state,tener],[symptom,dolor],
[tense,present],
[prep,por_temporal],
[temporal,noche]]

The first of these corresponds to the YN-question
reading of the sentence (“do you have the pain at
night”), while the second is the declarative reading
(“you have the pain at night”). Since the first (YN-
question) reading matches the Interlingua represen-
tation better, the acquisition tool assumes that it is
the intended one. It can now suggest two pieces of
information to extend the system’s coverage.

First, it adds the YN-question reading of “tiene
el dolor por la noche” to the corpus used to train
the specialised generation grammar. The piece
of information acquired from this example is that
[temporal,noche] should be realised in this
domain as “la noche”. Second, it compares the cor-
rect Spanish representation with the incomplete one
produced by the current set of rules, and induces a
new Interlingua to Spanish translation rule. This will
be of the form

[time,night] -> [temporal,noche]

In the demo, we will show how the development
environment makes it possible to quickly add new
coverage to the system, while also checking that old
coverage is not broken.
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Abstract 
 

Sehda’s 2-way speech translation 
system, S-MINDS, interprets between 
provider and patient in routine medical 
interactions with very high accuracy. 
Optimizing the system for new tasks 
or languages requires very little data. 
New developments include a hybrid 
translation approach that allows 
participants to say complex or out-of-
domain utterances, the expansion of 
hands-free functionality, and the 
ability to deliver the most urgent 
expressions instantaneously. 

1 Introduction 
Speech translation technology has the potential 
to give nurses and other clinicians immediate 
access to consistent, easy-to-use, and accurate 
medical interpretation for routine patient 
encounters. This could improve safety and 
quality of care for patients who speak a different 
language from that of the healthcare provider. 

The most common hospital interactions are 
interview-style dialogs where the provider’s and 
patient’s utterances are simple and relatively 
predictable. Sehda’s speech translation system, 
S-MINDS, focuses on translating in such 
situations with extremely high accuracy. 

One key difference between S-MINDS and other 
speech translation systems is the amount of data 
required in development. Most other systems 
depend on a moderate amount of domain-
specific data being available. If the data is not 
already available, it is extremely time- and 

labor-intensive for a developer to collect enough 
realistic data to effectively model a pure SMT 
system – even if the developer has direct access 
to a group of actual users for whom its system is 
being optimized. 

For this and other reasons, Sehda focuses on 
rapid building and deployment of speech 
translation systems for tasks or languages where 
little or no data is available.  

 2 System Description 
This section describes the speech recognition, 
translation, speech generation, interface and 
hardware components that make up S-MINDS. 

2.1 Speech Recognition 
S-MINDS uses a number of voice-independent 
automated speech recognition (ASR) engines, 
with the usage dependent on the languages and 
the particular domain. These engines include 
Nuance 8.5i, SRI EduSpeak 2.0ii, and Entropic’s 
HTK-based engine.iii  

Sehda’s (internal) dialog/translation creation 
tools allow developers to compile and run new 
dialogs with any ASR engine so they do not 
have to be encumbered by the nuances of any 
particular engine. 

2.2 Translation 
S-MINDS processes ASR output using a 
combination of grammars and language models 
that is selected based on the task and the 
availability of training data.  

S-MINDS first employs a semantic parser to 
extract the essential words and phrases from the 
ASR output. This information is then fed into 
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Sehda’s proprietary interpretation engine, which 
matches the information against a finite set of 
concepts in the specified domain. The resulting 
translation is extremely accurate – often more 
accurate than the ASR output itself. However, as 
the name suggests, this engine does not directly 
translate users’ utterances but interprets what 
they say and paraphrases their statements.  

2.3 Speech Generation 
S-MINDS uses its own voice generation system, 
which splices human recordings, to output most 
translations. If recordings do not exist for a word 
or phrase, S-MINDS generates the speech using 
a text-to-speech (TTS) engine. 

S-MINDS includes a set of tools by which users 
can modify and augment the existing system 
with additional words and phrases in the field in 
a matter of a few minutes. 

2.4 Interface 
A variety of interface features make S-MINDS 
particularly easy to use in a hospital 
environment. 

Most S-MINDS functions can be performed 
hands-free and eyes-free via a voice user 
interface (VUI) so the provider can focus on the 
patient and the operation of hospital equipment.  

A picture viewer allows digital images to be 
displayed to aid communication with the patient 
and add clarity to the log. 

Verbal or on-screen verification can be 
employed (with adjustable upper and lower 

thresholds) to put an additional check on 
recognition accuracy. 

2.5 Hardware 
A complete S-MINDS system contains three 
main hardware components: a Windows XP 
computer with S-MINDS software installed; 
a headset microphone, which the healthcare 
provider uses to control S-MINDS and 
communicate with the patient; and a 
telephone handset, which the patient uses to 
communicate with the provider. 

3 Current Developments  
Under a contract with DARPA, Sehda has 
developed a more interactive system using a 
combination of SMT and interpretation 
engines.  This allows the users to speak 
more freely. If an utterance is too complex or 
too far ‘out of domain’ to be handled by the 
interpretation engine, S-MINDS falls back to the 
SMT engine, which returns a fairly reliable 
word-for-word translation of the ASR output.  

The VUI in S-MINDS is being enhanced to 
include nearly all system control functions, 
reducing the need to change settings 
manually. In addition, users will be able to 
deliver some urgent expressions (such as 
“Hold still” or “You can breathe”) 
instantaneously without saying a ‘hotword’ 
first.  

 
                                                 
i   http://www.nuance.com/nuancerecognition/ 
ii   http://www.speechatsri.com/products/eduspeak.shtml 
iii   http://htk.eng.cam.ac.uk/ 
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Abstract 

In  this  paper,  we  are  proposing  a  multi 
lingual prototype that can effectively col 
lect, record and document medical data in 
a domain specific  environment.   The aim 
of  this project  is  to develop an  electronic 
support  system  that  can be used  to  assist 
asthma management  in an emergency de 
partment. 

1  Introduction 

Speech  technology  has  the  ability  to  generate  re 
source and time savings within a hospital environ 
ment.  Recording  and  managing  patient  data  from 
nonEnglish backgrounds can be achieved success 
fully through the  implementation of a multilingual 
voice system and a standardised electronic medical 
decision support system such as ACAFE (ACAFE 
2006)  described  in  Section  5.3.  By  implementing 
the ACAFE standardized protocols together with a 
voice system, we are able to assist in the first stage 
of  the  clinical pathway  in  the  treatment  and man 
agement  of Asthma  (see  illustration of Stage 1  in 
figure 3). 

In  this  demonstration  description,  we  are  pro 
posing  a  multilingual  voice  system  based  on  a 
standardized  patient  management  system  called 
ACAFE that can effectively collect patient data in 
electronic format.  The combination of the two sys 
tems would make it easier to assist in the recording 
and documentation of vast amounts of information 

whilst  overcoming  communication  and  efficiency 
barriers. This data can then be aggregated and ana 
lyzed after the event to assist with clinical and per 
formance  measures.  This  makes  effective  use  of 
emergency  department  resources  while  providing 
the  emergency staff with  immediate access  to  im 
portant patient information. 

2  Objectives 

To show how quality health care can be delivered 
in  a  complex  multilingual  hospital  environment 
with  the aid of an  electronic decision support sys 
tem such as ACAFE. 

3  Demo Description 

Our demo prototype integrates a voice recognition 
system together with the ACAFE system described 
in more detail in section 5.3. Our voice recognition 
prototype  relies  on  data  extracted  from  the  stan 
dardized  treatment protocols  that have been based 
on  research  by  ACAFE  (ACAFE  et  al.,  2006). 
These standardized protocols form the basis of our 
systempatient  interaction  to  the  medical  sub 
domain (Starlander et al., 2005). 

Since our  system  is  heavily driven by ACAFE, 
we have been able to minimize the requirement for 
an open range of questions that require translation. 
As  a  result, we  only  require  the use  of  the  gram 
marbased  language  model  (GLM)  that  has  been 
implemented  using  Nuance’s  speech  recognizer 
(Nuance  2005),  and  not  a  statistical  language 
model (SLM).
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The standardized protocols require no manipula 
tion  or  changes  in  tense  as  the ACAFE system  is 
essentially  a  decision  support  tool.  The  flexibility 
of the decision support tool allows the clinician to 
make the final decision and vary any responses or 
inputs. Hence  the range of questions our multilin 
gual  system  poses  to  the  patient  is  also  standard 
ized and limited. With the smaller set of questions 
it  is  feasible  for  translation  to  occur  via  direct 
ACAFE to 'targetlanguage' mappings (subject lan 
guage to many variations of a targetlanguage). 

The  use  of  GLMs  over  SLMs  for  medical 
speech  translation  has  been  proven  to  provide 
higher  translation  accuracy  (Rayner  et  al.,  2004, 
Rayner et al., 2005). We expect that by combining 
the  higher  accuracy  levels  of  recognition  through 
the  use  of  GLMs  with  a  limited  set  of  possible 
questions for a particular medical subdomain, we 
can achieve an improved translation success rate. 

Currently,  our  system  requires  the  Overseer 
(such  as  a  nurse)  to  specify  the  patient’s  native 
language  (in  our  example Chinese Mandarin)  and 
problem  subdomain  (in  our  example  asthma). 
From there,  the Overseer can  either speak a ques 
tion  as  defined  in  the  protocols  contained  within 
the ACAFE system  (using English),  or  select  one 
using  the  terminal.  The  question  is  then  rendered 
using  recorded  audio  (TTS  is  used  as  a  fall  back 
strategy)  and  played  to  the  patient.  Once  the  pa 
tient  responds  verbally  or  physically  (e.g.  nod  of 
the  head),  the  Overseer  is  required  to  enter  that 
response into the system. 

The Overseer  is capable of viewing reports  that 
detail  a particular patient’s  responses prior  to  fur 
ther analysis/treatment, or they can view statistical 
reports.  As  a  proof  of  concept,  the  Overseer  can 
generate  a  statistical  report  that  details  patient 
background  precipitating  factors  (numbers  of  res 
piratory tract infections, cold weather, exercise and 
dust/pollens) 

4  Suggested Scenario 

The  triage  nurse  will  identify  the  patient’s  native 
language  to  enable  the correct voice system trans 
lator. The voice system will translate the standard 

ized  asthma  management  plan  questions  into  the 
patient’s native language. 

Patient will answer each question in their native 
tongue.  The  voice  system  will  convert  this  infor 
mation into the ACAFE system format. When each 
question  has  been  answered,  the  ACAFE  system 
will  store  the  answers  and  the  voice  system  will 
then follow through to the next ACAFE question. 

Upon  completion  of  the  set  of  ACAFE  based 
questions  the voice system will  then provide a re 
view of the questions with answers in the ACAFE 
system in either English or the native language. A 
voice recording will also be stored to play back for 
future reference. 

Triage refers to the answers that have been col 
lated  in  the  ACAFE  system  via  the  assistance  of 
the  voice  system. This  information  can be  under 
stood by all emergency team staff as the voice sys 
tem  has  translated  the  answers  of  the  patient  into 
English according to the standardized management 
answers. 

The  Emergency  Department  now  has  a  pre 
compiled list of patient information compliant with 
Stage  1  of  the  clinical  pathway  contained  in  the 
ACAFE  system  to  help  assist  in  the  treatment  of 
asthma, without  having  to worry  about  communi 
cation  difficulties  between  patient  and  medical 
staff. 

4.1  Demo script 

Triage  Nurse:  “Hello,  what  pains  or  difficulties 
are you experiencing?” 
Patient: “Understand English no good, asthma…” 
Triage  Nurse:  “Can  you  confirm  your  language, 
Mandarin or Cantonese?” 
Patient: “Chinese, mandarin.” 
Triage Nurse:  “OK, what  I will  do  now  is  use  a 
special machine to ask a few simple questions, you 
can just answer yes or no, it will ask the questions 
in  mandarin  so  you  can  understand  better.  OK, 
here we go… “ 
Triage nurse then activates the voice system which 
goes through the set of ACAFE based questions in 
mandarin.
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Patient 

ACAFE 

Nursing Triage 

Figure 1: Highlevel view of user ACAFE inter 
action 

5  System Architecture 

5.1  Overview 

Figure 2 illustrates a component view of the design 
for our prototype system. The Overseer acts as an 
overriding authority for the ACAFE Decision Sup 
port  component,  providing  interpretations  of  the 
Patient’s  native  language,  medical  problem  sub 
domain,  and  as  a  failover,  the  Patient’s  responses 
(both verbal and physical) to the questions asked. 

Records 

Overseer  Patient 

Multilingual 
Recogntion  Audio Output 

ACAFE 

questions responses 

Reports 

Language/ 
Problem/ 
Responses 

Multilanguage Mappings 

question 

Language/ 
Problem/ 
Responses 

Figure  2:  Component  overview  of  the  System 
Architecture 

5.2  System Components 

The  following  section  outlines  each  component 
shown in the Overview diagram (Figure 2). 

Audio Output – Renders questions (as required 
by  the  Decision  Support)  in  the  Patient’s  native 
language using recorded speech, or TexttoSpeech 
(TTS) if the recorded speech is not available. 
Multilingual  Recognition  –  The  majority  of 

questions  posed  to  the  Patient  are  in  the  form  of 
yes/no  questions.  As  such,  the  recognition  of  the 
Patient’s  utterance  needs  only  to  recognize  basic 
responses in the Patient’s selected native language. 
ACAFE  –  Provided  with  the  medical  sub 

domain  (e.g.  asthma/breathing  difficulties),  speci 
fies questions according  to a standard set  of diag 
nosis questions. 
Records  –  Records  Patient  responses  to  Ques 

tions (both textual and audio representations), final 
outcome, and statistics that are used for both  indi 
vidual Patient reporting and statistical reporting. 
Reports – Provides  individual Patient  reporting 

(i.e.  native  language,  medical  subdomain,  re 
sponses to questions, and final outcome) and statis 
tical  reporting  for  the  use  of  measuring  the 
relationship  between  asthma  and  the  precipitating 
factors. 

5.3  Asthma Decision Support 

ACAFE  is  an  electronic  interface  for  the  Emer 
gency  Department  that  provides  clinicians  with  a 
decision  support  tool  to  assist  in  the management 
and  treatment  of  asthma. The  system  incorporates 
clinical decision support based on current evidence 
and guidelines that is simple to access, adaptable to 
the needs of the clinicians working in the ER and is 
capable  of  being  integrated  with  existing medical 
databases. 

The system’s core focus lies in clinical pathways 
for the treatment of asthma. This  is shown in Fig 
ure  3  below.  A  clinical  pathway  in  the  medical 
sense  is  a  decision  tree  based  on  clinical  assess 
ment  that  guides  the  management  and  further  in 
vestigation  of  a  patient  with  a  particular  clinical 
problem. This decision tree has been based on con 
sensus guidelines and  institutional protocols based 
on the best available evidence for the management 
of asthma.
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STAGE 1 – Patient History 
Presenting problem 

History of presenting problem 
Specific asthma risk history 

Medication, Allergy 

STAGE 2   Examination 
General Appearance 

Vital Signs 
Respiratory Examination 

STAGE 5 – Final Assessment 

STAGE 3  Diagnosis 
Working Diagnosis 

Differential D iagnosis 
Confounding Factors 

STAGE 4 – Electronic Decision Support 

Figure 3: The ACAFE clinical pathway 

In  the  ACAFE  system  the  clinical  pathway  is 
represented  by  the  information  required  to  ascer 
tain  the  severity  of  asthma  to  decide  on  a  list  of 
further  investigations,  consultations  and  medica 
tion  orders.  The  clinical  pathway  outlines  the 
means  through  which  the  system  can  advise  the 
doctor  on  the  optimal  asthma  management  care 
plan.

At this stage, our voice system will be integrated 
with stage 1 of ACAFE’s clinical pathway, in par 
ticular  the  history/information  collection  side  of 
things. 

6  Conclusion 

We have  shown  that  the ACAFE system with  the 
assistance of our voice system can capture  the  in 
formation  required  to  assist  clinicians better man 
age  the  treatment  of  asthma  in  an  emergency 
department. In capturing this data, the ACAFE and 
voice  system  incorporates  the  clinical  pathways 
and decision support in the workflow of the doctor. 
In  this  demonstrator paper, we proposed a  system 
that: 

Relies  on  ACAFE  by  providing  an  electronic 
standardized  protocol  for  the  treatment  of 
asthma. 

Allows multilingual support thereby increasing 
communication  between  medical  staff  and 
patients  during  information  collection  and 
followup  review  after  the  patient  has  been 
discharged. 

Increases  efficiency  by  automating  how  infor 
mation  is  collected  by  assisting  in  the  re 
cording and documentation of vast amounts 
of  information  while  also  streamlining  the 
update of data electronically into the patient 
medical system. 
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ABSTRACT 

In this paper, we describe the IBM MASTOR, a speech-to-speech 
translation system that can translate spontaneous free-form 
speech in real-time on both laptop and hand-held PDAs. Chal-
lenges include speech recognition and machine translation in 
adverse environments, lack of training data and linguistic re-
sources for under-studied languages, and the need to rapidly de-
velop capabilities for new languages. Another challenge is de-
signing algorithms and building models in a scalable manner to 
perform well even on memory and CPU deficient hand-held com-
puters. We describe our approaches, experience, and success in 
building working free-form S2S systems that can handle two 
language pairs (including a low-resource language). 

 

1. INTRODUCTION 

Automatic speech-to-speech (S2S) translation breaks down com-
munication barriers between people who do not share a common 
language and hence enable instant oral cross-lingual communica-
tion for many critical applications such as emergency medical 
care. The development of an accurate, efficient and robust S2S 
translation system poses a lot of challenges. This is especially 
true for colloquial speech and resource deficient languages. 

The IBM MASTOR speech-to-speech translation system has been 
developed for the DARPA CAST and Transtac programs whose 
mission is to develop technologies that enable rapid deployment 
of real-time S2S translation of low-resource languages on port-
able devices. It originated from the IBM MARS S2S system 
handling the air travel reservation domain described in [1], which 
was later significantly improved in all components, including 
ASR, MT and TTS, and later evolved into the MASTOR multi-
lingual S2S system that covers much broader domains such as 
medical treatment and force protection [2,3]. More recently, we 
have further broadened our experience and efforts to very rapidly 
develop systems for under-studied languages, such as regional 
dialects of Arabic. The intent of this program is to provide lan-
guage support to military, medical and humanitarian personnel 
during operations in foreign territories, by deciphering possibly 
critical language communications with a two-way real-time 
speech-to-speech translation system designed for specific tasks 
such as medical triage and force protection.  

The initial data collection effort for the project has shown that the 
domain of force protection and medical triage is, though limited, 
rather broad. In fact, the definition of domain coverage is tough 
when the speech from responding foreign language speakers are 
concerned, as their responses are less constrained and may in-
clude out-of-domain words and concepts. Moreover, flexible 
casual or colloquial speaking style inevitably appears in the hu-
man-to-human conversational communications. Therefore, the 
project is a great challenge that calls for major research efforts. 

Among all the challenges for speech recognition and translation 
for under-studied languages, there are two main issues: 1) Lack of 
appropriate amount of speech data that represent the domain of 
interest and the oral language spoken by the target speakers, re-
sulting in difficulties in accurate estimation of statistical models 
for speech recognition and translation. 2) Lack of linguistic 
knowledge realization in spelling standards, transcriptions, lexi-
cons and dictionaries, or annotated corpora. Therefore, various 
different approaches have to be explored.  

Another critical challenge is to embed complicated algorithms 
and programs into small devices for mobile users. A hand-held 
computing device may have a CPU of 256MHz and 64MB mem-
ory; to fit the programs, as well as the models and data files into 
this memory and operate the system in real-time are tremendous 
challenges [4]. 

In this paper, we will describe the overall framework of the 
MASTOR system and our approaches for each major component, 
i.e., speech recognition and translation. Various statistical ap-
proaches [5,6,7,8] are explored and used to solve different techni-
cal challenges. We will show how we addressed the challenges 
that arise when building automatic speech recognition (ASR) and 
machine translation (MT) for colloquial Arabic on both the laptop 
and handheld PDA platforms. 

 

2. SYSTEM OVERVIEW 

The general framework of our speech translation system is illus-
trated in Figure 1. The general framework of our MASTOR sys-
tem has components of ASR, MT and TTS. The cascaded ap-
proach allows us to deploy the power of the existing advanced 
speech and language processing techniques, while concentrating 
on the unique problems in speech-to-speech translation. Figure 2 
illustrates the MASTOR GUI (Graphic User Interface) on laptop 
and PDA, respectively. 

Acoustic models for English and Mandarin baseline are devel-
oped for large-vocabulary continuous speech and trained on over 
200 hours of speech collected from about 2000 speakers for each 
language. However, the Arabic dialect speech recognizer was 
only trained using about 50 hours of dialectal speech.  The train-
ing data for Arabic consists of about 200K short utterances. Large 
efforts were invested in initial cleaning and normalization of the 
training data because of large number of irregular dialectal words 
and variations in spellings. We experimented with three ap-
proaches for pronunciation and acoustic modeling: i.e. grapheme, 
phonetic, and context-sensitive grapheme as will be described in 

ASR TTS 

Statistical NLU/NLG 
based MT 

Figure 1 IBM MASTOR Speech-to-Speech Translation System 

Statistical MT using 
WFST/SIPL  

* Thanks to DARPA for funding 
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section 3.A. We found that using context-sensitive pronunciation 
rules reduces the WER of the grapheme based acoustic model by 
about 3% (from 36.7% to 35.8%). Based on these results, we 
decided to use context-sensitive grapheme models in our system.  

The Arabic language model (LM) is an interpolated model con-
sisting of a trigram LM, a class-based LM and a morphologically 
processed LM, all trained from a corpus of a few hundred thou-
sand words. We also built a compact language model for the 
hand-held system, where singletons are eliminated and bigram 
and trigram counts are pruned with increased thresholds. The LM 
footprint size is 10MB. 

There are two approaches for translation. The concept based ap-
proach uses natural language understanding (NLU) and natural 
language generation models trained from an annotated corpus. 
Another approach is the phrase-based finite state transducer 
which is trained using an un-annotated parallel corpus. 

A trainable, phrase-splicing and variable substitution TTS system 
is adopted to synthesize speech from translated sentences, which 
has a special ability to generate speech of mixed languages seam-
lessly [9]. In addition, a small footprint TTS is developed for the 
handheld devices using embedded concatenative TTS technolo-
gies.[10] 

Next, we will describe our approaches in automatic speech recog-
nition and machine translation in greater detail. 

 

3. AUTOMATIC SPEECH RECOGNITION 

A. Acoustic Models 
Acoustic models and the pronunciation dictionary greatly influ-
ence the ASR performance. In particular, creating an accurate 
pronunciation dictionary poses a major challenge when changing 
the language. Deriving pronunciations for resource rich languages 
like English or Mandarin is relatively straight forward using ex-
isting dictionaries or letter to sound models. In certain languages 
such as Arabic and Hebrew, the written form does not typically 
contain short vowels which a native speaker can infer from con-
text. Deriving automatic phonetic transcription for speech corpora 
is thus difficult. This problem is even more apparent when con-
sidering colloquial Arabic, mainly due to the large number of 
irregular dialectal words. 

One approach to overcome the absence of short vowels is to use 
grapheme based acoustic models. This leads to straightforward 
construction of pronunciation lexicons and hence facilitates 
model training and decoding. However, the same grapheme may 
lead to different phonetic sounds depending on its context. This 
results in less accurate acoustic models. For this reason we ex-
perimented with two other different approaches. The first is a full 
phonetic approach which uses short vowels, and the second uses 
context-sensitive graphemes for the letter "A" (Alif) where two 
different phonemes are used for "A" depending on its position in 
the word. 

Using phoneme based pronunciations would require vowelization 
of every word. To perform vowelization, we used a mix of dic-
tionary search and a statistical approach. The word is first 
searched in an existing vowelized dictionary, and if not found it is 
passed to the statistical vowelizer [11].  Due to the difficulties in 
accurately vowelizing dialectal words, our experiments have not 
shown any improvements using phoneme based ASR compared 
to grapheme based.  

Speech recognition for both the laptop and hand-held systems is 
based on the IBM ViaVoice engine. This highly robust and effi-
cient framework uses rank based acoustic scores [12] which are 
derived from tree-clustered context dependent Gaussian models. 
These acoustic scores together with n-gram LM probabilities are 
incorporated into a stack based search algorithm to yield the most 
probable word sequence given the input speech. 

The English acoustic models use an alphabet of 52 phones. Each 
phone is modeled with a 3-state left-to-right hidden Markov 
model (HMM). The system has approximately 3,500 context-
dependent states modeled using 42K Gaussian distributions and 
trained using 40 dimensional features. The context-dependent 
states are generated using a decision-tree classifier. The collo-
quial Arabic acoustic models use about 30 phones that essentially 
correspond to graphemes in the Arabic alphabet. The colloquial 
Arabic HMM structure is the same as that of the English model. 
The Arabic acoustic models are also built using 40 dimensional 
features. The compact model for the PDA has about 2K leaves 
and 28K Gaussian distributions.  The laptop version has over 3K 
leaves and 60K Gaussians. All acoustic models are trained using 
discriminative training [13]. 

B. Language Modeling   
Language modeling (LM) of the probability of various word se-
quences is crucial for high-performance ASR of free-style open-

 
   

 
 
Figure 2  IBM MASTOR system in Windows XP and Win-
dows CE 
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ended coversational systems. Our approaches to build statistical 
tri-gram LMs fall into three categories: 1) obtaining additional 
training material automatically; 2) interpolating domain-specific 
LMs with other LMs; 3) improving distribution estimation ro-
bustness and accuracy with limited in-domain resources. Auto-
matic data collection and expansion is the most straight-forward 
way to achieve efficient LM, especially when little in-domain 
data is available. For resource-rich languages such as English and 
Chinese, we retrieve additional data from the World Wide Web 
(WWW) to enhance our limited domain specific data, which 
shows significant improvement [6]. 

In Arabic, words can take prefixes and suffixes to generate new 
words which are semantically related to the root form of the word 
(stem). As a result, the vocabulary size in Arabic can become 
very large even for specific domains. To alleviate this problem, 
we built a language model on morphologically tokenized data by 
applying morphological analysis and hence splitting some of the 
words into prefix+stem+suffix, prefix+stem or stem+suffix forms. 
We refer the reader to [14] to learn more about the morphological 
tokenization algorithm. Morphological analysis reduced the vo-
cabulary size by about 30% without sacrificing the coverage. 

More specifically, in our MASTOR system, the English language 
model has two components that are linearly interpolated. The first 
one is built using in-domain data. The second component acts as a 
background model and is built using a very large generic text 
inventory that is domain independent. The language model counts 
are also pruned to control the size of this background model. The 
colloquial Arabic language model for our laptop system is com-
posed of three components that are linearly interpolated. The first 
one is the basic word tri-gram model. The second one is a class 
based language model with 13 classes that covers names for Eng-
lish and Arabic, numbers, months, days, etc. The third one is the 
morphological language model described above. 

4. SPEECH TRANSLATION 
A. NLU/NLG-based Speech Translation 

One of the translation algorithms we proposed and applied in 
MASTOR is the statistical translation method based on natural 
language understanding (NLU) and natural language generation 
(NLG). Statistical machine translation methods translate a sen-
tence W in the source language into a sentence A in the target 
language by using a statistical model that estimates the probabil-
ity of A given W, i.e. ( )WAp . Conventionally, ( )WAp  is opti-

mized on a set of pairs of sentences that are translations of one 
another. To alleviate this data sparseness problem and, hence, 
enhance both the accuracy and robustness of estimating ( )WAp , 

we proposed a statistical concept-based machine translation para-
digm that predicts A with not only W but also the underlying con-
cepts embedded in W and/or A. As a result, the optimal sentence 
A is picked by first understanding the meaning of the source sen-
tence W.  

Let C denote the concepts in the source language and S denote the 
concepts in the target language, our proposed statistical concept-

based algorithm should select a word sequence Â as 

( ) ( ) ( ) ( )








== ∑ WCpWCSpWCSApWApA
CSAA

,,,maxargmaxargˆ
,

 , 

where the conditional probabilities ( )WCp , ( )WCSp ,  and 

( )WCSAp ,,  are estimated by the Natural Language Understand-

ing (NLU), Natural Concept Generation (NCG) and Natural 
Word Generation (NWG) procedures, respectively. The probabil-
ity distributions are estimated and optimized upon a pre-annotated 
bilingual corpus. In our MASTOR system, ( )WCp  is estimated 

by a decision-tree based statistical semantic parser, and 
( )WCSp ,  and ( )WCSAp ,,  are estimated by maximizing the 

conditional entropy as depicted in [2] and [7], respectively. 

We are currently developing a new translation method that unifies 
statistical phrase-based translation models and the above 
NLU/NLG based approach. We will discuss this work in future 
publications. 

 

B. Fast and Memory Efficient Machine Translation Using SIPL 
Another translation method we proposed in MASTOR is based on 
the Weighted Finite-State Transducer (WFST). In particular, we 
developed a novel phrase-based translation framework using 
WFSTs that achieves both memory efficiency and fast speed, 
which is suitable for real time speech-to-speech translation on 
scalable computational platforms. In the proposed framework [15] 
which we refer to as Statistical Integrated Phrase Lattices (SIPLs), 
we statically construct a single optimized WFST encoding the 
entire translation model. In addition, we introduce a Viterbi de-
coder that can combine the translation model and language model 
FSTs with the input lattice efficiently, resulting in translation 
speeds of up to thousands of words per second on a PC and hun-
dred words per second on a PDA device. This WFST-based ap-
proach is well-suited to devices with limited computation and 
memory. We achieve this efficiency by using methods that allow 
us to perform more composition and graph optimization offline 
(such as, the determinization of the phrase segmentation trans-
ducer P) than in previous work, and by utilizing a specialized 
decoder involving multilayer search.  

During the offline training, we separate the entire translation lat-
tice H into two pieces: the language model L and the translation 
model M: 

( )( )( )WTPDetMinMinM ��=  

where �  is the composition operator, Min  denotes the 
minimization operation, and Det  denotes the determinization 
operation; T is the phrase translation transducer, and W is the 
phrase-to-word transducer. Due to the determinizability of P, M 
can be computed offline using a moderate amount of memory. 

The translation problem can be framed as finding the best path in 
the full search lattice given an input sentence/automaton I. To 
address the problem of efficiently computing LMI �� , we have 
developed a multilayer search algorithm. 

Specifically, we have one layer for each of the input FSM's: I, L, 
and M. At each layer, the search process is performed via a state 

traversal procedure starting from the start state 0s� , and consum-

ing an input word in each step in a left-to-right manner.  
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We represent each state s in the search space using the following 

7-tuple: Is , Ms , Ls , Mc , Lc , h
�

, prevs , where Is , Ms , and 

Ls record the current state in each input FSM; Mc and Lc  record 
the accumulated cost in L and M in the best path up to this point; 
h

�

 records the target word sequence labeling the best path up to 
this point; and prevs  records the best previous state. 

To reduce the search space, two active search states are merged 

whenever they have identical Is , Ms , and Ls values; the re-
maining state components are inherited from the state with lower 
cost.  In addition, two pruning methods, histogram pruning and 
threshold or beam pruning, are used to achieve the desired bal-
ance between translation accuracy and speed. 

To provide the decoder for the PDA devices as well that lacks a 
floating-point processor, the search algorithm is implemented 
using fixed-point arithmetic. 

 
 

5. CONCLUSION 
We described the framework of the IBM MASTOR system, the 
various technologies used in building major components for lan-
guages with different levels of data resources. The technologies 
have shown successes in building real-time S2S systems on both 
laptop and small computation resource platforms for two lan-
guage pairs, English-Mandarin Chinese, and English-Arabic dia-
lect. In the latter case, we also developed approaches which lead 
to very rapid (in the matter of 3-4 months) development of sys-
tems using very limited language and domain resources. We are 
working on improving spontaneous speech recognition accuracy 
and more naturally integrating two translation approaches.  
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