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Universitat Politècnica de Catalunya, Barcelona
{jmcrego|agispert|canton}@gps.tsc.upc.es

Abstract
This paper provides a description of TALP-Ngram, the
tuple-based statistical machine translation system devel-
oped at the TALP Research Center of the UPC (Univer-
sitat Politècnica de Catalunya). Briefly, the system per-
forms a log-linear combination of a translation model and
additional feature functions. The translation model is es-
timated as an N-gram of bilingual units called tuples, and
the feature functions include a target language model, a
word penalty, and lexical features, depending on the lan-
guage pair and task.

The paper describes the participation of the system
in the second international workshop on spoken lan-
guage translation (IWSLT) held in Pittsburgh, October
2005. Results on Chinese-to-English and Arabic-to-
English tracks using supplied data are reported.

1. Introduction and overview of the system

During the last several years, statistical machine trans-
lation (SMT) has gained much attention within the re-
search community. This is mainly due to its relatively
easy development in terms of human effort, its robustness
in face of non-grammatical input data (such as recog-
nised speech), and its good results against rule-based and
transfer-based approaches.

The statistical approach to machine translation is
based on the assumption that every sentence t in the target
language is a possible translation of a given sentence s in
the source language, and the main difference between two
translation hypotheses is a probability assigned to each,
which is to be learned from a bilingual corpus. The first
SMT systems were based on the noisy channel approach
on a word-based basis, modeling the translation of a tar-
get language sentence t given a source language sentence
t as a translation model probability p(s|t) times a target
language model probability p(t) [1].

Recently, word-based translation models have been
replaced by phrase-based translation models [2, 3], which
are estimated from aligned bilingual corpora by using rel-
ative frequencies.

On the other hand, according to the maximum en-
tropy framework [4], we can define the translation hy-
pothesis t given a source sentence s, as the target sen-

tence maximizing a log-linear combination of feature
functions, as described in the following equation:

t̂I1 = arg max
tI

1

{

M
∑

m=1

λmhm(sJ
1 , tI1)

}

(1)

where λm correspond to the weighting coefficients of
the log-linear combination, and the feature functions
hm(s, t) to a logarithmic scaling of the probabilities of
each model.

Following this approach, the translation system de-
scribed in this paper implements a log-linear combina-
tion of one translation model and four additional fea-
ture models. In contrast with standard phrase-based ap-
proaches, our translation model is expressed in tuples as
bilingual units. Given a word alignment, tuples define
a unique and monotonic segmentation of each bilingual
sentence, building up a much smaller set of units than
with phrases and allowing N-gram estimation to account
for the history of the translation process [5, 6]. This ap-
proach has its origins in SMT by using finite state trans-
ducers [7, 8, 9].

The organization of the paper is as follows. Section
2 describes in detail the tuple n-gram translation model,
while section 3 introduces the additional features used in
the system. Section 4 provides a brief overview of the
decoding tool and search strategy used. Next, sections
5 and 6 report and discuss results on IWSLT’05 Chinese-
to-English and Arabic-to-English tracks, respectively. Fi-
nally, Section 7 concludes and outlines future research
lines.

2. The Tuple N-gram translation model

The tuple N-gram translation model is a language model
of a particular language composed by bilingual units
which are referred to as tuples. This model approximates
the joint probability between source and target languages
by using N-grams as described by the following equation:

p(sJ
1 , tI1) = · · · = (2)

K
∏

i=1

p((s, t)i|(s, t)i−N+1, ..., (s, t)i−1) (3)



where (s, t)i refers to the ith tuple of a given bilingual
sentence pair, which is segmented into K tuples. It is im-
portant to notice that, since both languages are linked up
in tuples, the context information provided by this trans-
lation model is bilingual.

Tuples are extracted from a word-to-word aligned
corpus according to the following constraints [10]:

• a monotonic segmentation of each bilingual sen-
tence pair is produced

• no word inside the tuple is aligned to words outside
the tuple

• no smaller tuples can be extracted without violating
the previous constraints

As a consequence of these constraints, only one seg-
mentation is possible for a given parallel sentence pair
and a word alignment. Usually, automatic word-to-word
alignments are generated in both source-to-target and
target-to-source directions by using GIZA++ [11], and
tuples are usually extracted from the union set of align-
ments. However, in section 5 results are also reported
when extracting tuples with the alignment from source-
to-target direction. Figure 1 presents a simple example
illustrating the tuple extraction process.

I would like NULL to have a huge ice−cream

NULL quisiera ir a comer un helado gigante
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Figure 1: Example of tuple extraction from an aligned
bilingual sentence pair.

Once tuples have been extracted, the tuple vocabulary
can be pruned by using histogram counts, thus keeping
the N most frequent tuples sharing the same source side.
Given the reduced size of the supplied IWSLT data, this
pruning was not found necessary. Then, the tuple N-gram
model can be trained by using any Language Modeling
toolkit.

2.1. Tuples with NULL in source

An important issue regarding tuple definition and extrac-
tion is the fact that some words linked to NULL end up
producing tuples with NULL source sides, as with tuple
t3 from figure 1. Since no NULL is actually expected
to occur in translation inputs, this kind of tuple cannot

be allowed. Therefore, the target side of the tuple is at-
tached to either the previous or the next tuple in the tuple
sequence.

In order to decide to which tuple is attached the
’source-nulled’ tuple, as a baseline option we link the
tuple to the following tuple. However, an improved
technique has been developed which incorporates IBM-1
probabilities, deciding for the segmentation with higher
probability.

This technique incorporates both segmentations
(where the target word of the source-nulled tuple is at-
tached to the previous and the next tuple).

In order to score each segmentation, both tuples (next
and previous) are taken into account, computing the sum
of an IBM-1 weight for each tuple. This weight is com-
puted as follows:

1

I

J
∏

j=1

I
∑

i=0

pIBM1(t
i|sj)pIBM1′(ti|sj) (4)

where s and t are the source and target tuple sides, I and
J their length in words and IBM1′ stands for the re-
versed IBM model 1. Finally, the sum with the best score
defines the best segmentation.

2.2. Embedded words

Another important issue regarding the tuple-based trans-
lation model is the existence of embedded words. Given
the constraints and the sequentiality defining the tuples,
it may happen that a certain amount of single-word trans-
lation probabilities are left out of the model. This occurs
for those words always appearing embedded into tuples
containing two or more words. Consider for example the
word “ice-cream” from figure 1. As seen from the figure,
“ice-cream” appears embedded into tuple t6. If a sim-
ilar situation is encountered for all occurrences of “ice-
cream” in the training corpus then no translation prob-
ability for an independent occurrence of such word will
exist.

To overcome this problem, the tuple N-gram model is
enhanced by incorporating 1-gram translation probabili-
ties for all the embedded words detected during the tuple
extraction step [9]. These 1-gram translation probabili-
ties are computed from the intersection of both source-
to-target and target-to-source alignments.

2.3. Tuple unfolding

When dealing with pairs of languages with very non-
monotonic alignments, such as Chinese and English, the
sequentiality contraint may lead to an unpractical tuple
length and excessive amount of embedded words. In this
case, it is more reasonable to allow for a certain reorder-
ing in the training data. This means that the tuples are
broken into smaller tuples, and these are sequenced in
the order of the target words.



In order not to lose the information on the correct or-
der, the decoder performs then a reordered search, which
is guided by the N-gram model of the unfolded tuples
and the additional feature models. On the other hand, the
tuple unfolding process highly reduces the effect of em-
bedded words [12]. Figure 2 shows an example of tuple
unfolding compared to the monotonic extraction. The un-
folding technique produces a different bilingual N-gram
language model with reordered source words.

Figure 2: Example of tuple and unfolded (target-
reordered) tuple extraction.

3. Additional feature models

As additional feature functions to better guide the trans-
lation process, TALP incorporates the following models:

• a target language model

• a word penalty model

• a source-to-target lexicon model

• a target-to-source lexicon model

3.1. Target language model

The first of these feature functions is a standard target
language model, estimated as an N-gram over the target
words, as expressed by this equation:

pLM (tk) ≈

k
∏

n=1

p(wn|wn−2, wn−1) (5)

where tk refers to the partial translation hypothesis and
wn to the nth word in it.

Although this model could be trained from a larger
monolingual data set, this has not been done for
IWSLT’05 experiments, which use as target text the same
amount of data used as parallel text. As with the tuple
translation model, the SRI Language Modeling toolkit
was used.

Usually, this feature function is accompanied by a
word penalty model. This model introduces a sentence
length penalty in order to compensate the system’s pref-
erence for short target sentences, caused by the presence
of the previous target language model. This penalization
depends on the total number of words contained in the
partial translation hypothesis, and it is computed as fol-
lows:

pWP (tk) = exp(number of words in tk) (6)

where, again, tk refers to the partial translation hypothe-
sis.

3.2. Lexicon models

Finally, the third and fourth feature functions correspond
to source-to-target and target-to-source lexicon models.
These models use IBM model 1 translation probabilities
to compute a lexical weight for each tuple, which ac-
counts for the statistical consistency of the pairs of words
inside the tuple. These lexicon models are computed ac-
cording to the following equation:

pIBM1((t, s)n) =
1

(I + 1)J

J
∏

j=1

I
∑

i=0

p(tin|s
j
n) (7)

where sj
n and tin are the jth and ith words in the source

and target sides of tuple (t, s)n, being J and I the corre-
sponding total number words in each side of it.

To compute the forward lexicon model, IBM model 1
lexical parameters from GIZA++ source-to-target align-
ments are used. In the case of the backward lexicon
model, GIZA++ target-to-source alignments are used in-
stead.

4. N-gram based Decoding

For decoding given the combination of models presented
above, we used MARIE, a decoder implemeting a beam
search strategy with distortion (or reordering) capabilities
developed at the TALP Research Center [13]. For effi-
cient pruning of the search space, several pruning tech-
niques are used, such as:

• Threshold pruning: Hypotheses with lower scores
than a certain threshold are eliminated.

• Histogram pruning: Only the K-best ranked hy-
potheses are kept at each search list of states (cov-
ering the same words of the input sentence).

• Hypothesis recombination: At each step of the
search, two or more hypotheses are recombined if
they agree in both the present tuple and the tuple
N-gram history.



When allowing for reordering, the pruning strategies
are not enough to reduce the combinatory explosion with-
out an important loss in translation performance. For this
purpose, two reordering strategies are used:

• A distortion limit (m): Any source word (phrase or
tuple) is only allowed to be reordered if it does not
exceed a distortion limit, measured in words.

• A reordering limit (j): Any translation path is only
allowed to perform j reordering jumps.

The use of reordering strategies implies a necessary
trade-off between quality and efficiency. Further details
of these reordering strategies are given in the experiments
reported in section 5.

5. IWSLT’05 Experiments

The presented system has been evaluated in the frame-
work of the second International Workshop on Spoken
Language Translation (IWSLT’05). In the workshop, an
Evaluation Campaign has been conducted for five transla-
tion directions. Moreover, four different tracks per direc-
tion have been proposed, namely using only the supplied
corpus (supplied) and allowing the use of NLP tools, ad-
ditional public data and additional proprietary data, re-
spectively.

TALP has participated in the Chinese-to-English and
Arabic-to-English supplied tracks. Next, details on these
experiments are presented.

5.1. Corpus and preprocessing

Preprocessing is an optional and language-dependent
stage, according to the availability of resources. A mi-
nor preprocessing step was carried out in both translation
tasks. As evaluation is performed without punctuation
marks, we experimented with training without punctua-
tion, but this was discarded as results were equal to or
worse than leaving punctuation until a final output post-
processing.

Tables 1 and 2 show the main statistics of the supplied
data, namely number of sentences, words, vocabulary,
and maximum and average sentence lengths for each lan-
guage, respectively. A development set of 1006 sentences
was also supplied, together with 16 reference English
translations (CSTAR03 plus IWSLT04 test sets). Note
that Arabic′ refers to the statistics of the re-tokenized
Arabic corpus as explained in Section 5.2.

5.2. Training details

The training of the system is comprised of several stages
with the objective of building the four models used by the
system.

supplied sent. words voc. Lmax Lavg

Train set
Chinese 176,199 8,687 68 8.81
English

20,000
182,257 7,316 75 9.11

Development set
Chinese 1006 7,309 1,384 62 7.27
Test set
Chinese 506 3,743 963 56 7.4

Table 1: Chi-Eng supplied corpus statistics. There are
257 and 155 unseen words in the dev and test sets.

supplied sent. words voc. Lmax Lavg

Train set
Arabic 131,712 25,186 50 6.59
Arabic’ 20,000 180,477 15,956 70 9.02
English 182,257 7,316 75 9.11
Development set
Arabic 5,291 2,353 50 5.26
Arabic’

1006
7,217 1,884 68 7.17

Test set
Arabic 2,607 1,387 46 5.13
Arabic’

506
3,632 1,179 57 7.15

Table 2: Ara-Eng supplied (and re-tokenized) corpus
statistics. There are 303 and 146 unseen words in the
re-tokenised dev and test sets.

The histograms in Figure 3 show the number of tuples
found in the corpus over the tuple size for both translation
tasks.
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Figure 3: Number of tuples found in training over the
tuple size for each translation task.

The preprocessing stage was only performed on the
Arabic side of the corpus, and apart from standard punc-
tuation marks, it aims at separating prefixes (such as the
article) that would highly increase the vocabulary size if
considered as parts of words. In detail, we produce a hard



separation of all words starting with È@ and ÈAK. (as H. +
È@), in order to separate articles from words. Note that this
process is neither guided by tagging information (it does
not use any tagging software) nor complete (several other
Arabic particles are usually attached to words). However,
it already produces a significative vocabulary reduction,
leading to improved performance.

During word alignment, IBM model 1 tables are used
directly to compute the lexicon feature. Finally, in order
to learn the target and the tuples language models we used
SRILM [14]. All models were learnt using interpolation
of higher and lower order n-grams with Knesser-Ney [15]
smoothing.

5.3. Development work

Several configurations were tested on the development
set optimizing BLEU, namely baseline and three alter-
natives. Results are shown in table 3.

The baseline configuration system is built using:

• The union alignment [11] to extract unfolded tuples
and the intersection to solve embedded words.

• All source-nulled tuples are linked the the target
word of the next tuple.

• The order of the target and the translation Ngram
language models is set to 4 and 3, respectively.

• The reordering parameters of the decoder are fixed
to m = 5 and j = 3 for the Chinese-to-English
task, and m = 3, j = 3 for the Arabic-to-English
task. This settings suppose a necessary trade-off
between quality and efficiency. As reordering is
not so critical in the Arabic task and does not pro-
duce any big improvement in quality, a smaller dis-
tortion distance limit is used.

• The unfolding procedure detailed in section 2.3.

zh2en BLEU NIST mWER PER
baseline 0.358 6.67 46.77 39.75
4grBM 0.357 7.03 47.45 40.01
NULLibm 0.365 7.50 47.47 40.16
sAt 0.384 7.45 48.63 41.77

ar2en BLEU NIST mWER PER
baseline 0.554 9.12 30.78 26.76
4grBM 0.553 9.09 30.87 26.83
NULLibm 0.554 9.13 30.64 26.70
sAt 0.573 7.84 30.94 28.12

Table 3: Evaluation results (development set) when opti-
mizing BLEU in both translation tasks.

Three alternative configurations have been studied.
In 4grBM the order of the translation Ngram language

model is increased to 4. In NULLibm, the 4grBM
configuration is improved by solving source-nulled tu-
ples following the method described in 2.1. Finally,
the NULLibm configuration is further extended in sAt,
where the source-to-target alignment is also used for tu-
ple extraction (together with the union). This way, the
tuple language model is learnt from the concatenation of
those tuples extracted from the union alignment and those
from the source-to-target alignment.

Even though the use of 4grBM does not seem to
produce any change in quality, we decided to include
this in our experiments based on previous development
work with a different BLEU score implementation (used
in IWSLT’04), where significant improvements were ob-
tained when compared to the baseline.

In the Chinese-to-English task (zh2en), the best
BLEU results are obtained when using the sAt config-
uration, which is built using all the additional features
(4-grams in the bilingual LM, solving source-nulled tu-
ples using the IBM-1 lexicon model, and making use of
the additional source-to-target alignment).

On the contrary, the Arabic-to-English task (ar2en)
does not seem to take advantage from any of the addi-
tional features except for the introduction of the source-
to-target alignment in sAt.

We observe a clear contradiction regarding BLEU
and the other scores when adding the source-to-target
alignemnt sAt in both translation tasks (see the increase
in mWER for zh2en and decrease in NIST for ar2en).
Trying to understand this situation, we performed a
mWER optimization using two configurations, sAt and
NULLibm. Results are shown in table 4.

zh2en BLEU NIST mWER PER
NULLibm 0.349 5.94 46.01 39.72
sAt 0.368 5.70 45.03 39.28

ar2en BLEU NIST mWER PER
NULLibm 0.551 9.13 30.63 26.70
sAt 0.546 9.05 30.91 27.15

Table 4: Evaluation results (development set) when opti-
mizing mWER in both translation tasks.

When optimizing mWER (see Table 4), the Chinese-
to-English task shows a clear improvement when us-
ing sAt (measured in mWER and BLEU) at the cost of
a lower NIST scores. While in the Arabic-to-English
task, a very slight improvement is achieved (measured in
mWER) while worst scores are obtained for both BLEU
and NIST.

To outline this contradiction, four different test set
runs were submitted for each language pair, namely
the optimizations of BLEU and mWER for both the
NULLibm and sAt configurations. As primary submis-
sion, we selected the sAt configuration with weights op-



timized maximizing BLEU. The secondary submission
consists of the NULLibm configuration with weights op-
timized minimizing mWER.

The optimizations were performed using an in-house
developed tool based on the simplex method [16].

5.4. Test set results

The evaluation scores of the TALP-Ngram system (pri-
mary and secondary submissions), obtained in both trans-
lation tasks are shown in table 5. In Table 6 different
implementations of mWER and PER scores are used for
development and test sets.

zh2en BLEU NIST mWER PER
primary 0.444 8.40 48.23 40.79
secondary 0.434 6.89 47.24 39.49

ar2en BLEU NIST mWER PER
primary 0.533 6.541 39.93 36.77
secondary 0.514 8.467 38.78 33.76

Table 5: Results obtained by the TALP-Ngram system in
both translation tasks. Two runs were submitted for each
task.

As it can be observed, the BLEU and NIST scores
are correlated for both dev and test sets in the zh2en task,
both improving in the primary run. However, they are
incorrelated for both dev and test sets in the ar2en task.

6. Discussion

When studying the test results, we can note that the Chi-
nese test set seems to be ’easier’ to translate than the
development (obtaining higher scores), whereas the ef-
fect is opposite in the case of Arabic. This behaviour
could easily be explained by the nature of the data. How-
ever, when comparing the two TALP systems which com-
peted in the same tracks and under the same conditions
(TALP-Ngram and TALP-Phrase [17]), a surprisingly
different behaviour between development and test can
be found. Regarding development results, the TALP-
Ngram system improves the performance of the TALP-
Phrase system (table 6) in the Chinese-to-English task
(0.384 > 0.373), while it achieves the same score in the
Arabic-to-English task (0.573 ≈ 0.572), both measured
in BLEU. However, regarding the test set, the TALP-
Ngram system is clearly beaten by the TALP-Phrase sys-
tem in both tasks (0.444 < 0.452 in Chinese-to-English,
and 0.533 < 0.573 in Arabic-to-English). Experiments
have been conducted in order to find out the reason ex-
plaining this different behaviour.

The results obtained by both systems are shown (pri-
mary submissions are only discussed) in table 6.

The same decoder (MARIE [13]), optimization
tool [16] and additional models (target 4-gram LM, IBM-

System (zh2en) BLEU NIST mWER PER

Ngram (dev) 0.384 7.45 48.63 41.77
Ngram (test) 0.444 8.40 48.23 40.79
Phrase (dev) 0.373 6.90 46.54 39.01
Phrase (test) 0.452 7.97 45.91 37.96

System (ar2en) BLEU NIST mWER PER

Ngram (dev) 0.573 7.84 30.94 28.12
Ngram (test) 0.533 6.54 39.93 36.77
Phrase (dev) 0.572 9.87 30.50 26.39
Phrase (test) 0.573 9.33 35.00 30.30

Table 6: Results obtained by the two TALP systems par-
ticipating in IWSLT’05 (on dev and test sets) in both
translation tasks. Note that mWER and PER scores
are computed using different implementations in devel-
opment and test. Test scores are all computed using the
IWSLT’05 official scores.

1 lexicon model, reordering model, word penalty) were
used in both systems. Furthermore, the same additional
tokenization was performed on the Arabic source side
of the corpus. Differences are found on the bilingual
units used (tuples versus phrases), their translation mod-
els (Ngram LM versus relative frequencies), and two
additional models used by the TALP-Phrase system (a
phrase penalty and a relative frequency translation model
computed from target to source).

Comparing the model weights obtained by both sys-
tems after the optimization (shown in table 7), we can see
how the TALP-Ngram system does not make use of any
of the IBM-1 lexicon models in the Arabic-to-English
translation task.

zh2en ar2en
Model Phrase Ngram Phrase Ngram
TM 5.23 2.00 4.40 1.05
WP 1.90 1.86 2.23 0.51
RM 0.17 0.09 1.27 0.17
IBM1 0.07 0.08 0.03 0.02
IBM1’ 0.24 0.41 0.32 0.03
TM’ 1.15 - 1.00 -
PP 1.06 - 0.42 -

Table 7: Model weights used by the TALP Phrase and
Ngram systems in primary runs. Bilingual model weights
are always set to 1, and the rest of weights are (from top
to bottom): target LM, word penalty, reordering model,
IBM-1 lexicon models (source-to-target and target-to-
source), target-to-source bilingual model (computed us-
ing relative frequencies) and phrase penalty.

For cross-validation, the development was divided
into two subsets (dev1, ie. 500 CSTAR’03 sentences
and dev2, ie. 506 IWSLT’04 sentences), and optimiza-



tions were performed with each dev subset, evaluating
on the test set. Results are shown in table 8. As it can
be seen, the tendency remains the same when optimizing
with dev1, dev2 or fulldev, leading to a surprising de-
crease in Arabic-to-English performance in the test set.

task optim. eval. system BLEU

dev1 dev2 Ngram 0.376
dev1 dev2 Phrase 0.372zh2en
dev1 test Ngram 0.453
dev1 test Phrase 0.441
dev2 dev1 Ngram 0.392
dev2 dev1 Phrase 0.391zh2en
dev2 test Ngram 0.446
dev2 test Phrase 0.453

dev1 dev2 Ngram 0.556
dev1 dev2 Phrase 0.548ar2en
dev1 test Ngram 0.523
dev1 test Phrase 0.566
dev2 dev1 Ngram 0.582
dev2 dev1 Phrase 0.574ar2en
dev2 test Ngram 0.535
dev2 test Phrase 0.562

Table 8: BLEU score computed over different sets opti-
mizing with different dev sets.

A further comparison was performed in terms of the
units used when translating development and test sets.
The experience of the authors is that in many cases, trans-
lation errors are related to tuples with NULL in the target
side. Therefore, table 9 studies the number of these units
used in translating the dev and test sets. However, no rele-
vant difference can be observed. As the development size
is approximately double the test size, the same happens
with tuples to NULL.

zh2en tpl2NULL %1gr
dev 1396 38.9
test 643 36.4

ar2en tpl2NULL %1gr
dev 1554 38.4
test 833 36.9

Table 9: Number of translation units used with NULL in
the target side, and the percentage of these units trans-
lated as 1grams.

The percentage of these tuples which are unigrams
(uncontextual, and usually leading to errors) is also simi-
lar. Therefore, no conclusion can be drawn.

Table 10 shows the number of tuples used as 1-
grams, 2-grams, 3-grams and 4-grams by the TALP-
Ngram in both translation tasks regarding development
and test sets. Again, no special difference is found in the

zh2en 1gr 2gr 3gr 4gr
dev 2818 2786 789 325
test 1286 1396 486 286

ar2en 1gr 2gr 3gr 4gr
dev 2275 2792 1013 495
test 1165 1426 524 255

Table 10: Ngrams used by the TALP-Ngram system in
both translation tasks when translating the development
and test sets.

zh2en ar2en
system set words words
Ngram dev 5581 4983
Phrase dev 5325 5647
Ngram test 2913 2421
Phrase test 2810 2750

Table 11: Number of words output by the TALP-Ngram
and TALP-Phrase systems in both translation tasks when
translating the development and test sets.

Arabic test, being the figures approximately the double as
with the dev set.

Additionally, Table 11 presents the number of out-
put words produced by the TALP-Ngram and TALP-
Phrase systems, as our experience is that differences in
length may produce differences in BLEU score. How-
ever, whereas the TALP-Phrase always produces shorter
outputs in Chinese-to-English, the behaviour is opposite
in Arabic, without inconsistencies between dev and test.

Therefore, we have not yet found a reason to explain
the difference in performance regarding development and
test sets (perhaps just an artifact of the corpora?). Further
research should be conducted to explain such a behaviour.

Another point of discussion is the optimization pro-
cedure. It seems to be a weak point of current SMT
systems. The use of optimization algorithms like sim-
plex [16] showed to be effective when applied over spaces
with two or three dimensions. Current SMT systems are
built using more than four additional models which have
to be optimized at the same time.

Optimization over spaces with many dimensions con-
veys a lot of local maxima, which are typically solved
through a limited number of restarts. This situation
makes the final optimization highly dependent of the ini-
tial point, which is very often chosen almost randomly.

7. Conclusion and further work

In this paper we have presented the TALP Ngram-based
statistical machine translation system (TALP-Ngram).
Description and training details have been shown for the
IWSLT’05 evaluation workshop, consisting of a Chinese-



to-English and an Arabic-to-English translation tasks.
Two configurations have been submitted for each

translation task in order to outline the contradiction be-
tween BLEU and mWER, and the contradiction between
BLEU and NIST (clearly unexpected as both account for
a weighted match of word Ngrams).

Results have been presented, highlighting the strong
differences in behaviour found between the development
and test sets, when compared to another participating sys-
tem (TALP-Phrase).

Future work is necessary to overcome problems such
as the occurrence of NULL words in the translation
units and the optimization process with high dimensional
spaces.
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