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Abstract

This paper studies the impact of automatic sentence segmen-
tation and punctuation prediction on the quality of machine
translation of automatically recognized speech. We present
a novel sentence segmentation method which is specifically
tailored to the requirements of machine translation algo-
rithms and is competitive with state-of-the-art approaches for
detecting sentence-like units. We also describe and compare
three strategies for predicting punctuation in a machine trans-
lation framework, including the simple and effective implicit
punctuation generation by a statistical phrase-based machine
translation system. Our experiments show the robust perfor-
mance of the proposed sentence segmentation and punctua-
tion prediction approaches on the IWSLT Chinese-to-English
and TC-STAR English-to-Spanish speech translation tasks in
terms of translation quality.

1. Introduction

In recent years, machine translation (MT) research groups
have increasingly considered translating speech as recog-
nized by an automatic speech recognition (ASR) system. Al-
most all state-of-the-art ASR systems recognize sequences
of words, neither performing a proper segmentation of the
output into sentences or sentence-like units (SUs), nor pre-
dicting punctuation marks. Usually, only acoustic segmenta-
tion into utterancesis performed. These utterances may be
very long, containing several sentences. Most MT systems
are not able to translate such long utterances with an accept-
able level of quality because of the constraints of the involved
algorithms. Examples of such constraints include reorder-
ing strategies with exponential complexity with regard to the
length of the input sequence, or parsing techniques which as-
sume the input to be a more or less syntactically correct sen-
tence. The user of an MT system usually expects to see read-
able sentences as the translation output, with proper punctu-
ation inserted according to the conventions of the target lan-
guage.

Given this situation, algorithms are needed for automatic
segmentation of the ASR output into SUs and for punctuation
prediction. The latter can be performed either in the source
or in the target language. In this paper we present a novel

approach to sentence segmentation and compare three differ-
ent strategies for punctuation prediction in the framework of
statistical MT. In one of these approaches, the punctuation
prediction is integrated with the translation process. We also
show experimentally that sentence segmentation can be per-
formed automatically without significant negative effects on
the translation quality.

The paper is organized as follows. In section 2, we give
a short overview of the published research on SU bound-
ary detection and punctuation prediction. Section 3 presents
some details of the statistical phrase-based MT system we
use, followed by Section 4 describing the different strategies
for punctuation prediction involving this MT system. In Sec-
tion 5, we describe in detail a novel algorithm for automatic
sentence segmentation which was designed especially for the
needs of machine translation. Finally, Section 6 describes the
experimental results, followed by a summary.

2. Related Work

Previous research on sentence boundary detection and punc-
tuation prediction mostly concentrated on annotating the
ASR output as the end product delivered to the user. Most
authors tried to combine lexical cues (e. g. language model
probability) and prosodic cues (pause duration, pitch, etc.)
in a single framework in order to improve the quality of sen-
tence boundary prediction [5]. A maximum entropy model
[2] or CART-style decision trees [3] are often used to com-
bine the different features. Various levels of performance
are achieved depending on the task, but predicting SUs (i. e.
complete or incomplete sentences) is reported to be signif-
icantly easier than predicting specific types of punctuation,
such as commas and question marks.

Recently, [4] performed automatic punctuation restora-
tion in order to translate ASR output for the TC-STAR 2006
evaluation. In this approach, the segments are already known
and each segment is assumed to end with a period so that
only commas are predicted. A comma is restored only if the
bigram or trigram probability of a comma given the context
exceeds a certain threshold. We are not aware of any other
published work dealing with the detection of SU boundaries
and punctuation in the context of machine translation.
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3. Phrase-based MT system of RWTH

In this section we will briefly present the statistical MT sys-
tem which we use in the experiments for this work. We
will denote the (given) source sentence withfJ

1 = f1 . . . fJ ,
which is to be translated into a target language sentence
eI
1 = e1 . . . eI .

Our baseline system maximizes the translation probabil-
ity directly using a log-linear model [9]:

p(eI
1|fJ

1 ) =
exp

(∑M
m=1 λmhm(eI

1, f
J
1 )

)

∑
ẽI
1

exp
(∑M

m=1 λmhm(ẽI
1, f

J
1 )

) , (1)

with a set of different featureshm, scaling factorsλm and the
denominator a normalization factor that can be ignored in the
maximization process. We choose theλm by optimizing an
MT performance measure on a development corpus using the
downhill simplex algorithm.

The most important models in equation (1) are phrase-
based models in both source to target and target to source
directions. In order to extract these models, an alignment
between a source sentence and its target language transla-
tion is found for all sentence pairs in the training corpus us-
ing the IBM-1, HMM and IBM-4 models in both directions
and combining the two obtained alignments [10]. Given this
alignment, an extraction of contiguous phrases is carried out
and their probabilities are computed by means of relative fre-
quencies [13].

Additionally we use single word based lexica in source
to target and target to source direction. This has the effect
of smoothing the relative frequencies used as estimates of
the phrase probabilities. The phrase-based and single word
based probabilities thus yield 4 features of the log-linear
model. Another important feature in the log-linear model is
the language model, ann-gram language model with Kneser-
Ney smoothing. A length and a phrase penalty are the last
models in the set of the seven basic models which are used
in the system.

4. Sentence Segmentation and Punctuation
Prediction in an MT framework

The issue of sentence segmentation arises when translating
ASR output. It is important to produce translations of sen-
tences or sentence-like units to make the MT output human-
readable. At the same time, sophisticated speech translation
algorithms (e. g. ASR word lattice translation, rescoring and
system combination algorithms for (N-best) output of one or
several SMT systems) may require that the number of words
in the input source language SUs is limited to about 30 or 40
words.

Figure 1 depicts three alternative strategies for predicting
segment boundaries and punctuation in the process of ma-
chine translation of automatically recognized speech. We
have investigated each strategy in our experiments. In all

SUs SUs
SUs +
punctuation

SUs

wird es besser

when did you say
it will be better

when, did you say,
will it be better?

when, did you say,
will it be better?

wird es besser?wird es besser

target language

prediction
punctuation

wann sagten Sie wann sagten Sie wann, sagten Sie,

speech SU boundary

detection

source

language

punctuation

prediction

MT3MT1 MT2

ASR

Figure 1: Three different strategies for predicting punctua-
tion in the process of speech recognition and machine trans-
lation.

three cases, we begin by taking the raw output of an ASR sys-
tem, which is a long sequence of words. The sentence seg-
mentation algorithm, which will be described in Section 5, is
applied to produce sentence-like units of the length accept-
able both to humans and as input to an MT system.

Although it is possible to predict punctuation marks in
an unsegmented text and then use the automatically inserted
periods, question marks, and exclamation marks as segment
boundaries, our experiments show that this approach leads
to poor segmentation results. It is much easier to predict a
segment boundary (considering lexical and also prosodic fea-
tures like the pause length) than to predict whether a specific
punctuation mark has to be inserted or not at a given word po-
sition in the transcript. In the context of machine translation,
separating sentence segmentation and punctuation prediction
also allows for more flexible processing of the determined
segments. Here, we are interested in having proper punctua-
tion in the target language translation and thus may want to
predict punctuation marks in the target language, where the
rules and conventions for punctuation may be different from
the source language.

Starting by performing sentence segmentation of the
ASR output in the source language, we followed three dif-
ferent approaches with the goal of having punctuation in
the target language translations (Figure 1). For each of the
approaches, we extracted three different types of bilingual
phrase pairs based on the same word alignment between the
bilingual sentence pairs in the training data. Thus, three MT
systems were created. They will be described in the follow-
ing subsections.
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4.1. Phrase-based MT without Punctuation Marks

In the first systemMT1 we removed punctuation marks from
the source and the target training corpus, adjusting the in-
dices of the alignment accordingly. Thus, the phrases ex-
tracted using the modified training corpora and alignment do
not contain punctuation marks. With this system, the target
language translation of the ASR output also does not contain
punctuation marks. Punctuation marks have to be inserted
based on the lexical context in the automatically produced
translation, e.g. using a hidden-event target language model
and the method of [12].

The advantage of this method is the possibility to opti-
mize the parameters of the MT system with the goal of im-
proving the lexical choice independent of any punctuation
marks. Also, the absence of punctuation marks allows for
better generalization and longer matches of bilingual phrase
pairs (see also Section 4.3).

One drawback of the approach is that the punctuation
marks then have to be predicted using only language model
information. Moreover, this prediction is performed on the
translation hypotheses which may contain errors with respect
to both word choice and word order. In the current state of
technology, these errors are much more numerous than the
speech recognition errors. The presence of these errors may
result in poor quality of the automatically predicted punctu-
ation. Another drawback is that any prosodic features which
are characteristic to a certain punctuation type (e.g. the pitch
at the end of a question) cannot be directly used in the target
language punctuation prediction. Transferring these features
as the annotation of the translation hypothesis may be pos-
sible, but is complicated due to the reordering performed in
MT.

4.2. Implicit Punctuation Mark Prediction in the MT
process

The second systemMT2 was created by removing punctua-
tion marks only from each source language training sentence,
together with their alignment connections to the words in the
corresponding target sentence. Thus, the punctuation marks
in the target sentence which had been aligned with punc-
tuation marks in the source sentence became non-aligned.
Next, in the phrase extraction phase, for the same sequence of
words followed or preceded by a punctuation mark, two dif-
ferent phrase pairs were extracted, one containing the target
phrase with the punctuation mark, and one with the punctua-
tion mark omitted from the target phrase. In the example in
Figure 1, this would mean that e. g. for the phrasesagten
Sie the MT system would memorize four translations:

did you say
, did you say

did you say ,
, did you say ,

With this heuristic, target phrases with punctuation marks
compete with phrases without punctuation marks in the

search, and the language model and other features help to se-
lect the best hypothesis (see Section 3). It is also possible to
optimize the scaling factors of the models involved in the MT
system to obtain the best translation performance as mea-
sured using reference translations with punctuation marks.
This aspect makes the approach more robust than the one
where punctuation marks are predicted using only the target
language model, in a postprocessing step. In practical terms,
this implicit approach is easy to use, since it requires nei-
ther preprocessing nor postprocessing with respect to punc-
tuation. This is especially of advantage when taking alterna-
tive ASR hypotheses (e. g. ASR word lattices) as input for
MT.

Alternatively, the systemsMT1 andMT2 can be trained
“from scratch” by removing punctuation marks from the
source and target training corpora or only the source train-
ing corpus, respectively, and then performing the word align-
ment training and phrase extraction. This may improve the
alignment estimation, especially for small training corpora.

4.3. Phrase-based MT with Punctuation Marks

Finally, for the systemMT3 the phrase pairs were extracted
including punctuation marks both in the source and the target
training corpus.

Generally, a system likeMT3 can be a standard system
for translating written text input with correctly placed punc-
tuation marks. In order to use this system for the ASR out-
put, the punctuation has to be predicted in the source lan-
guage. This is a good strategy if prosodic features are used
to improve the performance of the punctuation prediction al-
gorithm. However, if the punctuation prediction algorithm is
not robust enough and makes many errors, this may have a
significant negative effect on the machine translation quality.
For instance, long source phrases with good translations may
not match the input due to an extra or missing comma, so that
shorter phrases will have to be used, with a negative influence
on the fluency and adequacy of the produced translation.

Nowadays, leading MT systems are capable of translat-
ing ASR word lattices with alternative ASR hypotheses in
order to overcome the negative impact of speech recognition
errors. Using the systemMT3 for lattice translation would
mean that punctuation will have to be predicted within a lat-
tice. This is a non-trivial problem, for which an efficient and
robust solution is hard to find. Thus, the systemMT3 is
probably not suitable for processing ASR word lattices.

Another disadvantage of this system originates in the
differences in punctuation rules and conventions between
languages, which make the task of translating punctuation
marks from the source to the target language a very ambigu-
ous one. For example, some commas in Chinese are not
translated into English. Also, the Mandarin language has two
types of commas which have to be either omitted in transla-
tion or translated to the ASCII comma in English, etc. Due
to this ambiguity, the translation of punctuation marks is not
error-free. Thus, we cannot expect much better performance
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of MT3 which translates punctuation marks than of the sys-
temMT2 which inserts punctuation marks in the translation
process.

5. Novel Sentence Segmentation Algorithm

State-of-the-art approaches to sentence segmentation treat
segment boundaries as hidden events. A posterior probabil-
ity for a possible boundary after a word is determined for
each word position. Then, the boundaries are determined by
selecting only those positions, for which the posterior prob-
ability of a segment boundary exceeds a certain threshold.
This means that although the segmentation granularity can
be controlled, the length of a segment may take any value
from 1 to several hundred words. This may be a disadvan-
tage for further processing of the segmented transcript, which
may require the sentence units to be at leastm and/or at most
M words long.

Our approach to segmentation of ASR output originates
from the work of [12] and thus also uses the concept of
hidden events to represent the segment boundaries. A de-
cision regarding the placement of a segment boundary is
made based on a log-linear combination of language model
and prosodic features. However, in contrast to existing ap-
proaches, we optimize over the length of each segment (in
words) and add an explicit segment length model. Thus, we
perform HMM-style search with explicit optimization over
the length of a segment. A similar approach to topic segmen-
tation was presented by [7]. Such an approach makes it pos-
sible to introduce restrictions on the minimum and maximum
length of a segment, and nevertheless produce syntactically
and semantically meaningful sentence units which pass all
the relevant context information on to the phrase-based MT
system.

In the following we present the details of the approach.
We are given an (automatic) transcription of speech, denoted
by the wordswN

1 := w1, w2, . . . , wN . We would like to
find the optimal segmentation of this word sequence intoK
segments, denoted byiK1 := (i1, i2, . . . , iK = N). Among
all the possible segmentations, we will choose the one with
the highest posterior probability:

îK̂1 = argmax
K,iK

1

{
Pr(iK1 |wN

1 )
}

(2)

The posterior probabilityPr(iK1 |wN
1 ) is modeled directly us-

ing a log-linear combination of several models:

Pr(iK1 |wN
1 ) =

exp
(∑M

m=1 λmhm(iK1 , wN
1 )

)

∑
K′,i′K′1

exp
(∑M

m=1 λmhm(i′K
′

1 , wN
1 )

)

(3)
The denominator is a normalization factor that depends only
on the word sequencewN

1 . Therefore, we can omit it during

the search process. As a decision rule, we obtain:

îK̂1 = argmax
K,iK

1

{
M∑

m=1

λmhm(iK1 , wN
1 )

}
(4)

5.1. Feature functions

In practice, the features used in Eq. 4 depend on the words
within the hypothesized adjacent boundaries at positioni :=
ik−1 and at positionj := ik as well as on the prosodic in-
formation at the boundaryi. To compute probabilities for a
hypothesized segmentwj

i+1 starting with word positioni+1
and ending at positionj, we interpolate log-linearly the fol-
lowing probabilistic features.

The language modelprobability pLM (wj
i+1) for a seg-

ment is computed as a product of the following three proba-
bilities:

pLM (wj
i+1) = pS(wj

i+1) · pI(w
j
i+1) · pE(wj

i+1)

These probabilities are modeled as described below (assum-
ing a trigram language model):

• probability of the first two words of a segment (seg-
mentStart), conditioned on the last segment boundary
represented by a hidden event<s> :

pS(wj
i+1) = p(wi+1|<s> ) · p(wi+2|wi+1, <s> )

• probability of the other words within a segment
(Internal probability):

pI(w
j
i+1) =

j∏

k=i+3

p(wk|wk−1, wk−2)

• LM probability of the segment boundary (End) in de-
pendency on the last two words of a segment:

pE(wj
i+1) = p(<s> |wj , wj−1)

The probabilities are integrated into the log-linear model by
using the negative logarithm of the corresponding probability
value as a feature value. The extension to a larger (e. g. 4-
gram) context is straightforward.

In addition to the language model probability, we use a
prosodic feature, namely the normalizedpause durationbe-
tween the wordswi andwi+1 located directly before and af-
ter the hypothesized boundary. For the normalization, the
probability of a segment boundary is set to 1 if the pause is
10 or more seconds long. Other prosodic features can be in-
cluded with a separate scaling factor, assuming that they also
provide a single (posterior) probability for a segment bound-
ary at each word position.

Since the length of the segment is known, we also include
an explicitsentence lengthprobability feature− log p(j−i).
We usually estimate this distribution on the corpus used to es-
timate the source language model. We chose the log-normal
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distribution for sentence length modeling, because it reflects
the actual length histogram most accurately. The parameters
of this distribution were determined using maximum likeli-
hood estimation.

We also include asegment penaltyhSP(iK1 , wN
1 ) = K

in the log-linear combination. This is a simple heuristic that
helps to additionally control the segmentation granularity. If
the scaling factorλSP of this model is negative, generally
more segments are produced because more segments reduce
the total cost of the segmentation. Similarly, forλSP > 0, in
general fewer segments are produced by the presented algo-
rithm.

The scaling factors in the log-linear combination of the
presented models are currently tuned manually on a develop-
ment set by computing precision and recall with respect to
human reference SUs.

5.2. Search

In search, the word sequencewN
1 is processed from left to

right. For all hypothesized segment end positionsj, we opti-
mize over the position of the last segment boundaryi and cal-
culate the loglinear combination of the scores for the segment
wj

i+1 as described above. The optimal sentence segmentation
solution for words up to positioni has already been computed
in a previous recursion step and is added to the score for the
current segment. The globally optimal sentence segmenta-
tion for the document is determined when the last word of
the document is reached.

Note that the minimum and/or maximum sentence
lengthsl andL can be explicitly set by limiting the values
of i to l ≤ j − i ≤ L. Since usually the maximum lengthL
does not exceed 50 or 60 words, the algorithm is rather fast:
e.g. 30 000 words are segmented in less than a second.

6. Experimental Results

6.1. Evaluation Criteria

To evaluate the quality of the sentence segmentation algo-
rithm as described in Section 5, we compute precision and
recall in comparison to the sentence boundaries defined by
humans. In case of ASR output, the reference boundaries are
inserted in the automatically produced transcript by aligning
it with the correct (reference) transcript with the minimum
edit distance algorithm.

The quality of machine translation is evaluated with ob-
jective error and correctness measures. These measures com-
pare the MT output against human reference translations.
We use the common metrics BLEU, NIST, WER, and PER.
BLEU [11] and NIST [1] are correctness measures based on
the similarity of subsequences of MT output and reference
translation. The word error rate WER measures the word
insertions, deletions and substitutions between the automatic
translation and the reference. The position-independent word
error rate PER computes the distance between the sets of
words contained in MT output and reference translation.

Table 1: Quality of sentence segmentation measured with
Precision (P) and Recall (R) in % for the TC-STAR English
ASR output (minimum sentence length set to 3, maximum to
50 words).

Development Test
P R P R

baseline (4-gram LM only) 54.2 52.1 54.0 50.4
+ length model 54.7 52.5 55.3 51.7
+ pause model 68.8 68.4 70.5 69.7

baseline + pause model 68.1 68.3 69.9 70.3

When translating ASR output with automatic sentence
segmentation, the number of automatically determined seg-
ments may be different from the number of segments in the
human reference translations. In this case, we use the tool
of [6] to determine the alignment with the multiple reference
translations based on the word error rate and, using this align-
ment, to re-segment the translation output to match the num-
ber of reference segments. Then, the usual MT evaluation
measures are computed.

6.2. Quality of sentence segmentation

The experiments for automatic sentence segmentation were
performed for the TC-STAR task and for the IWSLT task.
For the TC-STAR task (speech recognition and translation of
Speeches in the European Parliament), we determined sen-
tence boundaries in the English ASR output for the 2006
English-to-Spanish Speech Translation evaluation. The ASR
word error rate (WER) was 6.9%. The scaling factors of the
models involved, as well as the minimum and maximum seg-
ment length parameters, were tuned manually on the devel-
opment set (with about 28K words and 1194 segments in the
verbatim (correct) transcription) with the goal of increasing
and balancing precision and recall. Then, these scaling fac-
tors were used for detecting segment boundaries in the eval-
uation set (with about 28K words and 1155 segments in the
verbatim transcription). The precision and recall percentages
for the development and test set are given in Table 1.

The baseline system for sentence segmentation only
made use of a 4-gram language model trained on the En-
glish part of the European Parliament corpus (over 31 million
words). The parametric sentence length model was also es-
timated on this data. The largest gains in performance came
from using the pause duration feature, which indicates that
in many cases the speakers do make pauses to mark the start
of a new sentence. The best segmentation results reach 70%
precision and recall.

Further experiments were performed on the IWSLT
Chinese-to-English task (2006 evaluation). This task con-
sisted of translating manually and automatically transcribed
utterances related to tourism from Chinese to English. For
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Table 2: Quality of sentence segmentation measured with
Precision (P) and Recall (R) in % for the IWSLT Chinese-
English task (minimum sentence length set to 3, maximum
to 30 words). Comparison of the RWTH approach with the
standard approach of SRI [5]. No prosodic features are used.

RWTH tool hidden-ngram
corpus P R P R
IWSLT test 2005 84.2 84.1 84.1 85.5
IWSLT dev 2006 59.5 64.6 57.0 62.4
IWSLT test 2006 56.4 61.0 54.9 57.6
IWSLT test 2006 (ASR) 56.0 55.2 55.4 52.6

this task, we did not use the pause duration feature, since all
of the utterances had been recorded separately. Instead, we
compared the performance of the algorithm across different
types of data. The 2005 test set with 3208 words and 506 ref-
erence segments is very similar to the training data (around
300K words) on which the 4-gram LM was trained, whereas
the 2006 test set with 5550 words and 500 segments contains
more spontaneous utterances. We were also interested in the
effect of speech recognition errors on sentence segmentation.
The Chinese character error rate was 12.8% for the develop-
ment set and 15.2% for the test set.

Table 2 gives an overview of the segmentation results for
this task. The system performs very well on the 2005 test
data, but not as well on the more spontaneous data. The ASR
errors mostly affect recall, presumably because some of the
words which are typical for the beginning or the end of a
sentence had not been recognized correctly.

These results are better than or comparable to the well-
established approach of SRI [12] using the same language
model (cf. the last two columns of Table 2. For the experi-
ments with the SRI toolkit, the threshold for the SU posterior
probability was optimized for precision/recall on the same
development set.

6.3. Translation quality

Even though we can measure the performance of the sen-
tence segmentation algorithm in terms of precision and re-
call of the found segment boundaries, it is not clear how au-
tomatic segmentation and punctuation prediction affect the
quality of machine translation output. Therefore we eval-
uated the different ways of segmentation and punctuation
restoration in a machine translation setup.

As for evaluating the quality of the segmentation, we use
the TC-STAR 2006 English-to-Spanish and the IWSLT 2006
Chinese-to-English tasks and compare our results to the eval-
uation submissions. For these experiments, only single-pass
search was used, i. e. no rescoring ofN -best lists with addi-
tional models was performed.

The results shown in Table 3 show the effect of the var-
ious types of segmentation and punctuation restoration. The

label “implicit“ refers to the system where punctuation is
added implicitly in the translation process, as described in
Section 4.2. The labels “source” and “target” name the set-
ups, where punctuation is inserted in the source language or
in the target language, respectively. The MT systems for
these set-ups were trained as described in Sections 4.3 and
4.1, respectively. All MT systems were optimized with re-
spect to the BLEU measure on a development set.

For punctuation prediction either in the source or in the
target language we used thehidden-ngram tool from the
SRI toolkit [12]. We used a 4-gram hidden event language
model trained as proposed by the organizers of the IWSLT
2006 evaluation.

When indicated, automatic segmentation of the ASR out-
put was used. As an overall baseline, we used the translation
of the correct transcription. There, we have no recognition
errors and manual segmentation of the input. In order to sep-
arate the effects of ASR errors and segmentation, we aligned
the ASR output with the correct transcription (with removed
punctuation) using edit distance in order to obtain the origi-
nal segmentation.

From Table 3 it becomes clear that recognition errors
account for the most of the loss in translation quality as
compared to the translation of the correct transcription. In
contrast, the MT evaluation measures only degrade slightly
when automatic segmentation is used and the punctuation is
automatically predicted. This shows that the presented ap-
proaches to SU boundary detection and punctuation restora-
tion are robust enough to be used in a machine translation
framework. The restriction on the maximum sentence length
(50 words) allows for efficient translation. On the other hand,
the restriction on the minimum sentence length of 3 words
helps to avoid breaking apart word groups, for which a good
phrasal translation exists. Sentences shorter than 3 words
are usually standard expressions like “yes” and “thank you”,
which are translated accurately even if they become part of a
longer segment.

All strategies for predicting punctuation marks work sim-
ilarly well for this task, with the best translation results
yielded by inserting punctuation marks in the source lan-
guage. This can be explained by the low recognition error
rate on this corpus, which makes punctuation prediction in
the source language sufficiently reliable.

A preliminary version of the proposed segmentation al-
gorithm was already used by all participants in the 2006 TC-
STAR evaluation [8].

For the IWSLT 2006 experiments, the results shown in
Table 4 indicate a similar tendency as the results for the TC-
STAR task. Errors introduced by automatic speech recogni-
tion have a higher impact on the translation scores than the
errors introduced from automatic segmentation.

With respect to translation quality, the best performance
with punctuation is achieved by implicit prediction using the
translation model. This method has the advantage that the
performance of the phrase-based translation system is not de-
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Table 3: Translation quality for the TC-STAR English-to-Spanish task.

transcription segmentation punctuation prediction BLEU [%] WER [%] PER [%] NIST
correct correct manual (source) 45.2 43.3 32.2 9.71
automatic correct (aligned) source 37.8 50.6 37.6 8.77

automatic source 36.7 51.2 38.1 8.70
implicit 36.1 51.5 38.6 8.62
target 36.3 51.3 38.4 8.66
full stop only (source) 35.8 50.2 38.6 8.70

Table 4: Translation quality for the IWSLT 2006 Chinese-to-English task. All scores are computed case-sensitive with punctu-
ation, as in the official evaluation. The reference translations for the 2006 evaluation data were not available. Therefore, scores
using automatic segmentation can only be reported for the development set.

transcription segmentation punctuation prediction BLEU [%] WER [%] PER [%] NIST
DEV 2006
correct correct source 19.8 70.5 54.3 5.99

implicit 22.0 71.0 53.0 5.86
target 18.9 70.7 55.2 6.03

automatic source 17.3 66.1 54.9 5.34
implicit 20.7 62.1 52.0 5.41
target 17.5 67.2 55.9 5.49

automatic correct source 15.9 73.9 58.5 5.28
implicit 19.0 69.1 56.7 5.18
target 15.4 73.2 58.2 5.37

automatic source 14.4 68.4 58.2 4.51
implicit 17.1 64.8 55.2 4.62
target 13.8 69.0 59.1 4.60

TEST 2006
correct correct source 18.5 71.7 55.1 5.39

implicit 21.0 67.1 54.5 5.13
target 17.7 70.7 55.1 5.38

automatic correct source 15.7 73.6 58.8 4.82
implicit 17.8 70.2 57.8 4.57
target 15.2 73.6 59.7 4.78

teriorated by falsely inserted punctuation marks in the source
side. This is especially important in the IWSLT task, since
the corpus is small. Furthermore, the translation quality of
the overall system including punctuation prediction is opti-
mized as a whole. On the small task, using the translation
model and the target language model in combination to gen-
erate punctuation on the target side can improve system per-
formance.

7. Conclusions

We presented a framework for automatic detection of
sentence-like units and punctuation prediction in the context
of statistical spoken language translation.

The novel sentence segmentation method presented here
performed at least as well as the state-of-the-art approaches

in terms of precision and recall, but has the advantage that the
length of the produced segments can be explicitly controlled
and adjusted to the needs of machine translation algorithms.
The robustness of the proposed method was also confirmed
when evaluating it in terms of the resulting machine transla-
tion quality.

For punctuation prediction, we compared three different
approaches:

• translating input without punctuation marks followed
by punctuation prediction on the resulting translations
in a postprocessing step,

• implicitly generating punctuation marks in the transla-
tion process, and

• predicting punctuation in the MT input and translating
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with an MT system trained on a fully punctuated cor-
pus.

We discussed the advantages and disadvantages of each
strategy and performed a contrastive evaluation on two trans-
lation tasks. For the large vocabulary task of the TC-STAR
English-to-Spanish evaluation, punctuation prediction in the
MT input yields best translation quality. For the small vocab-
ulary 2006 IWSLT Chinese-to-English task, implicit genera-
tion of punctuation marks leads to superior translation qual-
ity.

In the future, we would like to investigate a tighter cou-
pling of automatic SU and punctuation prediction and ma-
chine translation by considering “soft” segment boundaries.
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