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Abstract

This paper describes the HKUST experiments in
the IWSLT 2007 evaluation campaign on spoken lan-
guage translation. Our primary objective was to com-
pare the open-source phrase-based statistical machine
translation toolkit Moses against Pharaoh. We focused
on Chinese to English translation, but we also report re-
sults on the Arabic to English, Italian to English, and
Japanese to English tasks.

1. Introduction

We describe experiments conducted at HKUST during
the IWSLT 2007 evaluation campaign on spoken lan-
guage translation. For our second participation in the
IWSLT evaluation, our focus was on experimenting with
Moses (Koehn et al., 2007), the new open-source toolkit
for phrase-based Statistical Machine Translation (SMT),
and on comparing it against its closed-source prede-
cessor Pharaoh (Koehn, 2004) which we used in our
IWSLT 2006 submission (Carpuat et al., 2006).

Our main focus was on the Chinese-English task,
which, this year, used clean text as opposed to the other
tasks where speech transcriptions were to be translated.
We also report results on all the language pairs, although
we did not do any tuning or any language-specific pro-
cessing for the Arabic to English, Japanese to English
and Italian to English tasks.
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2. Machine translation engine

We focus on phrase-based statistical machine transla-
tion since this approach has been shown to achieve com-
petitive translation quality in many state-of-the-art sys-
tems (e.g., Zens et al. (2005), Shen et al. (2006), Eck et
al. (2006)), and therefore is a good benchmark to eval-
uate decoder architectures.

2.1. Decoder

We use the Moses decoder (Koehn et al., 2007), which
is an open source toolkit for statistical machine trans-
lation. Just like the Pharaoh decoder, Moses uses a
log-linear model, which combines several knowledge
sources in translation decisions. Moses differs from
Pharaoh by its represention of each input word as a
factor as opposed to the word suface form only. Fac-
tors can include additional information such as part-of-
speech, class, morphology and allow the phrase-based
model to incorporate richer linguistic information. How-
ever, we do not use the factored representation in this
first set of experiments, and use the surface form of
words, just like in Pharaoh.

2.2. Phrasal bilexicon

The core phrasal bilexicon is obtained by collecting phrase
pairs that are consistent with the IBM model 4 align-
ments obtained with GIZA++ (Och and Ney, 2002).

During phrase extraction, we tried two different meth-
ods to get the final word alignment from the bi-directional
GIZA++ alignments: (1) intersect and (2) grow-diag-
final. Intersect uses the strict intersection of the bidirec-
tional word alignments, while grow-diag-final expands
the alignment by adding directly neighboring alignment
points, and alignment points in the diagonal neighbor-
hood. We found that using grow-diag-final improves



Table 1: Resegmenting test sentences improves BLEU score.
IWSLT-07 data set # original

sentences
# sentences after
resegmentation

BLEU with original
sentences

BLEU after resegmentation

CE devtest1 506 546 41.09 42.05
CE devtest2 500 543 42.43 43.76
CE devtest3 506 558 51.68 53.51

Table 2: IWSLT-07 Training data statistics computed for the 4 language pairs
Training data statistics Chinese-English Arabic-English Italian-English Japanese-English
Number of bisentences 39953 19972 19972 39953
Vocabulary size (input lang) 11178 25152 17917 12535
Vocabulary size (English) 18992 13337 13337 18992

BLEU by around 0.5 over using intersect on the devel-
opment test sets.

Since the IWSLT data consists of short sentences in
a well-defined domain, we learn relatively long phrasal
translations, allowing phrases of length up to 20 words.

2.3. Language model

The language models used in the translation tasks are
trained with Kneser-Ney smoothing using the SRI lan-
guage modeling toolkit (Stolcke, 2002). For the Arabic,
Italian and Japanese tasks, the default language model
was a trigram. While for the Chinese to English task,
we used a 4-gram model and also an additional trigram
model trained on the English gigaword corpus.

3. Chinese-English experimental setup

3.1. Data description

The training set is exactly the same as for the IWSLT
2006 evaluation campaign. They contain relatively short
sentences from simple conversations in the travel do-
main drawn from the multilingual Basic Travel Expres-
sion Corpus (BTEC).

The development test sets are the same as for IWSLT
2006, with the addition of the evaluation test data from
IWSLT 2006. The first three development test set, the
training data are clean text and the remaining two are
transcriptions of the output of speech recognition sys-
tems.

This year, the Chinese-English test data consisted of
clean text only. This contrast from previous evaluations
where manual and automatic transcriptions of speech
had to be translated. The IWSLT 2007 test set therefore
matches more closely with the training data and the first

three development test data, as opposed to the more re-
cent Chinese-English tasks where automatic transcrip-
tions of read and spontaneous speech were used.

3.2. Training data preprocessing

For the training data, we used the same basic prepro-
cessing as in our IWSLT 2006 submission, which con-
sists in performing tokenization and case normalization.
The case normalization method is the same as the one
described in Zollmann et al. (2006), where the first word
of the sentence is normalized to its most frequent form.

English: The English was simply tokenized and
case-normalized in the same manner for all languages.

Chinese: We use the LDC segmenter to re-segment
the Chinese side of the corpus to get a better segmenta-
tion.

3.3. English text normalization

For all language pairs, in addition to training data nor-
malization, we use simple heuristics to normalize punc-
tuation, capitalization and contractions in the English
output.

3.4. Improved sentence segmentation

Since the training data is drawn from clean text as op-
posed to speech transcriptions, we took advantage of the
punctuation to resegment parallel sentences. This im-
proves the quality of the word alignment, of the bilexi-
con and of the final translations.

Since the Chinese-English evaluation test set also
used clean text, simple heuristics could also be used at
testing time to improve the sentence segmentation of
the decoder input. This prohibits incorrect long dis-



Table 3: Official BLEU scores for all translation tasks
IWSLT-07 task Clean Transcription ASR Output
Chinese-English 34.26 N/A
Arabic-English 19.51 14.20
Italian-English 17.02 17.02
Japanese-English 40.51 32.49

Table 4: Evaluation of translation quality on the Chinese to English translation task (clean transcriptions only)
IWSLT-07 data set BLEU NIST METEOR METEOR no

synonyms
TER WER PER CDER

CE devtest1 (buggy) 45.49 7,78 66.11 64.50 36.13 41.68 36.25 37.10
CE devtest1 46.32 8.00 68.01 66.41 36.18 41.35 36.12 37.14
CE devtest2 (buggy) 48.23 8.32 68.98 67.22 34.99 40.78 34.45 35.43
CE devtest2 49.77 8.82 71.88 69.85 34.47 40.12 33.41 34.58
CE devtest3 (buggy) 56.44 9.26 76.57 74.47 29.40 34.16 28.86 33.02
CE devtest3 58.29 9.61 78.48 76.28 28.29 32.67 27.62 29.15
CE test (buggy) 34.04 6.18 58.28 56.50 45.53 49.15 44.17 41.53
CE test 35.12 6.51 60.47 58.57 44.89 48.30 43.40 41.50

tance reorderings, and therefore significantly improves
the translation quality of long sentences. Table 1 reports
the impact of test sentence resegmentation on BLEU
score under a preliminary experimental setting.

4. Experimental setup for other language pairs

For all other language pairs, we simply ran the system
without any tuning, and with only minimal language
specific processing.

Training corpus statistics for all the additional tasks
can be found in Table 2. The Japanese-English training
corpora contain twice as many sentences as the Arabic-
English and Italian-English corpora. The English side
of Arabic-English and Italian-English parallel text is a
subset of that available for Chinese-English and Japanese-
English.

We only performed basic tokenization for Arabic,
Italian and Japanese. No sentence resegmentation nor
additional normalization were performed for these tasks.

Arabic: In contrast with the 4 other languages con-
sidered, Arabic is a morphologically rich language and
requires more sophisticated processing. The Arabic text
is first converted to the Buckwalter romanization scheme.
Tokenization and lemmatization are performed using
the ASVMT Arabic morphological analysis toolkit (Diab,
2005). An Arabic word is typically formed of a stem,
and possibly affixes and clitics. Affixes are inflectional
markers for tense, gender and/or number, while the cli-

tics include some prepositions, conjunctions, determin-
ers, etc. Tokenization, which consists of separating those
syntactic units, is the first step of processing in ASVMT.
This is followed by lemmatization which, in ASVMT,
refers to a normalization step where the tokens coming
from stems that were modified when agglutinated are
converted back to their original form.

Italian: We preprocessed the Italian corpus just like
the English corpus: it was simply tokenized, using the
same rules as for English, and case-normalized. This
is obviously not optimal, as Italian presents more mor-
phological inflexions than English, as suggested by the
larger vocabulary size on the Italian side of the training
data than on the English side (Table 2.)

Japanese: We used the provided word segmenta-
tion and did not perform any additional processing.

5. Experimental results

The official BLEU scores for HKUST’s submitted runs,
which were buggy due to accidental errors in combin-
ing the models and parameters used in the experiments,
are shown in Table 3 for all four language pairs. The
official results were only automatically evaluated us-
ing BLEU score (Papineni et al., 2002). We achieved a
BLEU score of 34.26 on Chinese to English read speech
translation. There were 9 primary submissions to that
task, with BLEU scores ranging from 19.34 to 40.77.

Our subsequent debugged runs yielded higher trans-



lation accuracy. Updated results for our debugged runs
on the development sets are reported in Table 4 for the
Chinese-English task. For running the submitted buggy
model on the official IWSLT-07 test set, there is a slight
difference between the official BLEU score of 34.26
and our own measurement of 34.04. This difference ap-
pears to be caused by slight differences between BLEU
scoring tools and settings (the tool we are using appears
to give lower scores).We also computed the other most
commonly used automatic evaluation metrics for trans-
lation quality: NIST (Doddington, 2002), METEOR
(Banerjee and Lavie, 2005) and Translation Edit Rate
(TER) (Snover et al., 2006), Word Error Rate (WER),
Position-Independent Word Error Rate (PER) and CDER
(Leusch et al., 2006).

6. Comparing Moses results with Pharaoh

Using the same phrasal bilexicon and language model
as with Moses, we performed several contrastive runs
using Pharaoh, all other settings being identical. Re-
sults are reported in Table 5 for three different baseline
experimental settings. We performed many experimen-
tal runs in which we vary the experimental settings and
pre or post processing steps, e.g. phrase tables, lan-
guage models, to compare the translation quality pro-
duced by Pharoah and Moses. The BLEU scores show
that Moses almost always outperforms Pharaoh.

7. Contrastive experiments: WSD and ITG
decoding

We also contrasted the Moses results with other decoder
architectures that are quite different from both Moses
itself and Pharaoh, although this was not our focus in
this set of experiments, and work on each decoder was
done independently.

The first contrastive decoder is the Word Sense Dis-
ambiguation (WSD) augmented system described in Carpuat
and Wu (2007). The phrasal bilexicon is augmented
with dynamically computed context-sensitive transla-
tion probabilities, based on traditional WSD models trained
on the phrase-aligned parallel text. In this paper, we
used WSD to augment Moses instead of Pharaoh.

The second contrastive decoder is based on a Brack-
eting Inversion Transduction Grammar (BITG) model,
as described in Wu (1996) and Wu (1997).

The BLEU scores show that in the runs where the
WSD-augmented Moses model or the BITG decoder
are available, they outperform both Moses and Pharaoh.

Table 5: BLEU scores for a representative sample of
decoding runs using Moses vs. Pharaoh and other de-
coder

Run
No.

Pharaoh Moses WSD BITG

1 41.14 41.17
2 41.65 41.70 43.47
3 42.05 42.16 43.04
4 43.40 43.55
5 41.92 42.26
6 42.80 43.19
7 43.76 44.28
8 44.17 44.64
9 51.64 52.19
10 52.15 52.59
11 53.51 53.64
12 53.87 53.53

8. Conclusion

We have described experiments conducted at HKUST
during the IWSLT 2007 evaluation campaign on spoken
language translation, focussing primarily on the Chi-
nese to English translation task. The open-source Moses-
based decoder system achieves slightly higher perfor-
mance on average than its closed-source predecessor
Pharaoh, and therefore constitutes a reasonable base-
line for further experiments with other decoder archi-
tectures, such as the promising contrastive experiments
with HKUST architectures utilizing WSD-augmented
and ITG-based decoding.
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