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Abstract 

We consider the problem of identifying automatic translations from manual translations of the same sentence. Using two different 
similarity metrics (BLEU and Levenshtein edit distance), we found out that automatic translations are closer to each other than they are 
to manual translations. We also use phylogenetic trees to provide a visual representation of the distances between pairs of individual 
sentences in a set of translations. The differences in lexical distance are statistically significant, both for Chinese to English and for 
Arabic to English translations. 

1.    Introduction 
We try to compare different methods and see if automatic 
translations are more similar to each other or to manual 
translations. We use the edit distance between different 
translations of the Multiple-Translation Chinese Corpus 
(MTC) and the Multiple-Translation Arabic Corpus to compare 
the set of manual and automatic translations to each other. 
The MTC and the MTA corpus were developed by the 
Linguistic Data Consortium to support automatically 
evaluating translation quality. We chose at random 50 sen-
tence sets from both the MTA and MTC corpus to run the 
experiments described in the rest of this paper. We use BLEU 
to compare the same translation sentences and see if there is 
a correlation between BLEU scores and the edit distances 
in determining if automatic translations are similar to other 
automatic translations (and manual translations with other 
manual translations). We use a hierarchical clustering method 
to visualize the distance between the sentences in the 
translation set by creating phylogenetic trees based on the 
score matrices from the Levenshtein edit distances and 
pairwise BLEU scores. 

2.   Related Work 
We will discuss two different techniques using existing 
methods for translation evaluation to be used for translation 
comparison. 

2.1. Levenshtein Edit Distance 
The Levenshtein edit distance (Levenshtein, 1966) is a 
measure of the similarity between two strings. The distance 
is the number of deletions, insertions, or substitutions 
required to transform a sentence x into sentence y. The 
greater the edit distance is, the more different the two strings 
are. These are the distance values used to feed into the Fitch 
software to create the phylogenetic tree. 

2.2. BLEU 
BLEU (Papineni, 2002) is an automatic scoring method 
based on n-gram matching with reference translations. 
BLEU works by calculating the precision of unigrams up to   n-
grams between a test sentence and a reference sentence. 
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To do this, BLEU counts the maximum number of times a 
word occurs in any single reference translation. The BLEU 
score ranges between 0 and 1, where higher scores are better. 
The score is calculated by taking the geometric mean of the 
precision scores. This is then multiplied by an exponential 
brevity penalty (which penalizes sentences that are too short). 

2.3. Phylogenetic Trees and Fitch 

Phylogenetic Trees and Fitch estimate phylogenies from the 
distance matrix data using the "additive tree model" method 
according to which the distances are expected to equal the 
sums of branch lengths between the species (corresponding to 
different translations of the same sentence in our case). The 
"additive tree model" is based on Fitch-Margoliash (Fitch, 
1967) and least-squares distance methods. This method works 
by starting out with the two closest species and joining them 
under a node. It then determines the distance between the 
current tree and the rest of the tree. This is done until all the 
species have been added to the tree. The Fitch software takes 
an edit distance matrix as input and outputs a phylogenetic 
tree. 

2.4. Multiple Sequence Alignment 

Multiple sequence alignment techniques create a finite state 
automaton from aligning multiple translation of a sentence. 
This technique is primarily used for paraphrases and text 
generation, but it can also be used to MT evaluation. One 
technique is to align all of the reference translations and then 
compare each of them with the manual translation to get the 
edit distance. 
Work has been done by Pang et al (Pang, 2003). and 
Barzilay and Lee (Barzilay, 2003) using multiple sequence 
alignment for paraphrase extraction and generation. Pang et 
al. also use the MTC corpus to create an FSA based on the 
alignment of the sentences. They hypothesize that their FSA 
can provide a good representation for MT evaluation 
comparable to BLEU. Barzilay and Lee use sequence align-
ment to create paraphrases represented by word lattice pairs to 
rewrite new sentences. 



3.    Experimental Setup 
3.1.   Methods 

We used two methods when trying to compare the auto-matic 
and manual translations. The first method involves using an 
edit distance matrix and BLEU scores to compare translations. 
The second method involved hierarchical clus-tering using 
phylogenetic trees to show how similar transla-tions were. In 
both cases the edit distance and BLEU scores are a measure of 
how similar/different two sentences are. For both methods, 
we picked a random translation sentence set from the corpus. 
For the first method, we compared the sentences and cre-
ated a Levenshtein edit distance matrix for each translation set 
per sentence. We took a random sentence set from files in the 
MTC Corpus for a total of 50 sentence sets each with 11 
manual translations and 6 automatic translations. The edit 
distance was calculated for each of these sentence sets and a 
phylogenetic tree was produced using Fitch. Then for each of 
the 50 sentences, the order of their 11 manual translations and 6 
automatic translations was randomized to produce another 
version of the edit distance matrix. The edit distance matrix 
has  the  following structure:   ,   where A corresponds 
to the average edit distance of the manual translations to each 
other (the first 11 rows and 11 columns in the matrix). Region 
D corresponds to the average edit distance between the 
automatic translations (the last 6 rows and columns of the 
matrix). Regions B and C represent the average edit distance 
for the mix between manual and automatic translations. 
The same method was used for the edit distance matrices for 
the randomly ordered sentences, except that now region A 
does not necessarily correspond to just manual translations 
and region D does not necessarily correspond to just 
automatic translations. Finally the A-D corresponds to the 
average distance of both region and A and D (manual and 
automatic translations) for an in-class comparison. We also 
repeated this experiment using BLEU as the scoring metric. 
For this we did a mutual comparison of the sentences to create 
a score matrix. Using BLEU when comparing two sentences 
S1 and S2, it is possible to get different resulting scores 
depending on which sentence you designate as the test and 
reference. Using S1 as the reference sentence and S2 as the test 
sentence you will obtain a BLEU score. When you compare 
sentences S1 and S2 again but this time letting S2 be the 
reference sentence and S1 as the test sentence you will 
commonly obtain a different score than in the first case. In 
order to account for this issue and create a symmetric score 
matrix, we took the average value of the two scores obtained 
when comparing 2 sentences and used this as our score for the 
pair. Finally, in order to use the BLEU scores to build 
phylogenetic trees upon, we did a linear transformation on the 
scores (1 — Score) to obtain the final form of the BLEU score 
matrix. For example, in Table 2, the diagonal scores were 
originally 1 since comparing a sentence to itself yields a 
perfect score. After the transformation of the matrix, the 
diagonals are now 0 (the other values in the matrix have also 
been transformed accordingly). This transformation was 
necessary when using Fitch to build a phylogenetic tree 
based on BLEU scores 
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Figure 1: Chinese sentence. 

because lower scores in the evolutionary tree indicate that 
sentences are more similar, which consequently correspond to 
higher BLEU scores. 
In the second method, we created a phylogenetic tree based on 
the matrices for each translation set of a sentence to compare 
the similarity of the sentences. We built trees both by adding 
the translations to the trees in order (where the manual 
translations are added first and then the automatic translations) 
and also by adding the translations to the trees in random 
order. These phylogenetic trees provide a visual 
representation of similarity of the automatic and manual 
translations. 

4.   Data Sources Used 
The data used for these experiments is the Multiple-
Translation Chinese (MTC) Corpus and the Multiple-
Translation Arabic (MTA) Corpus. The MTC was developed 
by the Linguistic Data Consortium to support automatically 
evaluating translation quality. It consists of a set of 11 
manual translations and 6 automatic translations based on 
Mandarin Chinese sources. The Mandarin Chinese texts were 
taken from journal sources in the LDC and translated into 
English by both the manual and automatic translators. From 
these we chose random sets of sentences from the corpus to 
test. The data was modified slightly in order to be used with 
the various different software. Similarly, the MTA corpus was 
also developed by the LDC to support automatically evaluation 
translation quality. The MTA consists of a set of 10 manual 
translations and 3 automatic translations for a an Arabic 
source sentence. A sample of the actual sentence sets from the 
MTC corpus used for these experiments is shown in Figure 2. 
The Chinese source sentence that the translations in Figure 2 
are based on is shown in Figure 1. Along with this sentence 
set, we ran the experiment on 49 more additional sentence sets 
in the MTC corpus. 

5.    Experimental Results 
Shown in this section are the phylogenetic trees produced 
from the edit distances between the sentences in Figure 2. 
Table 1 shows the Levenshtein distances between the sen-
tences. Table 2 shows the BLEU scores taken when com-
paring the sentences pairwise with each other. Figure 3 
shows the resulting phylogenetic tree from the Levenshtein 
distance values on the left and the tree produced when built 
upon the BLEU scores on the right. Finally Table 3 shows the 
average of the Levenshtein distances for all 50 sentences when 
they are inserted in-order or random order. In these 
experiments, in-order corresponds to inserting the 11 manual 
sentences first and then the 6 automatic translations (i.e. exact 
order shown in Figure 2). 
The experimental results for  the  phylogenetic  trees  and 
score  matrices  shown  are  from  experiments  on  the  Chinese 
translation  to  serve  as  representative examples. The exact 



 

  

same experiments were run on the MTA corpus. The results 
(not shown here) from the experiments on the MTA corpus 
were very similar to the results when using the MTC corpus. 

6.   Analysis of Results 
6.1.   t-test analysis 
The t-test results support our claim that Levenshtein edit 
distances and BLEU scores can be used as a metric for 
distinguishing automatic translations from manual trans-
lations. The test was performed by creating two populations 
from the score matrices used in the experiments. The first 
population consists of all the scores when comparing manual 
translations against the other manual translations along with 
the scores from comparing automatic translations against 
other automatic translations (regions A and D from the matrix 
as explained in the experimental methods section). The second 
population consists of the scores from regions B and C from 
the score matrices, which correspond to comparing automatic 
translations to manual translations. Specifically when looking 
at the sentences in the MTC corpus, the test was done by 
starting with the values from the 17 x 17 score matrices (i.e. 
Table 1 and Table 2). The first 11 x 11 values correspond to 
region A where there is a total of 121 separate values, and last 
6 x 6 values corresponds to region D where there are a total of 
36 values. All of these values were used as the first population 
data except for values that corresponds to a sentence 
compared to itself (i.e. the diagonals in the score matrix).     
So in total the first population data consisted of (121 + 36 - 
17) = 140 separate 
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values. The second population data consists of the 11 x 6 and 
6  x11  values, which corresponds to regions B and C for a 
total of 66 + 66 = 132 separate values. 

Table 4 shows the results of the t-tests performed using the 
above method on the Levenshtein edit distance and BLEU 
score matrices for both the translations sets of the MTC and 
MTA corpus. Both the Levenshtein edit distance and BLEU 
scores in the MTC corpus were adequate metrics to 
distinguish between the two populations. The same was true 
when working with the MTA corpus except for two sentences 
using BLEU scores. These sentences were particularly short 
so that the BLEU brevity penalty cause all the scores to be 0 
or very close to 0 so that the sentences could not be 
distinguished. Overall the results from the test showed that the 
difference in scores are not likely to be due to chance and are 
really part of different populations. 
Table 4: Confidence values for Chinese and Arabic. This 

table shows the number of sentences out of 50 total that fell 
into each level of confidence, where sentences in the p > 
.05 category are not statistically significant. 

 



 

6.2. Levenshtein vs. BLEU 

Both Levenshtein edit distances and BLEU scores can be used 
to distinguish automatic from manual translations. As shown in 
Figure 3, trees based on both Levenshtein edit distance and 
BLEU scores separate into clusters of manual and automatic 
translation sentences. The difference between the two 
phylogenetic trees depends on which individual sentences are 
closer to each other. For example, the tree based on the 
Levenshtein edit distance shows that sentence 1 and 7 are close 
together while in the tree based on the BLEU scores, sentence 1 
is close to sentence 11. This behavior is ubiquitous throughout 
the rest of the resulting phylogenetic trees produced for the 
sentence sets and is directly due to the different methods these 
two metrics apply in producing similarity scores. 
Both metrics showed that the average score between automatic 
and manual translations were higher than when compared to the 
scores between automatic translations compared to other 
automatic translations and manual translations to other manual 
translations. Table 3 shows the average Levenshtein edit 
distance values while the BLEU scores are not shown in the 
paper, but have the same trend. 

6.3. MTC vs. MTA 
Conducting experiments Multiple-Translation Chinese and 
Multiple-Translation Arabic corpus yielded very similar results. 
All of the above experiments described in the paper which 
were run on the MTC corpus were also run on the MTA 
corpus. The similarity matrices for both Levenshtein edit 
distances and BLEU scores using the MTA corpus produced 
the same trends shown for the MTC corpus -(i.e. scores 
between automatic and manual translations are 
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higher than automatic against automatic or manual against 
manual translations). Similarly, from looking at the phylo-
genetic tree, automatic translations could be distinguished 
from manual translation since they separated into different 
clusters. 

7.    Conclusion 

We presented two methods for using lexical similarity to 
help distinguish between automatic and manual translations 
using Chinese and Arabic corpora as examples. In both 
cases we used a hierarchical clustering method based on 
phylogenetic analysis (we should note that other hierarchical 
clustering algorithms would have most likely given us the 
same results). 
The first method we used is to create similarity matrices 
between translations of the same sentence using two differ-
ent metrics: Levenshtein edit distances and BLEU scores. 
The second method we employed was to create phyloge-
netic trees using the Fitch-Margoliash algorithm based on 
the score matrices produced in the first method. Using phy-
logenetic trees we show a division of automatic and manual 
translations based on a hierarchical clustering model. Using 
Levenshtein edit distances and BLEU scores, we showed 
that the distance between manual and automatic 
translations on average is greater than the distance be-
tween manual translations compared to other manual trans-
lations (or automatic translations compared to other auto-
matic translations). We showed that these differences in the 
scores (both Levenshtein edit distances and BLEU scores) 
are statistically significant. The results of the t-test per-
formed strongly supports our claim that you can distinguish 
automatic from manual translations in the Multiple- 



 

  

Translation Chinese and Multiple-Translation Arabic corpus 
using lexical similarity methods. 
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8.    Future Directions 
Multiple sequence alignment can be used  to align sentences 
and then running the test sentence in the same type of 
method to give an edit distance. Since the test sentence    will 
be run against more sentences in essence (an aligned sen- 



tence with multiple paths) this edit distance calculation may be 
a better metric to use in building the phylogenetic trees. The 
same experiments that were run on the Levenshtein edit 
distances and BLEU scores can then be extended to work on 
edit distances created by multiple sequence alignment. 
Currently we can distinguish between automatic and manual 
translations by observing that they cluster into different 
groups by  looking at   the phylogenetic trees produced.   We 
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however cannot tell blindly which cluster of sentences is the 
manual translation or automatic translation. If we are given 
one already known manual or automatic translation, we can 
then extend the work to determine which cluster of sentences 
consists of manual translations and which is the automatic 
translation. This can be determined by observing where the 
known translation is added on the phylogenetic tree. 
The method of using phylogenetic trees to visualize the 
similarity between sentences may also be extended to use in 
automatic translation evaluation to judge the quality of an 
automatic translation. When one knows which sentences are 
the manual translations, one can create a phylogenetic tree 
with both manual and automatic translations. The automatic 
translation that is the shortest distance away from the 
consensus sentence of the manual translations will likely have 
be the best quality automatic translation since it is the most 
similar to the set of manual translations. For example, when 
looking at tree on the right side of Figure 3 (the tree based on 
BLEU scores), assume that the node 4 is the consensus 
sentence of the manual translations. Since S13 is 15 units 
away from a node with manual translations, it is the closest 
automatic translation to the cluster of manual translations and 
likely to be the most similar to the manual translations. 
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