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Abstract

TheCross-LanguageEvaluation Forum (CLEF) has
been running for nearly ten years now; the aim of this
paper is to provide a critical assessment of the results
achieved so far. In the first part of the paper, we pro-
vide a brief overview of the entire activity and sum-
marise the main achievements; in the second part, we
focus our attention on the Ad Hoc track with the aim of
showing how the results of evaluation can be exploited
to increase understanding of the many issues involved
in multilingual retrieval system development. In the fi-
nal part, we outline our main ideas for the future of
CLEF.
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1 Introduction

The Cross-Language Evaluation Forum (CLEF)
has been running for almost a decade now; the tenth
birthday will be celebrated at the CLEF 2009 work-
shop. When we launched this activity as a European
initiative in early 2000, our declared objectives were
the following: “to develop and maintain an infrastruc-
ture for the testing and evaluation of information re-
trieval systems operating on European languages, in
both monolingual and cross-language contexts, and to
create test-suites of reusable data that can be employed
by system developers for benchmarking purposes” [9].
Although it is true to say that this basic idea remains at
the core of our activity, over the years our range of in-
terest and our interpretation of these initial objectives
have both widened and deepened.
When we began cross language information re-

trieval had only just started to be recognised as an

separate sub-discipline1, there were very few research
prototypes in existence and work was almost entirely
concentrated on text retrieval systems running on at
most two languages. Our aim via the organisation of
annual evaluation campaigns has been to (i) extend the
original scope of the activity to encompass truly multi-
lingual multimodal systems covering many languages
and diverse media, (ii) build a strong multidisciplinary
research community around this area, (iii) create a sus-
tainable technical framework which would not simply
support but would also empower both R&D and eval-
uation activities.
The intention of this paper is to provide a panorama

of the CLEF results so far and to show how we have
created the foundationswhich now allow us to shift the
focus of our activity, and enable us to concentrate not
only on widening our coverage of the various building
blocks involved in multilingual system development
(tools, components, resources, lexicons) but also on
the acquisition of a deeper understanding of the under-
lying issues. This change in direction has been helped
by the launching in 2008 by the EuropeanCommission
of the TrebleCLEF Coordination Action2

The paper is thus structured as follows. The next
section will describe the expansion of CLEF from

1The first workshop on “Cross-Lingual Information Retrieval”
was held at the Nineteenth Annual ACM-SIGIR Conference on Re-
search and Development in Information retrieval in 1996; at this
meeting there was considerable discussion aimed at establishing the
scope of this area of research and defining the core terminology.
Since then, stimulated by the rapid growth of the Internet and the
increasing globalization of information, dedicated workshops have
been held every year and aspects of the problem are now routinely
discussed at conferences on digital libraries, information retrieval,
machine translation, and computational linguistics.

2TrebleCLEF is a 7FP Coordination Action under the ICT pro-
gramme; it began activity in January 2008. The Consortium is com-
posed of five academic partners and two important centres: ISTI-
CNR, Italy; University of Padua, Italy, University of Sheffield, UK;
Zurich University of Applied Sciences, Switzerland; UNED, Spain;
CELCT, Italy, ELDA, France. See http://www.trebleclef.
eu/
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2000 - 2008: the creation of the research community,
the building of the technical infrastructure, and the
growth of the tracks and the test collections. In the fol-
lowing section, we describe how the TrebleCLEF ini-
tiative has been set up in order to build on and expand
the results achieved within CLEF. Section 4 takes the
Ad Hoc track as a case study to show how we now in-
tend to exploit the valuable resources and experimental
collections made available by CLEF over the years in
order to gain more insights about the effectiveness of
various retrieval techniques with respect to different
languages. In the final section, we outline our inten-
tions for the future.

2 The CLEF Evaluation Campaigns

As has been described elsewhere, CLEF actually
began life in 1997 as a track for Cross Language In-
formation Retrieval (CLIR) within the Text REtrieval
Conference (TREC) organized in the US by NIST and
DARPA3. The aim was to provide researchers with an
infrastructure for evaluation that would enable them to
test their systems and compare the results achieved us-
ing different cross-language strategies [6]. However,
after three years within TREC, it was decided that Eu-
rope was better suited for the coordination of an ac-
tivity that focused on multilingual aspects of informa-
tion retrieval. A major motivation for this decision
was that it was far easier in Europe to find the people
and groups with the necessary linguistic competence
to handle the language-dependent issues involved in
creating test collections in different languages.
Interestingly, the decision to launch CLEF in Eu-

rope in 2000 came just one year after the first NII-
NACSIS Test Collection for IR Systems (NTCIR)
workshop on Text Retrieval System Evaluation was
held in Asia4. NTCIR-1 also included a track for
cross-lingual information retrieval with a task in which
Japanese queries were used to search an English doc-
ument collection. Since 1999 NTCIR has added test
collections and tasks with Chinese and Korean as well
as Japanese and English.
While the first efforts within TREC concentrated on

assessing the performance of cross-language systems
in which queries in one languagewere matched against
target collections in another, CLEF and NTCIR have
taken the concept of “cross-language system evalua-
tion” much further by also including monolingual re-
trieval in multiple languages and truly multilingual re-
trieval, i.e. retrieval against target collections contain-
ing documents in several languages, in their evaluation
exercises.
Both initiatives recognise the importance of good

procedures for monolingual retrieval in all or most of

3See http://trec.nist.gov/
4See http://research.nii.ac.jp/ntcir/

the languages concerned when building a multilingual
system5. The provision of test collections in multi-
ple languages has helped to stimulate research into
language-specific aspects of IR.
CLEF first introducedmultilingual retrieval in 2002

with a task where the objectivewas to retrieve and rank
relevant documents from a collection in five languages
(English, French, German, Italian and Dutch); this was
repeated in 2003 with collections in four and eight lan-
guages. The NTCIR 2001-2002 campaign also offered
a retrieval task on a multilingual collection contain-
ing English, Chinese and Japanese documents. These
tasks and the test collections produced have offered re-
searchers the opportunity to experiment with the prob-
lem of results merging - not just over different collec-
tions but also over collections in different languages.
Since 2000, TREC, CLEF and NTCIR have done

their best to coordinate their efforts with the aim of
promoting complimentary activities. In 2007, in re-
sponse to requests from colleagues in India, CLEF
organised a mono- and cross-language document re-
trieval task dedicated to Indian languages. This pre-
liminary action helped to lead to the birth of a new
evaluation initiative in India: the Forum for Informa-
tion Retrieval and Evaluation (FIRE)6. The objective
of FIRE is to stimulate the development of IR systems
capable of handling the specific needs of the languages
of the Indian sub-continent. Contacts have already
been established between FIRE, TREC, NTCIR and
CLEF.

2.1 Growth of CLEF

When we launched CLEF in 2000, our focus was on
text and document retrieval. However, over the years
our scope has gradually expanded to include different
kinds of text retrieval across languages (ie not just doc-
ument retrieval but question answering and geographic
IR as well) and different kinds of media (ie not just
plain text but collections also containing images and
speech). The goal has been not only to meet but also
to anticipate the emerging needs of the R&D commu-
nity and to encourage the development of next gen-
eration multilingual IR systems. This has meant that
the number of tracks offered by CLEF has increased
over the years, from just two in 2000 to nine sepa-
rate tracks in 2008. Each track is run by a coordinat-
ing group with specific expertise in the area covered
by the track7. Most tracks offer several different tasks

5This was noted, for example, by [3] in the blueprint proposed
for a successful cross-language system based on an analysis of the
results of the TREC CLIR experience and the first four years of
CLEF (CLEF2000 - CLEF2003).

6http://www.isical.ac.in/˜clia/
7It is impossible to acknowledge all the research organisations

that are involved in the coordination of CLEF. A complete list can
be found on the homepage of the CLEF website at http://www.
clef-campaign.org/.

― 578 ―



Proceedings of NTCIR-7 Workshop Meeting, December 16–19, 2008, Tokyo, Japan

and these tasks normally vary each year, according to
the interests of the track coordinators and participants.
Figure 1 shows when tracks have been introduced and
when they have been terminated.
The growth in tracks has resulted in a rise in partici-

pants; with one exception, the number of participating
groups has increased every year. This can be seen in
Figure 2 which shows the growth in participation by
continent, while Figure 3 shows the participation track
by track. Note that many groups participate in more
than one track.
Full details of the activities and results of each

track, year by year, can be found on the CLEF web-
site8 in the working notes which are produced at the
end of each campaign and which contain detailed re-
ports of the experiments of all participating groups
plus track overviews in which the results are analysed.
In the next section, we comment on the tracks offered
in CLEF 2008.

2.2 CLEF 2008: Tracks and Tasks

As can be seen from Figure 1, CLEF 2008 offered
nine separate tracks. Two, VideoCLEF and INFILE,
were offered this year for the first time as pilot tasks.
In addition, MorphoChallenge 2008 was organized in
collaboration with CLEF as part of the EU Network of
Excellence Pascal Challenge Program9. Here below
we outline the main features of CLEF 2008.

Multilingual Textual Document Retrieval (Ad Hoc)
The Ad Hoc track is considered as our core track. It
is the one track that has been offered each year, from
2000 through 2008, and will be offered again in 2009.
The aim of this track is to promote the development
of monolingual and cross-language textual document
retrieval systems. From 2000 - 2007, the track ex-
clusively used collections of European newspaper and
news agency documents and worked hard at offering
increasingly complex and diverse tasks, adding new
languages each year. Table 1 shows that in the first
eight years of the Ad Hoc track, monolingual and
bilingual tasks were offered for target collections in
twelve different European languages, with bilingual
tasks often being proposed for unusual pairs of lan-
guages, such as Finish to German, or French to Dutch.
In addition multilingual tasks were offered with vary-
ing numbers of languages in the target collections.
The results have been considerable; it is probably

true to say that this track has done much to foster the
creation of a strong European research community in
the CLIR area. It has provided the resources, the test
collections and also the forum for discussion and com-
parison of ideas and results. Groups submitting ex-
periments over several years have shown flexibility in

8http://www.clef-campaign.org/
9http://www.cis.hut.fi/morphochallenge2008/

advancing to more complex tasks, from monolingual
to bilingual and multilingual experiments. Much work
has been done on fine-tuning for individual languages
while other efforts have concentrated on developing
language-independent strategies.
There is also substantial proof of significant in-

crease in retrieval effectiveness in multilingual set-
tings by the systems of CLEF participants. [2] pro-
vides a comparison between effectiveness scores from
the 1997 TREC-6 campaign and the CLEF 2003 cam-
paign in which retrieval tasks were offered for eight
European languages. While in 1997 systems were per-
forming at about 50%–60% of monolingual effective-
ness for multilingual settings, that figure had risen to
80%–85% by 2003 for languages that had been part
of multiple evaluation campaigns. In the recent cam-
paigns, we commonly see a figure of about 85%–90%
for most languages. We find that with languages for
which testing has gone on for several years there is
usually little variation in performance between the top
groups with the best results close to monolingual per-
formance, whereas for “new” languages where there
has been little CLIR system testing, there is normally
room for improvement.
Interestingly, we find that CLEF participants tend

to learn from each other and build up a collective
knowhow. Thus, as time passes, we see a convergence
of techniques and results with very little statistical dif-
ference between the top systems. The best systems
tend to be a result of careful tuning of every compo-
nent, and of combining different algorithms and infor-
mation sources for every subtask.
In 2008 there was a big change in focus in this

track: we introduced very different document collec-
tions, a non-European target language, and an Infor-
mation Retrieval (IR) task designed to attract partic-
ipation from groups interested in Natural Language
Processing (NLP) . The track was thus structured in
three distinct streams.
The first task offered monolingual and cross-

language search on library catalog records. It was or-
ganized in collaboration with The European Library
(TEL)10 and used three collections from the catalogs
of the British Library, the Bibliothéque Nationale de
France and the Austrian National Library. The un-
derlying aim was to identify the most effective re-
trieval technologies for searching this type of very
sparse multilingual data. In fact, the collections con-
tained records in many languages in addition to En-
glish, French or German. The task presumed a user
with a working knowledge of these three languages
who wants to find documents that can be useful for
them in one of the three target catalogs. Records in
other languages were counted irrelevant. This was a
challenging task but proved popular; participants tried
various strategies to handle the multilinguality of the
10See http://www.theeuropeanlibrary.org/
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Figure 1. CLEF 2000 – 2008 Tracks.

catalogs. The fact that the best results were not always
obtained by experienced CLEF participants shows that
the traditional approaches used for newspaper docu-
ment retrieval are not necessarily the most effective
for this type of data. The task will certainly be offered
again in CLEF 2009.

The Persian@CLEF activity was coordinated in
collaboration with the Database Research Group
(DBRG) of Tehran University. It was the first time that
CLEF offered a non-European language target collec-
tion. We chose Persian for several reasons: its chal-
lenging script (a modified version of the Arabic alpha-
bet with elision of short vowels) written from right to
left; its complex morphology (extensive use of suffixes
and compounding); its political and cultural impor-
tance. The task used the Hamshahri corpus of 1996-
2002 newspapers as the target collection. Monolingual
and cross-language (English to Persian) tasks were of-

fered. As was to be expected, many of the eight par-
ticipants focused their attention on problems of stem-
ming. Only three submitted cross-language runs. The
results of the best groups were in line with previous
CLEF ad hoc experiments.

The robust task ran for the third time at CLEF
2008. This year it used English test data from previous
campaigns but, in addition to the original documents
and topics, the organizers provided word sense disam-
biguated (WSD) documents and topics. Both mono-
lingual and bilingual experiments (topics in Spanish)
were activated. The results for the eight participating
groups were mixed: while some top scoring groups
did manage to improve the results using WSD infor-
mation in both monolingual and bilingual settings, and
the best monolingual robustness (GMAP) score was
for a WSD run, the best scores for the rest came from
systems which did not use WSD information. Given
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Figure 2. CLEF 2000 – 2008 participation.

Figure 3. CLEF 2000 – 2008 participation by track.

the relatively short time that the participants had to try
effective ways of using the word sense information we
think that these results can be considered positive; a
subsequent evaluation exercise would be needed for
participants to further develop their systems.

Cross-Language Scientific Data Retrieval
(Domain-Specific) The focus of this track has
been research into how the structure of data in
collections (i.e. metadata, controlled vocabularies)
can be exploited to improve search. Mono- and cross-
language domain-specific retrieval has been studied
in the domain of social sciences using structured data
(e.g. bibliographic data, keywords, and abstracts)
from scientific reference databases. The track has
used German, English and Russian target collections
in the social science domain. A multilingual con-
trolled vocabulary (German, English, Russian) was

also provided. It was decided to terminate this task
in 2008 as we felt that it had fulfilled its purpose
in providing the community with the opportunity to
compare differences between free-text search over
languages with structured document retrieval.

In fact, a main finding has been that search on
metadata-based documents (just title, abstracts, the-
saurus descriptors) can achieve similar results as for
full-text archives (ca. 50% in precision as highest re-
sult). The results of the monolingual and bilingual
domain-specific experiments have been very similar
to those achieved in the ad hoc track. Depending on
the approach applied, using the controlled vocabulary
in the records (thesaurus) can improve retrieval, but
may add noise in other cases. Russian has been found
to be the hardest language and the results have been
much lower than those for English and German. How-
ever, this may also depend on the fact that the cor-
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Table 1. CLEF 2000–2008 Ad Hoc Tasks. The following ISO 639-1 language codes have
been used: am=Amharic; bg=Bulgarian; bn=Bengali; de=German; en=English; es=Spanish;
fa=Farsi; fi=Finnish; fr=French; hi=Hindi; hu=Hungarian; id=Indonesian; it=Italian;
mr=Marathi; nl=Dutch; or=Oromo; pt=Portuguese; ru=Russian; sv=Swedish; ta=Tamil;
te=Telugu.

� ���������	�
 �������	�� ����������	��

���
����
 �������	� 
���� 
�����������	�

���
�����
����������	��� 
�����


���


��������������	�

���
�����

�������������	������ 
��������������	������


�������������������


��������������	�

���
�����

�������������	��������� �	����

����	�

�����

������


����


��������������������


�������������


�����������������	������

���
�����

����������	� �������	�������

���������������


����


��������������������


�����������	�

�

���
�����
����������	� 
�����������	� ��	������������������ !"��##$��

��	����������������� !"��##$��

���
����


����������	�

�

�

%����	�

�������������	���


�����������	�

���������	��������

�

%����	�

�	����

�����

������

�

�

�

%����	�


��������������	���

���
����


��&��'&����

�

�

�

%����	�

�������	�


�����'����

���������'�����

���������	��	�����

�

%����	�


��������	�

�

���
����


���

�

(! �

���������

�

%����	�)*+�

���

������

�

(! �


����������

�

%����	�)*+�

������

�

pus is less well-formed (fewer abstracts, noisy key-
words). The existence of a bilingual thesaurus can help
a lot in translating technical language which is usu-
ally not contained in general-purpose dictionaries. It
was also consistently found that blind feedback mech-
anisms improved retrieval.

Interactive Cross-Language Retrieval (iCLEF) In
iCLEF, cross-language search capabilities are studied
from a user-inclusive perspective. A central research
question is how best to assist users when searching in-
formation written in unknown languages, rather than
how best an algorithm can find information written in
languages different from the query language. Since
2006, iCLEF has moved from news collections (a stan-
dard for text retrieval experiments) in order to ex-
plore user behaviour in a collection where the cross-
language search necessity arises more naturally for av-

erage users. The choice fell on Flickr11, a large-scale,
online image database based on an extensive social
network of WWW users, with the potential for offer-
ing both challenging and realistic multilingual search
tasks for interactive experiments. The search inter-
face provided by the iCLEF organizers was a basic
cross-language retrieval system for the Flickr image
database presented as an online game: the user is given
an image, and must find it again without any a pri-
ori knowledge of the language(s) in which the image
is annotated. The game was publicized on the CLEF
mailing list and prizes were offered for the best results
in order to encourage participation. The main nov-
elty of the iCLEF 2008 experiments was the shared
analysis of a search log from a single search interface
provided by the organizers (i.e. the focus was on log
analysis, rather than on system design). Search logs
11See http://www.flickr.com/

― 582 ―



Proceedings of NTCIR-7 Workshop Meeting, December 16–19, 2008, Tokyo, Japan

were harvested from the search interface described
above and iCLEF participants could essentially do two
things:

• Search log analysis: participants had access to the
search logs, and could freely perform data mining
studies on them, such as looking for differences
in search behaviour according to language skills,
or looking for correlations between search suc-
cess and search strategies, etc.

• Interactive experiments: participants could re-
cruit their own users and conduct their own ex-
periments with the interface. For instance, they
could recruit a set of users with passive abili-
ties and another with active abilities in certain
languages and, besides studying the search logs,
could perform observational studies on how they
search, conduct interviews, etc.

The 2008 experiments resulted in a truly reusable
data set (the first time in iCLEF!), with 5,000 com-
plete search sessions recorded and 5,000 post-search
and post-experience questionnaires. 200 users from 40
countries played an active role in these experiments
which covered six target languages. Six groups sub-
mitted results (4 log analyses, 2 observational studies).
It was possible to quantify the differences (in success,
behaviour, satisfaction) between different user profiles
(active, passive, unknown) and search settings (mono,
bi, multilingual). A main observation was that, us-
ing the same cross-language search engine (with stan-
dard interactive CLIR facilities, such as assisted trans-
lation), users with active or passive abilities in the tar-
get language find relevant images faster and more ac-
curately than users with no knowledge of the target
language. In other words, in addition to better CLIR
algorithms, we need more research on interactive fea-
tures to help users bridge the language gap.

Multilingual Question Answering (QA@CLEF)
This track has been offering monolingual and
cross-language question answering tasks since 2003.
QA@CLEF 2008 proposed both main and pilot tasks.
The main scenario was event-targeted QA on a het-
erogeneous document collection (news articles and
Wikipedia). A large number of questions were topic-
related, i.e. clusters of related questions possibly con-
taining anaphoric references. Besides the usual news
collections, articles from Wikipedia were also consid-
ered as sources of answers. Many monolingual and
cross-language sub-tasks were offered: Basque, Bul-
garian, Dutch, English, French, German, Italian, Por-
tuguese, Romanian and Spanish were proposed as both
query and target languages; not all were used in the
end.
After 6 years, a lot of resources and know-how have

been accumulated. However, the tasks offered have

proved to be difficult for the systems which have not
shown a very good overall performance, even those
that have participated year by year. In addition, a result
of offering so many language possibilities has meant
that there have always been very few systems partici-
pating in the same task, with the same languages. This
has meant that comparative analysis is extremely prob-
lematic. Consequently, the QA organisers have de-
cided to redefine the task for CLEF 2009 to permit the
evaluation and comparison of systems even when they
are working in different languages. The new setting
will also take as reference a real user scenario, in a
new document collection in which multilinguality is
more natural.
The additional exercises were the following:

• The Answer Validation Exercise (AVE) in its
third edition was aimed at evaluating answer val-
idation systems based on recognizing textual en-
tailment. Like last year, all participating systems
employed lexical processing. However, this year
there were more groups using syntactic process-
ing, mainly chunking or dependency analysis.
The application of semantic analysis decreased
while the use of WordNet increased (50% of par-
ticipants used it). 7 out of 9 groups used a Named
Entity Recognizer and most groups applied Ma-
chine Learning techniques. Support vector ma-
chines (SVM) and decision trees were the most
used classifiers. There is insufficient evidence
to say that one performed better than the other.
Overall, it seems that more sophisticated tools do
not imply better performance.

• QAST was focused on Question Answering over
Speech Transcriptions of seminars. In this 2nd
year pilot task, answers to factual and defini-
tional questions in English were to be extracted
from spontaneous speech transcriptions related
to separate scenarios in English, French and
Spanish. Five groups participated across ten
tasks that included dealing with different types of
speech (spontaneous or prepared), different lan-
guages (English, Spanish and French) and differ-
ent word error rates for automatic transcriptions
(from 10.5% to 35.4%). For the tasks where the
word error rate was low enough (around 10%)
the loss in accuracy compared to manual tran-
scriptions was under 5%, suggesting that QA in
such documents is potentially feasible. How-
ever, even where automatic speech recognition
(ASR) performance is reasonably good, there re-
main many challenges when dealing with spoken
language. The results from the QAST evaluation
indicate that if a QA system performs well on
manual transcriptions it will also performs rea-
sonably well on high quality automatic transcrip-
tions.
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• QA-WSD provided questions and collections
with already disambiguatedWord Senses in order
to study their contribution to QA performance.
Unfortunately, just one groups participated in this
task so the results were not significant.

Cross-Language Retrieval in Image Collections
(ImageCLEF) This track evaluated retrieval of im-
ages from multilingual collections; both text and vi-
sual retrieval techniques were exploitable. Five chal-
lenging tasks were offered in 2008:

• A photo retrieval task: a good image search en-
gine ensures that duplicate or near duplicate doc-
uments retrieved in response to a query are hid-
den from the user. Ideally the top results of a
ranked list will contain diverse items represent-
ing different sub-topics within the results. This
task focused on the study of successful clustering
to provide diversity in the top-ranked results. The
target collection contained images with captions
in English and German; queries were in English.

• A medical image retrieval task: this is a domain-
specific retrieval task in a domain where many
ontologies exist; the target collection was a subset
of the Goldminer collection containing images
from English articles published in Radiology and
Radiographics with captions and html links to the
full text articles. Queries were provided in En-
glish, French and German.

• A visual concept deception task: the objective
was to identify language-independent visual con-
cepts that would help in solving the photo re-
trieval task. A training database was released
with approximately 1,800 images classified ac-
cording to a concept hierarchy. This data was
used to train concept detection/annotation tech-
niques. For each of the 1,000 images in the test
database, participating groups were required to
determine the presence/absence of the concepts.

• An automatic medical image annotation task: au-
tomatic image annotation or image classifica-
tion can be an important step when searching
for images from a database of radiographs. The
aim of the task was to find out how well cur-
rent language-independent techniques can iden-
tify image modality, body orientation, body re-
gion, and biological system on the basis of the
visual information provided by the images.

• A Wikipedia image retrieval task: this was an
ad hoc image search task where the information
structure can be exploited for retrieval. The aim
was to investigate retrieval approaches in the con-
text of a larger scale and heterogeneous collec-
tion of images (similar to those encountered on

the Web) that are searched for by users with di-
verse information needs.

As can be seen from Figure 3, ImageCLEF has be-
come the most popular of all tracks, even though (or
maybe because) it is the track that deals the least with
language and linguistic issues. One of the secrets of its
popularity is that image search has a number of well-
known applications. In CLEF we focus on one of the
most important: medical image processing and analy-
sis. A major focus is on the combination of text and
image features to improve search. In this respect, it is
interesting to note that one of the findings of the co-
ordinators of the medical tasks this year was that from
an examination of mixed media runs that had corre-
sponding text-only runs, it was clear that combining
good textual retrieval techniques with questionable vi-
sual retrieval techniques can negatively affect system
performance. This demonstrates the difficulty of use-
fully integrating both textual and visual information,
and the fragility that such combinations can introduce
into retrieval systems [7]

Multilingual Web Retrieval (WebCLEF) In the
past three years this track has focused on evaluation of
systems providing multi- and cross-lingual access to
web data. WebCLEF 2008 repeated the track setup of
the 2007 edition. In 2008, a multilingual information
synthesis task was offered, where, for a given topic,
participating systems were asked to extract important
snippets from web pages (fetched from the live web
and provided by the task organizers). The systems had
to focus on extracting, summarizing, filtering and pre-
senting information relevant to the topic, rather than
on large scale web search and retrieval per se. The
focus was on refining the assessment procedure and
evaluation measures. WebCLEF 2008 had lots of sim-
ilarities with (topic-oriented) multi-document summa-
rization and with answering complex questions. An
important difference is that at WebCLEF, topics could
come with extensive descriptions and with many thou-
sands of documents from which important facts have
to be mined. In addition, WebCLEF worked with web
documents, which can be very noisy and redundant.
Although the Internet would seem to be the obvious

application scenario for a CLIR system,WebCLEF has
had a rather disappointing participation. For this rea-
son, we have decided to drop this track – at least for
the coming year.

Cross-Language Geographical Retrieval (Geo-
CLEF) The purpose of GeoCLEF is to test and eval-
uate cross-language geographic information retrieval
for topics with a geographic specification. How best to
transform into a machine readable format the impre-
cise description of a geographic area found in many
user queries is still an open research problem. As in
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previous years, GeoCLEF 2008 examined geographic
search of a text corpus. Some topics simulated the sit-
uation of a user who poses a query when looking at a
map on the screen.
In GeoCLEF 2006 and 2007, it was found that key-

word based systems often do well on the task and the
best systems worked without any specific geographic
resource. In 2008 the best monolingual systems used
specific geo reasoning; there was much named-entity
recognition (often using Wikipedia) and NER topic
parsing. Geographic ontologies were also used (such
as GeoNames and World Gazeteer), in particular for
query expansion. However, as in previous years, in
the cross-language tasks, the best systems used no spe-
cific geo components; standard approaches like BM25
and blind relevance feedback worked well. It has been
decided to terminate GeoCLEF this year; however, a
new track in 2009, LogCLEF, will continue to study
information retrieval problems from the geographical
perspective.

Cross-Language Video Retrieval (VideoCLEF)
VideoCLEF used a video corpus containing episodes
of a dual language television program in Dutch and
English. Three tasks were offered: (1) Automatic as-
signment of subject tags (i.e., classification), (2) Au-
tomatic translation of metadata for visualization, and
(3) Automatic selection of semantically representative
keyframes. The dual language programming of Dutch
TV offered a unique scientific opportunity, presenting
the challenge of how to exploit speech features from
both languages.
Five research groups participated in this track. Par-

ticipants were supplied with archival metadata includ-
ing title and description, shot boundaries, shot-level
keyframes and automatic speech recognition (ASR)
transcripts in both Dutch and English. The video con-
tent was chosen to reflect the cultural heritage domain
and the subject labels used in the automatic classifica-
tion task were selected to be representative of cultural
heritage themes.
The results of the classification task (i.e., automatic

assignment of subject labels to videos) demonstrated
that classification of dual language video content is
in no way trivial. It was, however, possible to reach
satisfactory classification performance, particularly on
individual classes The translation task was a success.
We were able to conclude that if non-Dutch speakers
wish to access content in a Dutch-language archive to
find embedded English-language interviews, transla-
tion of the metadata is NOT a bottleneck. Finally, the
semantic keyframe selection task also yielded very en-
couraging results. Shot-level keyframeswere automat-
ically selected on the basis of the spoken content of
the shot in order to represent the entire television doc-
umentary. The automatically selected keyframes were
competitive with human selected keyframes.

Multilingual Information Filtering (IN-
FILE@CLEF) INFILE (INformation, FILtering &
Evaluation) was a cross-language adaptive filtering
evaluation track sponsored by the French National
Research Agency. INFILE extended the last filtering
track of TREC 2002 in the following ways:

• Monolingual and cross-language tasks were of-
fered using a corpus of 100,000 Agence France
Press (AFP) comparable newswire stories for
Arabic, English and French;

• Evaluation was performed by an automatic in-
terrogation of test systems with a simulated user
feedback. A curve of the evolution of efficiency
was computed along with more classical mea-
sures tested in TREC.

Details on the technical infrastructure, the organi-
sation and an analysis of the results of all these tracks
can be found in the track overview reports in the CLEF
2008 Working Notes12.

2.3 Agenda for CLEF 2009

As we write, the final agenda for CLEF 2009 is be-
ing decided. There will be eight main evaluation tracks
- six have been inherited from last year 13 and two new
ones have been added: Intellectual Property (CLEF-
IP) and Log File Analysis (LogCLEF). These are de-
scribed below.

Intellectual Property (CLEF–IP) The CLEF–IP
track in 2009 will utilize a collection of more than 1M
patent documents mainly derived from sources of the
European Patent Office. The collection will cover En-
glish French and German with at least 100,000 docu-
ments in each language. Queries and relevance judge-
ments will produced by two methods. The first is using
queries produced by Intellectual Property Experts and
reviewed by them in a fairly conventional way. The
second is an automatic method using patent citations
from seed patents. Search results will be reviewed to
ensure that the majority of test and training queries
produce results in more than one language. We will
primarily report results retrieving documents across all
three languages. In 2009 we will stick to the Cranfield
evaluation model: in subsequent years we expect to
offer refined retrieval process models and assessment
tools14.

12See http://www.clef-campaign.org/
13As stated in the previous section, the Domain-Specific, Web-

CLEF and GeoCLEF tracks were terminated in 2008.
14See http://www.ir-facility.org/the_irf/

clef-ip09.htm
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Log File Analysis (LogCLEF) LogCLEF deals
with the analysis of queries as expression of user be-
havior. The goal is the analysis and classification of
queries in order to improve search systems. It builds
on some of the work of GeoCLEF 2007. LogCLEF
has two tasks:

• Log Analysis and Geographic Query Identifica-
tion (LAGI): The recognition of the geographic
component within a query stream is a key prob-
lem for geographic information retrieval (GIR).
Geographic queries require specific treatment and
often a geographically oriented output (e.g. a
map). The task is to (1) classify geographic
queries and (2) identify their geographic and non-
geographic elements. A real search engine log
file and logs from The European Library (TEL)
will be used.

• Log Analysis for Digital Societies (LADS): This
task will use logs from The European Library
(TEL) and intends to analyze user behavior with a
focus on multilingual search. The task is open to
different approaches. Potential targets are query
reformulation, multilingual search behavior and
community identification15

CLEF 2009 will also include an experimental pi-
lot task: GridCLEF. Our ideas for this activity are de-
scribed below in Section 4.1
The preliminary Call for Participation for CLEF

2009 can be found at http://www.trebleclef.
eu/

2.4 Growth of Test Collections

CLEF campaigns mainly adopt a comparative eval-
uation approach in which system performances are
compared according to the Cranfield methodology,
which makes use of experimental collections. The
CLEF test collections are thus made up of documents,
topics and relevance assessments. The topics are cre-
ated to simulate particular information needs from
which the systems derive the queries to search the
document collections. System performance is evalu-
ated by judging the results retrieved in response to a
topic with respect to their relevance, and computing
the relevant measures, depending on the methodology
adopted by the track.
A number of different document collections were

used in CLEF 2008 to build the test collections:

• CLEF multilingual corpus of more than 3 mil-
lion news documents in 14 European languages.
This corpus is divided into two comparable col-
lections: 1994-1995 - Dutch, English, Finnish,
French, German, Italian, Portuguese, Russian,

15See http://www.uni-hildesheim.de/logclef/

Spanish, Swedish; 2000-2002 - Basque, Bulgar-
ian, Czech, English, Hungarian. The Basque data
was new this year. Parts of this collections were
used in the AdHoc, QuestionAnswering, Geo-
CLEF and MorphoChallenge tracks.

• Data from The European Library (TEL): approx-
imately 3 million library catalog records in En-
glish, French and German, used in the Ad Hoc
track.

• Hamshahri Persian newspaper corpus; nearly
170,000 documents used in the Ad Hoc track;

• The GIRT-4 social science database in English
and German (over 300,000 documents) and two
Russian databases: the Russian Social Science
Corpus (approx. 95,000 documents) and the
Russian ISISS collection for sociology and eco-
nomics (approx. 150,000 docs). The RSSC cor-
pus was not used this year. Cambridge Sociolog-
ical Abstracts in English (20,000 docs). These
collections were used in the domain-specific
track.

• Online Flickr database, used in the iCLEF track

• The ImageCLEF track used collections for both
general photographic and medical image re-
trieval:

– IAPR TC-12 photo database of 20,000 still
natural images (plus 20,000 corresponding
thumbnails) with captions in English, and
German;

– ARRS Goldminer database - nearly 200,000
images published in 249 selected peer-
reviewed radiology journals

– IRMA collection in English and German of
12,000 classified images for automaticmed-
ical image annotation

– INEX Wikipedia image collection, approx-
imately 150,000 images associated with un-
structured and noisy textual annotations in
English

• Videos in Dutch and English of documentary
television programs, approximately 30 hours,
used in the VideoCLEF track.

• Agence France Press (AFP) comparable
newswire stories in Arabic, French and English
for the INFILE track

The number, format and languages of the topic sets
created varied according to the needs of the particu-
lar track. In all cases, ground truth creation was done
using human resources.
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These test suites form valuable and reusable re-
sources. They are created according to rigorous guide-
lines and are tested to confirm their stability. An offi-
cial CLEF Test Suite consisting of the data created for
the monolingual, bilingual, multilingual and domain-
specific text retrieval tracks for the CLEF 2000-2003
Campaigns is now publicly available. It consists of
multilingual document collections in eight languages;
step-by-step documentation on how to perform a sys-
tem evaluation; tools for results computation; multi-
lingual sets of topics; multilingual sets of relevance
assessments; guidelines for participants (in English);
tables of the results obtained by the participants; pub-
lications16. We are now planning to release additional
test collections to cover later years.

2.5 The Evaluation Infrastructure

The current approach to experimental evaluation is
mainly focused on creating comparable experiments
and evaluating their performance whereas researchers
would also greatly benefit from an integrated vision
of the scientific data produced, together with analyses
and interpretations, and from the possibility of keep-
ing, re-using, and enriching them with further infor-
mation. The way in which experimental results are
managed, made accessible, exchanged, visualized, in-
terpreted, enriched and referenced is an integral part of
the process of knowledge transfer and sharing towards
relevant application communities.
The University of Padua has thus developed Dis-

tributed Information Retrieval Evaluation Campaign
Tool (DIRECT)17, a sophisticated evaluation infras-
tructure which provides a set of tools capable of man-
aging high-level tasks, such as topic creation, exper-
iment submission, pool assessment, relevance assess-
ment, statistical analysis on the experiments, etc. [4].
DIRECT supports a data curation approach within
CLEF as an extension to the traditional methodology
in order to better manage, preserve, interpret and en-
rich the scientific data produced, and to effectively
promote the transfer of knowledge. A detailed descrip-
tion of the DIRECT architecture and functionality is
provided in [1].
DIRECT has been successfully employed in the last

four CLEF evaluation campaigns (2005, 2006, 2007
& 2008) managing the technical infrastructure for a
number of tracks: Ad Hoc, Domain-Specific and Geo-
CLEF, and providing procedures to handle:

• the track set-up, harvesting and processing of the
document collections, management of topic cre-
ation procedures

16The Evaluation Package is now available in the European
Language Resources Association (ELRA) catalogue (ref. EL-
RAE0008). Information can be found at: http://catalog.
elra.info/.
17http//direct.dei.unipd.it/

• the registration of participants to tracks, submis-
sion of experiments, collection of metadata about
experiments, and their validation;

• the creation of document pools and the manage-
ment of relevance assessment;

• the provision of common statistical analysis tools
for both organizers and participants in order to
allow the comparison of the experiments;

• the provision of common tools for summarizing,
producing reports and graphs on the measured
performances and conducted analyses.

An extension to DIRECT to manage the technical in-
frastructure for ImageCLEF is now under discussion.

2.6 Main results

Over the years, CLEF has played an important role
in stimulating research activity in new, previously un-
explored areas, such as cross-language question an-
swering, image and geographic information retrieval
and in encouraging the study and implementation of
evaluation methodologies for diverse types of cross-
language IR systems. This has lead to the building up
of a strong multidisciplinary research community and
to the creation of important, reusable test collections
for system benchmarking18. The research activities
promoted by CLEF have provided valuable quantita-
tive and qualitative evidence with respect to best prac-
tice in cross-language system development. For exam-
ple, CLEF evaluations have provided evidence along
the years as to which methods give the best results in
certain key areas, such as multilingual indexing, query
translation, resolution of translation ambiguity, results
merging [3]. DIRECT is a valuable tool when assess-
ing the results over the years as it stores the data over
the years and enables us to make all kinds of in-depth
analyses.
However, although CLEF has done much to pro-

mote the development of multilingual IR systems, the
focus has been on building and testing research proto-
types rather than developing fully operational systems.
The challenge that we are now attempting to tackle is
how to best transfer these research results to the market
place. How we are now trying to face this challenge is
described in the following section.

3 TrebleCLEF

For many years, CLEF has thus been a forum
where researchers can perform experiments, discuss
results and exchange ideas; most of the results have
18The 2000-2003 test collections are now publicly available

on the Evaluation and Language resources Distribution Agency
(ELDA) catalog, see http://www.elda.org/.
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been published but the extensive CLEF-related litera-
ture is mainly intended for the academic community.
Contacts with interested application communities have
been notably lacking.
In fact, evaluation campaigns have their limitations.

They tend to focus on aspects of system performance
that can be measured easily in an objective setting
(e.g. precision and recall) and to ignore others that
are equally important for overall system development.
Thus, while in CLEF, much attention has been paid
to improving performance in terms of the ranking of
results through the refining of query expansion pro-
cedures, term weighting schemes, algorithms for the
merging of results, equally important criteria of speed,
stability, usability have been mainly ignored. Clearly,
in any real world MultiLingual Information Access
(MLIA) system, the results must be presented in an
understandable and useful fashion. The user interface
implementation thus needs to be studied very care-
fully, according to the particular user profile. Such
aspects tend to be neglected in traditional evaluation
campaigns.
At the beginning of 2008 we thus launched a new

activity which aims at building on and extending the
results already achieved by CLEF. This activity, called
TrebleCLEF , aims at stimulating the development of
operational MLIA systems rather than research proto-
types.
TrebleCLEF is promoting research, development,

implementation and industrial take-up of multilingual,
multimodal information access functionality in the fol-
lowing ways:

• by continuing to support the annual CLEF sys-
tem evaluation campaigns with tracks and tasks
designed to stimulate R&D to meet the require-
ments of the user and application communities,
with particular focus on the following key areas:

– user modeling, e.g. the requirements of dif-
ferent classes of users when querying mul-
tilingual information sources;

– language-specific experimentation, e.g.
looking at differences across languages in
order to derive best practices for each lan-
guage, best practices for the development
of system components and best practices
for MLIA systems as a whole;

– results presentation, e.g. how can results be
presented in the most useful and compre-
hensible way to the user.

• by constituting a scientific forum for the MLIA
community of researchers enabling them to meet
and discuss results, emerging trends, new direc-
tions:

– providing a scientific digital library to man-
age accessible the scientific data and exper-

iments produced during the course of an
evaluation campaign. This library would
also provide tools for analyzing, comparing,
and citing the scientific data of an evalua-
tion campaign, as well as curating, preserv-
ing, annotating, enriching, and promoting
the re-use of them;

• by acting as a virtual centre of competence pro-
viding a central reference point for anyone inter-
ested in studying or implementing MLIA func-
tionality and encouraging the dissemination of in-
formation:

– making publicly available sets of guidelines
on best practices in MLIA (e.g. what stem-
mer to use, what stop list, what translation
resources, how best to evaluate, etc., de-
pending on the application requirements);

– making tools and resources used in the eval-
uation campaigns freely available to a wider
public whenever possible; otherwise pro-
viding links to where they can be acquired;

– organising workshops, and/or tutorials and
training sessions.

Thus with TrebleCLEF we hope to bridge the gap
between research activities promoted in CLEF and the
application of the results in a real-world context. The
first major results of this activity will be seen in 2009
with the publication of three Best Practices studies:

• Best Practices in Language Resources for Multi-
lingual Information Access

• Recommendations for Best Practices in System
and User-oriented Multilingual Information Ac-
cess

• Best Practices for Test Collection Creation, Eval-
uation Methodologies and Language Processing
Technologies

In addition, we will be holding a Summer School
in June 2009 aimed at providing a grounding in the
core topics that constitute the multidisciplinary area of
Multilingual Information Access and a MLIA Tech-
nology Day will be held in autumn 2009 in order to
disseminate the results of our studies to the applica-
tion communities. In this way, we hope to provide a
real contribution not only to MLIA research but also
in the MLIA application communities.

4 Ad Hoc as a Case Study

As has been stated, the Ad Hoc track has always
been considered as the core track in CLEF and is the
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Figure 4. CLIR areas explored by the Ad
Hoc track over the years.

starting point for many groups as they begin to be in-
terested in developing functionality for the multilin-
gual information access.
Our objective in this track has been to promote

R&D in monolingual, bilingual and multilingual text
retrieval. As can be seen in Table 1, the different ad-
hoc tasks present varying degrees of difficulty: there
are more basic tasks, such as the monolingual tasks or
the bilingual English tasks, designed to encourage in-
experienced groups to experiment and increase their
knowhow; there are intermediate tasks, such as the
bilingual task with unusual pair of languages, where
groups can try to apply more advanced techniques
or experiment their own consolidated techniques in a
more challenging scenario; finally, there are advanced
tasks, such as the multilingual and robust tasks, where
groups have to address difficult issues and discover in-
novative solutions. In this way, over the years, we have
offered different entry points to the fields of CLIR and
MLIA in order to support the creation and growth of a
research community with diversified expertise. In ad-
dition, as shown in Figure 4, we have promoted R&D
in the multilingual field through the exploration of a
comprehensive set of CLIR-related topics:

• experimental collections: test collections have
been built for as many European languages as
possible, attempting to cover diverse language
typologies; in 2008 we added the first non-
European language in order to add another di-
mension of complexity;

• tasks: groups have been stimulated to experiment
with retrieval over unusual pairs of languages and
retrieval from collections of multiple languages
with diverse characteristics, such as long docu-
ments, sparse information, and so on;

• linguistic resources: the development and/or use
of language resources, such as stop lists, dic-

tionaries, lexicons, aligned and parallel corpora,
etc., has been supported;

• linguistic components: the development and/or
application of linguistic tools, such as stemmers,
lemmatizers, decompounders, part of speech tag-
gers, and so on, has been fostered;

• translation approaches: groups have been en-
couraged to experiment with different approaches
for crossing language barriers, such as Machine
Translation (MT) , and dictionary-based, paral-
lel corpora-based, or conceptual network-based
translation mechanisms;

• IR models: different models have been studied
and applied – boolean, vector space, probabilis-
tic, language models, and so on – to improve re-
trieval performances across languages;

• advanced IR techniques: advanced techniques,
such as data fusion and merging or relevance
feedback, have been adopted to address issues
such as the need for query expansion to improve
translation or the fusion of multilingual results;

• metrics and evaluation techniques: metrics to
analyse system behaviour in a multilingual set-
ting and compare performances across languages
and tasks have been developed and employed.

Much of the effort of CLEF over the years has been
devoted to the investigation of key questions such as
“What is CLIR?”, “What areas should it cover?” and
“What resources, tools and technologies are needed?”
As mentioned in Section 1, CLEF began when CLIR
was just starting to be recognized as an independent
sub-discipline and thus promoted much pioneering
work in the field.
In recent editions of CLEF, the ad-hoc track has

started to explore finer-grained questions in the CLIR
scenario. An example of this is the CLEF 2008 TEL
task which explores effective approacheswhen search-
ing collections of multilingual document surrogates –
in this case catalog records – to determine whether the
documents described by such surrogates are relevant
to a given information need. This task focuses its at-
tention on a specific data type, i.e. sparse and semi-
structured catalog records, in an inherently multilin-
gual collection. These features are particularly chal-
lenging from a retrieval point of view, since the catalog
records have to be suitably processed and expanded
and the intrinsic multilinguality of the collection has
to be catered for with techniques that go beyond the
traditional fusion strategies adopted in previous mul-
tilingual tasks. It is not expected that new language
resources or linguistic tools will be produced in this
task but rather that already existing ones will be ex-
ploited. The TEL task represents an example of a task
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that focuses more on retrieval issues than on language
or linguistic aspects and is further evidence that cross-
language information retrieval is much more than sim-
ple machine translation plus information retrieval. Ex-
ploiting the CLIR acronym, we could say that it is a
CLIR task, meaning that it stresses the importance of
the retrieval techniques in a multilingual setting.
The opposite example is provided by the CLEF

2008 Robust Word Sense Disambiguated (WSD) task
which focuses on the benefits that a deeper and more
sophisticated linguistic analysis can produce in a mul-
tilingual setting, especially when hard topics are be-
ing handled and the aim is to achieve robust perfor-
mances across the set of topics. From a retrieval point
of view, the necessary techniques are well-known and
it is not expected that participants produce new IR
components. On the other hand, the development and
adoption of word sense disambiguation algorithms and
their introduction into a consolidated retrieval pipeline
puts attention on the linguistic part of the process. In
this case, we could say that this is aCLIR task.
These two examples show that we are now ready

to move from a breadth-wise exploration of the CLIR
field to a deeper investigation of each specific area
with the objective of acquiring a more profound un-
derstanding of the basic mechanisms.
This new approach is taken a step further in the

Grid@CLEF Pilot task19 which is described in the next
section.

4.1 Grid@CLEF

This task has been proposed for CLEF 2009 with
the following goals in mind:

• to look at differences across a wide set of lan-
guages;

• to identify best practices for each language;

• to help other countries to develop their expertise
in the IR field and create IR groups;

• to provide a repository, in which all the informa-
tion and knowledge derived from the experiments
undertaken can be managed and made available
via the DIRECT system.

Individual researchers or small groups do not usu-
ally have the possibility of running large-scale and sys-
tematic experiments over a large set of experimental
collections and resources. Figure 5 depicts the perfor-
mances, e.g. mean average precision, of the compo-
sition of different IR components across a set of lan-
guages as a kind of surface area which we intend to
explore with our experiment. The average CLEF par-
ticipants, shown in Figure 5(a), may only be able to
19http://ims.dei.unipd.it/gridclef/

sample a few points on this surface since, for example,
they usually test just a few variations of their own or
customary IR model with a stemmer for two or three
languages. Instead, the expert CLEF participant, rep-
resented in Figure 5(b), may have the expertise and
competence to test all the possible variations of a given
component across a set of languages, as [11] does for
stemmers, thus investigating a good slice of the surface
area.
However, even though each of these cases produces

valuable research results and contributes to the ad-
vancement of the discipline, they are both still far re-
moved from a clear and complete comprehension of
the features and properties of the surface represented
in Figure 5. A far deeper sampling would be needed
for this.
It is our hypothesis that a series of systematic grid

experiments can re-use and exploit the valuable re-
sources and experimental collections made available
by CLEF in order to gain more insights about the
effectiveness of, for example, the various weighting
schemes and retrieval techniques with respect to the
languages. This knowledge could then be dissemi-
nated to both the research and the application commu-
nities.
In order to do this, we must deal with the interaction

of three main entities, as shown in Figure 6:

• Component: in charge of carrying out one of the
steps of the IR process;

• Language: will affect the performance and be-
haviour of the different components of an Infor-
mation Retrieval System (IRS) depending on its
specific features, e.g. alphabet, morphology, syn-
tax, and so on.

• Task: will impact on the performances of IRS
components according to its distinctive character-
istics;

We assume that the contributions of these three
main entities to retrieval performance tend to overlap;
nevertheless, at present, we do not have enough knowl-
edge about this process to say whether, how, and to
what extent these entities interact and/or overlap – and
how their contributions can be combined, e.g. in a lin-
ear fashion or according to some more complex rela-
tion.
The above issue is in direct relationship with an-

other long-standing problem in the IR experimenta-
tion: the impossibility of testing a single component
independently of a complete IRS. [10, p. 12] points
out that “if we want to decide between alternative
indexing strategies for example, we must use these
strategies as part of a complete information retrieval
system, and examine its overall performance (with
each of the alternatives) directly”. This means that we
have to proceed by changing only one component at
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(a) Average CLEF participants.

(b) Expert CLEF participant.

Figure 5. Coverage achieved by different kinds of participants.
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time and keeping all the others fixed, in order to iden-
tify the impact of that component on retrieval effec-
tiveness; this also calls for the identification of suit-
able baselines with respect to which comparisons can
be made.
It is our aim to be able to re-use the existing CLEF

collections and exploit the specific competence of each
participant. Therefore, in order to run these grid exper-
iments, we need to set up a framework in which par-
ticipants can exchange the intermediate output of the
components of their systems and create a run by using
the output of the components of other participants.
For example, if the expertise of participant A is in

building stemmers and decompounders while partic-
ipant B’s expertise is in developing probabilistic IR
models, we would like to make it possible for partici-
pant A to apply his stemmer to a document collection,
pass the output to participant B, who tests his proba-
bilistic IR model, thus obtaining a final run which rep-
resents the test of participant A’ stemmer + participant
B probabilistic IR model.
Basically, there are two possible alternatives to

achieve this type of collaboration:

• build a common software framework into which
participants can plug their components and which
takes care of executing the whole run;

• build a common message framework (XML-
based) where participants publish the output of
their components and receive the input of other
components in order to create a complete run.

The first approach implies building a software
framework and adopting a particular technology, e.g.
Java. This would involve considerable effort even
if existing solutions, such as for example TERabyte
RetrIEveR (TERRIER)20, are adapted for the purpose.
This could cause participants to feel forced to produce
(new) code in a different way than usual, and might
present problems with the integration of legacy code.
The second approach poses challenges with respect
to the representation of a component’s output and the
orchestration of the various messages among partici-
pants, but could turn out to be the more flexible or, at
least, pose less burden on the participants.
In order to carry out these experiments, we plan

to lever on previous and partially similar experiences.
For example, during the Reliable Information Access
(RIA) Workshop [5], organized by the US National In-
stitute of Standards and Technology (NIST) in 2003,
an experiment called swapterms was conducted.
swapters tested the performances of relevance feed-
back when one system uses n terms determined by an-
other system in order to expand the query. In another
example at the NTCIR-7 Advanced Cross-Lingual In-
formation Access (ACLIA)21, an IR system could use
20http://ir.dcs.gla.ac.uk/terrier/index.html
21http://aclia.lti.cs.cmu.edu/wiki/Home
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Figure 6. The threemain entities involved
in grid experiments.

the results of analyses performed by an external Ques-
tion Answering (QA) system in order to search doc-
uments for a given question; similarly, a QA system
could use the retrieval results of an external IR sys-
tem in order to answer a question. Both these ex-
periences represent cases of exchange of information
among components of different systems and represent
a valuable input for grid experiments.
The Pilot Grid task in CLEF 2009 will provide us

with an opportunity to begin to set up a suitable frame-
work in order to carry out a first set of experiments
which will allow us to acquire an initial set of mea-
surements and to start to explore the interaction among
IR components and languages. This initial knowledge
will allow us to tune the overall protocol and frame-
work, to understand what directions are more promis-
ing, and to scale the experiments up to a finer-grain
comprehension of the behaviour of IR components
across languages.

5 Conclusions

In this paper, we have attempted to show howCLEF
has progressed over the years from a small research
action studying cross-language textual document re-
trieval for a few of the most widely used European
languages to a large-scale activity that aims at promot-
ing R&D in the multidisciplinary area of multilingual,
multimodal information retrieval by providing an in-
frastructure which allows communities of researchers
to collaborate together on a large-scale and also by dis-
seminating those results to the outside world.
We have already taken important first steps in this

direction both through the organization of a series of
dissemination activities in TrebleCLEF, as mentioned
above, and also in the design of the CLEF evaluation
activities. The CLEF 2008 and 2009 tracks have been
studied not just to meet the requirements of research
but also to better reflect the needs of the users. Impor-
tant examples are the ongoing collaboration with The
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European Library in the Ad Hoc track, the user studies
being undertaken by the Interactive track, the log file
analysis of LogCLEF, the work with radiographic im-
ages in ImageCLEFmed, and the Intellectual Property
track to begin in CLEF 2009.
In the coming years, it is our intention to focus

much of our efforts in three directions:

• in-depth analyses on how the various components
of an MLIA system (stemmers, IR models, rel-
evance feedback, translation techniques) behave
with respect to languages;

• the organization of evaluation exercises modeled
on the results of MLIA user profiling studies;

• transfer of the research results to the relevant ap-
plications.

In this way, we feel that we will be able to exploit to
the full the considerable volume of data and knowhow
which has been built up in the last decade thanks to the
efforts of the approximately 180 research groups that
have participated in CLEF so far.
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