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Abstract

In this paper, we investigate the effect of the topic
dependent translation model for patent translation.
We employ clustering technique to estimate topics in
the training corpus and document retrieval to identify
the topic fitting to the source sentence. In our exper-
imental evaluation, we investigate the contribution of
our topic dependent models to phrase-base Statistical
Machine Translation.
Keywords: Statistical Machine Translation, Cluster-
ing, Topic Adaptation, Topic Dependent Translation

1 Introduction

Recently, Statistical Machine Translation(SMT) be-
comes mainstream in machine translation research,
and phrase-base SMT performs well among the meth-
ods. It is well known that using larger training data
produces better performance in SMT. However, there
are often more than one topics in large training data
and leveraging such topics in the large training data
should improve the translation performance. We focus
on the topics in SMT and propose the topic dependent
translation method for Patent Translation.

The idea of topic adaptation is widely used in many
fields. For example, the topic adapted language model
performs well in automatic speech recognition. Our
method can be considered as applying the topic adap-
tation into the statistical machine translation.

For training the topic dependent translation mod-
els, we first divide the parallel sentences into the topic
dependent clusters, then the sentences in each cluster
are used to train the translation model of the topic that
they belong to. At the time of translation, the topic of
the source sentence is predicted by applying a docu-
ment retrieval method, then the sentence is translated
by using the translation model that corresponds to the
predicted topic.

2 Training Method

In this section, the training procedure is explained.
A topic dependent translation model can be trained

by using a subset of parallel sentences, that shares
a common topic. However, it is not clear what and
how many topics are in the training parallel sentences.
Therefore, unsupervised topic clustering technique is
applied.
Firstly, by applying the unsupervised clustering

method, the documents in the PPD are divided into the
clusters, each of which is considered to be shared some
topic. The number of the clusters to be divided is given
beforehand. Secondly, for each cluster, the the parallel
sentences in the PSD that are extracted from the docu-
ments in the cluster are gathered into the topic specific
training data for the topic dependent translation model.
The flow of the training process is shown on the

left side of Figure 1. The detail of the process will be
described below step by step.

1. The documents in the Japanese side of the PPD
are classified into the fixed number of clusters by
using the clustering toolkit CLUTO [7]. The bag
of normalized content words are used as the fea-
ture vector of a document. Among the CLUTO’s
various parameters, we used the following pa-
rameter settings. Cosine is used for measuring
the similarity between documents. The 2-way
clustering is used for the clustering algorithm, in
which a cluster is divided in two repeatedly until
the given number of clusters are obtained.

2. The PSD are divided into the clusters according
to the PPD cluster.

3. For each PSD cluster, the topic-dependent trans-
lation model is trained by using the parallel sen-
tences that belongs to the cluster.

3 Translation Method

In this section, the translation procedure of the pro-
posed method is explained.
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Figure 1. Training and translation process flow.

To apply the topic dependent translation model to
the input sentence, its topic must be predicted at first.
We predict the topic by finding the most similar cluster
to the input sentence among the clusters constructed at
the training phase. It is done by applying a document
retrieval method, so that the input sentence are used
as the query for the document retrieval targeting the
documents in PPD. For each document in the n-best
results, the corresponding cluster that it belongs to is
checked and counted. The majority among the clusters
is selected as the predicted topic of the input sentence.
Then, the input sentence is translated by using the

translation model that corresponds to the predicted
topic.
We used GETA for the document retrieval. The

content words are used for indexing the documents.
The TF-IDF with pivoted normalization is used for the
term weighting.

4 Evaluation

In the experimental evaluation, we used Moses[4]
for translation model training and decoding,
SRILM[6] for language model training, CLUTO
for clustering, GETA for retrieval. We did not apply
the minimum error rate model tuning.
Training data in NTCIR-7 Patent Translation Task

is used for training. The number of sentences in PSD is

1798571. The number of documents in PPD is 46347.

In USPTO patents which English PPDs are ex-
tracted from, topic information is annotated accord-
ing to international patent classification(IPC). How-
ever, we did not use such information.

Our evaluation results on NTCIR-7 Patent Transla-
tion Task formal-run are shown in Table 1. For each
direction, i.e. E-J or J-E, we submitted two runs; the
parallel sentences in PSD was divided into 5 (TH-je1,
TH-ej5) or 10 (TH-je2, TH-ej6) clusters. 10-best re-
trieval results are used to select the cluster at the trans-
lation time.

Unfortunately, we found that the system that had
been used to obtain the formal-run results did not work
correctly because of several mistakes in the program-
ming. The size of the parallel sentences actually used
for training the model was happened to be only 20K
for each cluster. Moreover, we wrongly used the in-
consistent case representation for words between train-
ing and testing for the J-E task.

After all, we corrected the errors in the system, then
evaluated our methods again. The results are shown in
Table 2.

For the baseline methods, Baseline1 trains the
model by using all the PSD training data and translates
the input sentences using it, while Baseline2 trains the
model by using 640,000 sentences, which size is de-
cided to be matched with the maximum number of the
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Table 1. Evaluation result for formal-run
test data of NTCIR-7 Patent Translation
Task. (“intrinsic” result in the task, group
ID is “TH”)

Japanese-English Translation
run ID cluster average sentences BLEU

number number per cluster
TH-je1 5 339843 15.9
TH-je2 10 179823 14.86

English-Japanese Translation
run ID cluster average sentences BLEU

number number per cluster
TH-ej5 5 339843 2.23
TH-ej6 10 179823 2.32

sentences in our Cluster-5 models.

For our proposed methods, Cluster-5 divides PSD
into 5 clusters, while Cluster-10 divides PSD into 10
clusters. 10-best retrieval results are used to select the
cluster at the translation time.

For the reference methods, Cluster-5-oracle and
Cluster-10-oracle use the same clusters as Cluster-
5 andCluster-10, respectively, but we manually select
the optimal cluster that draws the best BLEU score at
the translation time.

Comparing with the baseline, our methods
(Cluster-5 and Cluster-10 for both directions) give
better BLEU score than Baseline2, but lower than
Baseline1. However, oracle methods (Cluster-5-
oracle and Cluster-10-oracle for both directions)
consistently give better score than the baseline
methods.

In order to see if the results should indicate that
some appropriate cluster selection method can im-
prove the performance or the good results would be
obtained simply by the oracle method, we conducted
another experiment.

Random-5-oracle and Random-10-oracle ran-
domly divide PSD into 5 and 10 clusters, respectively,
then the optimal cluster is selected manually at the
translation time. The results shows that the random-
ized oracle methods performs as well as the oracle
methods, indicating that the oracle methods improve
the performances by themselves.

To improve the results, we further applied the fol-
lowing modifications into our methods. Firstly, we in-
creased the n-best retrieval results from 10 to 50 used
to select the cluster at the translation time. Secondly,
we changed the similarity measure used to select the
similar sentence in the clusters. However, both meth-
ods did not improve the results.

Table 2. Corrected evaluation result for
formal-run test data of NTCIR-7 Patent
Translation Task.

Japanese to English average BLEU
Translation sentences number

per cluster
Baseline1(1 cluster) 1798571 23.96
Baseline2(1 cluster) 640000 23.27
Cluster-10 179823 23.29
Cluster-10-oracle 197823 28.85
Cluster-5 339843 23.52
Cluster-5-oracle 339843 27.50

English to Japanese average BLEU
Translation sentences number

per cluster
Baseline1(1 cluster) 1798571 29.80
Baseline2(1 cluster) 640000 28.66
Cluster-10 179823 29.29
Cluster-10-oracle 179823 35.35
Random-10-oracle 179857 35.44
Cluster-5 339843 29.71
Cluster-5-oracle 339843 34.28
Random-5-oracle 359714 34.68

5 Discussion

The evaluation showed that the our topic adapted
translation model was not so effective. To see the
reason why it did not work well, we investigated the
phrase translation model in detail.
We think that the topic adapted phrase translation

model Pa(t|s) works well when it can reduce the pos-
sible translation candidates t given a source phrase s
by the topic adaptation. To investigate the assumption,
we calculate the perplexity of the phrase translation
model P (t|s) defined as follows.

Perplexity(s) = 2
−

∑
t

P (t|s)log2P (t|s)

The perplexity represents the average number of the
target candidates given a source phrase s.
For the phrase translation table trained by using all

the PSD, we calculated the average of the perplexities
for each length of the source phrases. The results are
shown in Table 3. It shows that the average perplexity
decreases as the length of the source phrase increases,
and that the phrases longer than four words have less
than two candidates in average. This indicates that,
for longer source phrases, the phrase translation model
works almost deterministic to select the candidate tar-
get phrase. It seems to give a reason why the topic
adaptation for the phrase translation model does not
work well.
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Table 3. The average of the perplexity for
each length of the source phrases.

English to Japanese translation
number of number of average number

words in a phrase phrases of branch
1 122127 6.02
2 1594698 4.11
3 5146112 2.61
4 7302523 1.90
5 6845443 1.58
6 5096549 1.42
7 3352540 1.33

Japanese to English translation
number of number of average number

words in a phrase phrases of branch
1 59382 7.29
2 996557 4.35
3 3795944 2.7
4 6292354 2.01
5 7155370 1.69
6 6666304 1.52
7 5567892 1.41

On the other hand, for the word translation model,
the topic adaptation seems to work well, as the word
candidates vary with the topic adapted word transla-
tion model. For example, Table 4 shows the most
probable translation candidates of the source word
“blade” predicted by the cluster specific word trans-
lation models used in our Cluster-5 English-Japanese
setting. However, as the phrase translation model is a
dominant component in the current phrase-based SMT
framework, the topic adapted translation model seems
not to work well in total.

6 Related Work

Utiyama and Isahara [2] trained the topic dependent
translation models from the PSD by using the interna-
tional patent classification (IPC) associated with the
PPD. They reported that their topic dependent models
are less effective than the model trained by using all
the PSD. Their result is consistent with ours.
Yamamoto and Sumita [3] also applied a domain

adaptation method for both translation and language
models on the corpus for travel arrangements task.
Their approach is similar to ours, but their clustering
and domain selection methods are quite different from
ours. They reported that their method was effective,
though they used the different phrase-based SMT de-
coder, namely Pharaoh [5].

Table 4. Difference of word translation
probability between clusters at English
to Japanese translation.

English Japanese word probability
cluster 0 blade 羽根 0.24
cluster 1 blade ブレード 0.26
cluster 2 blade 刃 0.33
cluster 3 blade 羽根 0.22
cluster 4 blade ブレード 0.34

7 Conclusion

In this paper, we proposed the topic adaptation
method for the translation model used in the SMT sys-
tem. We investigated the effect of the proposed adap-
tation method for the NTCIR-7 Patent translation task.
In the future work, we will try other adaptation tech-
niques, includingmodel interpolationmethod, in order
to improve the translation accuracy.
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