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Iñaki Alegria
IXA Group, EHU

Donostia, Basque Country
i.alegria@ehu.es

Nerea Ezeiza
IXA Group, EHU

Donostia, Basque Country
n.ezeiza@ehu.es

Abstract: In this paper we present a system for translating named-entities from
Basque to English using Wikipedia’s knowledge. We can exploit interlingual links
from Wikipedia (WIL) to get named-entity translation, but entities without inter-
lingual links can be translated using the Wikipedia as a corpus, suggesting new
interlingual links. In this second case the interlingual links can be used as a test
corpus in order to evaluate the translation process. We just need Wikipedia articles
in both languages (specially in the target language) and a bilingual dictionary to
apply this methodology to other language pairs.
Keywords: Named-Entity Translation, exploiting Wikipedia

1 Introduction

Person, location and organization names, are
the main types of named entities (NEs), and
they are expressions commonly used in all
kinds of written texts. Recently, these ex-
pressions have become indispensable units for
many applications in the area of information
extraction, as well as for many searching en-
gines. Named-entity translation task also has
an increasing interest in the NLP community,
since this kind of systems might help in the
improvement of multilingual systems, such
as machine translation or question answering
systems. The proper processing of named-
entities might not only improve numerical re-
sults in machine translation but also com-
prehensiveness of translations. Most systems
dealing with NE translation are based on par-
allel corpora, which are aligned to extract the
necessary information about different kinds
of phrases, including NEs. However, and as
it is widely known, obtaining parallel corpora
is not an easy task, and it is even harder when
one of the languages in the language pair is a
minority language, as it is the case of Basque.

Our main goal is to build a multilingual
NE database that would be used in multi-
lingual or cross-lingual systems in general.

Since getting the information for that multi-
lingual NE database was a complex task, we
decided to work in the field of NEs transla-
tion, designing a system for translating those
expressions between different language pairs.

Wikipedia1 is a free on-line multilingual
encyclopedia written collaboratively by vol-
unteers, where anyone can add and change
articles. Each article in Wikipedia is
uniquely identified by its title. Normally, the
title is the most common name for the en-
tity described in the article. Those forms
that refer to an entity but are not the com-
mon forms, are represented in the Wikipedia
through redirect and disambiguation pages.

Since Wikipedia is a multilingual resource,
we can find entries in the Wikipedias for dif-
ferent languages, representing the same en-
tity in each corresponding language. For in-
stance, the Basque entry Euskal Herria and
the English Basque Country represent the
same entity in different languages. Wikipedia
uses interlingual links (WIL)2 in order to re-
late those forms in different languages. So

1http://en.wikipedia.org
2Links for each Wikipedia entry that connect them

to the corresponding entries in the Wikipedias for
other languages.
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an exhaustive translation proccess may be
avoided if we exploit WILs. For those enti-
ties without WILs, we propose a translation
system based on the contents of Wikipedia
in two different languages, following similar
steps described in (Alegria et al., 2008) for
translation based on comparable corpora.

The paper is structured as follows. Sec-
tion 2 presents the related works. Section 3
presents how to exploit Wikipedia for named-
entity translation task. In section 4 we de-
scribe the development of the NE translation
system using a limited amount of linguistic
knowledge. In section 5, we present the re-
sults of the experiments, and finally, section
6 presents some conclusions and future work.

2 Related Works

Considerable research effort has been re-
cently focused on machine translation sys-
tems (MT). Even though, most of the MT
systems will translate the Spanish form es-

cuela de derecho de Harvard into school of

the right of Harvard instead of Harvard Law
School which is the correct English form
(Reeder, 2001). So, besides being a good way
to obtain multilingual NE information, NE
translation can be also considered a helpful
task for MT improvement.

Concerning the resources, despite the dif-
ficulty to get bilingual parallel corpora for
many languages, most NE translation sys-
tems work with parallel datasets. Those
bilingual corpora are aligned not only at the
paragraph level but also at the sentence level.
For example, Moore’s work (Moore, 2003)
uses bilingual parallel English–French aligned
corpora, and he obtains a French form for
each English entity applying different statis-
tical techniques.

Although comparable corpora have been
less studied, there are some known systems
designed to work with them as well, such as
the system that translates entity names from
Arabic to English (Al-Onaizan and Knight,
2002a) (Al-Onaizan and Knight, 2002b), and
the Chinese–English translation tool pre-
sented in ACL 2003 (Chen et al., 2003).

The main goal of both systems is to obtain
the equivalent English form, taking Chinese
and Arabic respectively as source language.
Two kinds of translations can be distin-
guished in both systems: direct/simple trans-
lations and transliterations3. However, each

3Transliteration is the proccess of replacing words

tool uses a different technique. Frequency-
based methods are used in Chinese–English
translations, while in the Arabic–English lan-
guage pair, a more complex combination of
techniques is applied.

Similar techniques are applied in (Sproat
et al., 2006) and (Tao et al., 2006),
which transliterate English–Chinese NEs us-
ing comparable corpora. The former com-
bines a supervised phonetic transliteration
technique and a phonetic frequency corre-
lation approach, while the latter combines
those techniques, but applying the phonetic
approach in an unsupervised way, where the
distance is determined by means of combin-
ing the substitution, insertion and deletion of
characters.

Not only approaches to named-entity
transliteration have been presented in this
area. The system presented in (Poliquen et

al., 2005) integrated at the news analysis sys-
tem NewsExplorer4, tries to extract person
names from multilingual news collections to
match name variants referring to the same
person, and to infer relationships between
people based on the co-occurrence informa-
tion in related news.

WIL links are used to try to enrich the
German–English pair (Sorg and Cimiano,
2008). They show that roughly 50% of the
articles in German are linked to their cor-
responding English version and only 14%
from English to German. They present a
classification-based approach based on text-
based features and/or graph-based features
for that enrichment. The experiments show
that their approach has a recall of 70% with
a precision of 94%.

Multilingual named-entity recognition
based on Wikipedia is faced on (Richman
and Schone, 2008), showing that English
language data can be used to bootstrap the
NER process in other languages. For multi-
lingual categorization they use links among
languages when possible, and categories with
their English equivalents in the remaining
cases.

Concerning Basque, in our previous work
we have found two different approaches to
translate Basque NEs into Spanish (Alegria
et al., 2006). The first one was a language de-

in the source language with their approximate pho-
netic or spelling equivalents in the target language.

4http://press.jrc.it/NewsExplorer/
entities/en/1.html
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pendent tool for translating NEs from Basque
to Spanish using comparable corpora. That
system used linguistic information for both
transliteration and entity element rearrange-
ment. This system was tested using a set of
the most common entities, and it obtained an
f-score of 78.7% in named-entity translation
task.

However, as the development of a lan-
guage dependent system for each language
pair was very expensive, we tried a relatively
language semi-independent tool following a
similar strategy, and using comparable cor-
pora and bilingual dictionaries. This tool was
tested first in the Basque–Spanish language
pair and it shows that the performance was
quite close to the language dependent tool,
obtaining an f-score of 77.5%.

To confirm that the methodology was gen-
eral enough, we tried using the translation
methodology for the Spanish–English lan-
guage pair in (Alegria et al., 2008) and we
obtained almost 65% f-score, which is a con-
siderable lower performance. After observing
the errors in detail, it was detected that due
to the bad quality of the comparable corpora
the 13% of the English entity forms where
badly defined in the target corpus, so by cor-
recting them the system would get results
that are as good as the ones got for Basque–
Spanish language pair. So the methodology
based on comparable corpora seemed to be a
good choice for developing systems to trans-
late NE for different language pairs.

Thus we have obtained the language
semi-independent approach to develop the
Basque–English NE translation tool but us-
ing Wikipedia as a corpus. We will describe
in more detail the system architecture in the
following section.

3 Exploiting Wikipedia

Many articles of Wikipedia can be found in
different languages, and that is why this en-
cyclopedia can be considered an interesting
resource to get named-entity translations be-
tween different language pairs, specially if the
target language is English.

In this work, we exploit Wikipedia con-
tents in many different ways. As we have
mentioned before, the encyclopedia has in-
terconnected entries from different languages
by means of interlingual links (WIL), which
means that both entry forms represent the
same entity in their corresponding language.

So this is the most effective and cheapest
way to get named-entity translations from
Wikipedia. Unfortunately, some named-
entity pairs lack an interlingual link, which
means that other techniques must be used in
order to translate them.

Most of the translation systems use a tar-
get language lexicon, and as we will see in the
next section, we also use an English lexicon
in our system. Since the English Wikipedia
is very rich and a resource that is continu-
ously growing, we considered it an interest-
ing source for our target lexicon generation.
But as we are dealing with NEs, we are only
interested in words appearing in this kind of
expressions and not just in any kind of words.
Because of the wide coverage of the target
Wikipedia we assume that most of the source
words would have their corresponding trans-
lation in the target lexicon if we use this re-
source.

Yahoo! has a semantically annotated
Wikipedia5 version presented in (Atserias et

al., 2008), where NER task has been applied.
We took this version and extracted all the
tagged NEs. We constructed the target lex-
icon by means of including words in those
NEs and excluding grammatical words such
as prepositions, articles, etc. using a stop-
list6.

Combining the lexicon with some tech-
niques that we will see in the following sec-
tion, we constructed a system that proposes
some translation candidates for each given
Basque entity. In order to make sure if they
are suitable proposals, we can use Wikipedia
again, this time for searching if proposals
have an entry in the on-line encyclopedia. So,
the system only gives revised named-entity
translation proposals.

4 System Description

The system proposed for named-entity trans-
lation task in this work uses three main
modules: 1) a searching module with differ-
ent resources for searching, 2) an entity el-
ements translation module using a translit-
eration grammar combined with a bilingual
dictionary for those words that cannot be
translated only by applying transliteration
but still need some translation and 3) an el-

5http://barcelona.research.yahoo.net/
dokuwiki

6http://www.lc.leidenuniv.nl/awcourse/
oracle/text.920/a96518/astopsup.htm

29



ement rearranging module for the construc-
tion of the whole entity from components,
which will treat the possible differences in
syntactic structures.

As Figure 1 shows these three modules
are applied following four main steps when
a Basque NE is given for translation:

• Step 0: Searching for WIL between the
Basque entity and an English Wikipedia
entry (Searching Module)

• Step 1: Searching for a translation
for the entire Basque NE as a multi-
word lemma in the bilingual dictionary
(Searching Module)

• Step 2: Searching the Basque entity in
the English Wikipedia (Searching Mod-
ule)

• Step 3: Translation/transliteration of
entity elements themselves, finally con-
structing the entire translation proposal
using the individual translations and
searching these entire proposals in the
English Wikipedia.

Figure 1: System Architecture

In the following subsections we will
present each module in detail.

4.1 Searching Module

This module contains three main function-
alities which are used in different steps
of the system architecture: searching in
Wikipedia’s interlingual links, in the target
Wikipedia, and in the bilingual dictionary.

As the previous step (0) the system ex-
ploits the interlingual links of Wikipedia and
if a link exists between the input Basque en-
tity and an English Wikipedia entry, the sys-
tem suggests this English form as translation
for the input expression. If no link is found,
step (1) is applied.

In the step (1) the whole NE is searched in
the bilingual dictionary. If the form is found
the translation is obtained. This step is ap-
plied as a baseline in the experiments. For ex-
ample the translation Euskal Herria–Basque
Country is resolved using the dictionary. If
no translation is found, step (2) is applied.

In the step (2) the system verifies if the
input Basque form exists with the same form
in the English Wikipedia. If it does, then the
system will propose the entity in the target
language as translation proposal.

When no translation proposal is obtained
in the previous steps, and the system has to
translate each element and construct then the
entire translation posible forms, the last func-
tionality of this module is applied in order
to reduce the amount of suggested proposals
and to improve the quality of them: in this
step the system checks for every translation
proposal if the proposed entry exists in the
English Wikipedia, and only forms with en-
tries will be given as possible translations.

As an additional functionality the system
exploits the redirection links of Wikipedia.
As it has been explained previously, these
links connect the different forms in Wikipedia
to refer to an entity in the same language.
This way, the system returns not only those
entity translations found or trusted to exist
in the Wikipedia, but also all their connected
forms.

The system uses the MediaWiki API 7 to
exploit both the interlingual and the redirec-
tion links. For example the translation (Al-
peak, Alps) can be obtained exploiting inter-
lingual links and the result can be enriched
with the pair Alps–The Alps using the redi-
rection links.

7http://www.mediawiki.org/wiki/API
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4.2 Entity element translation

module

When no entity translation proposal is ob-
tained from step (0), step (1) and step (2)
the system applies the word-by-word trans-
lation process. The bilingual dictionary and
the finite-state transducer, combined with
the English lexicon, will be used in order to
obtain translation proposals for each entity
element.

As it is explained in (Alegria et al., 2008),
edit distance (Kukich, 1992) based on a
finite-state grammar and a lexicon of the tar-
get language are neccesary for constructing
trasliteration rules. Since each rule can be
applied n times for each word, the set of all
translated words that we obtain after apply-
ing rules independently and combining them,
is too large. In order to reduce the size of
the set of proposals, the system combines the
grammar with the lexicon of the target lan-
guage obtained from the Wikipedia, and it
restricts the transformation rules to at most
two applications per word, avoiding the gen-
eration of words with more than two trans-
formations, as it is shown in the top of Figure
2.

With this transliteration automaton, the
system will be able to translate Txina into
China.

However, there are some translations that
cannot be obtained applying only translitera-
tion/edition rules. The system uses a source-
target bilingual dictionary, converted into an
transducer for this aim. The module strategy
is shown in the bottom part of Figure 2 and
is applied in the following order:

• get translation looking up the bilingual
dictionary.

• suggest an identical word if it is in the
target lexicon.

• propose words in the target lexicon with
distance 1 from the source word.

• suggest words in the target lexicon with
distance 2 from the source word.

So this module is able to translate not only
the transliterated words such as Kuba–Cuba,
but also, words that cannot be translated us-
ing transformation knowledge and need in-
formation from a bilingual dictionary, such
as Erakunde–Organization.

For both transliteration and bilingual dic-
tionary based automata, the system uses

Figure 2: Transliteration automaton and
strategy

the lemmatized form of the entity ele-
ments, applying Eustagger, the Basque lem-
matizer/tagger (Ezeiza et al., 1998) devel-
oped by IXA group .

Both kinds of automata are combined
for translating entities like Ipar Katalunia

into North Catalonia, using the dictionary
for converting Ipar into north, northern,
north wind and transliteration for trans-
forming Katalunia into Catalonia, Catalunya
and Katatonia. After looking up in the
Wikipedia North Catalonia and Northern

Catalonia forms are suggested.

4.3 Entire Entity Construction

Once each element is translated, the entire
entity construction must be performed. For
this work we cannot ignore the different syn-
tactic patterns between languages, and this
makes necessary to include some treatment
for element rearrangement. This module is
applied before searching for translation can-
didates in the target Wikipedia. As men-
tioned in (Alegria et al., 2008), this mod-
ule combines each proposed element with the
rest, considering that each proposal can ap-
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pear in any position within the entity.
Although in some cases prepositions and

articles are needed to obtain the correct tar-
get form, the translation candidates for the
whole entity will not contain any element
apart from the translated words of the origi-
nal entity. So, we will take into account the
lack of these elements in the following step.

For reducing the amount of translation
proposals, only the N most suitable trans-
lations for each word will be considered for
the entire construction. For instance, when
the system tries to translate Itsaso Gorria ,
the system gets candidate Sea for Itsaso and
Red for Gorria. And this module generates
the following entire candidates, considering
that both elements can appear in any posi-
tion: Sea Red maintaining the original posi-
tion of words, and Red Sea inverting the po-
sitions. In this case, the correct form is the
one obtained changing word order.

5 Experiments

We had no evaluation corpus for the sys-
tem, so we considered convenient to gener-
ate an evaluation corpus in a semi-automatic
way. We used two resources for this task:
Wikipedia and the CLEF evaluation set. For
the Wikipedia set we exploited the interlin-
gual links in order to obtain the gold stan-
dard for testing; so, in this case the (0) step
will be not applied.

For both evaluation sets we have used the
same three measures:

• Precision = correctly translated NEs
Translated NEs

• Recall = correctly translated NEs
All NEs

• f − score = 2∗Precision∗Recall
Precision+Recall

5.1 Evaluation with Wikipedia

based corpus

For the construction of the first evaluation
corpus, we have used a Basque article collec-
tion borrowed from Euskaldunon Egunkaria8,
which is a newspaper entirely written in
Basque closed since February 20th 2003, and
the WILs. The Basque corpus has 40,648
articles with 9,655,559 words and 142,464
NEs tagged in the Hermes project9 (news
databases: cross-lingual information retrieval
and semantic extraction).

8http://www.unibertsitatea.net/blogak/ixa/
egunkaria-hizkuntza-teknologiako-baliabideen-sortzailea

9http://nlp.uned.es/hermes/

We selected the most frequent NEs from
the Basque collection and searched the WILs
in Basque–English direction to find linked
English forms, we got a collection of 575 en-
tity pairs interlinked in the Basque–English
Wikipedia languages. Since interlingual links
are used for the corpus generation, we will
not use them for suggesting translations
(Step 0 in Figure 1 is not carried out).

Steps Total Correct

Step (1) 17 11
Step (2) 391 375
Step (3) 59 48

No-Translation 108 0

Table 1: Translations distribution

Table 1 shows the number of translated
entities in each step of the system, together
with the amount of well translated entities.
In the first row, we can see the number of
entities that have been found in the dic-
tionary. The second row shows how many
Basque entities have been found in the En-
glish Wikipedia, thus they have no need to
be translated element by element. In the
third row we can see the entities that have
been translated using the language semi-
independent system10. Finally, we can see
that around 19% of times the system did not
obtain a translation.

Pr. R. fs

Baseline 59.82% 59.82% 59.82%
Our system 93.36% 75.82% 83.68%

Table 2: Results for Wikipedia-based test set

In Table 2 we present the evaluation, and
in the first row a baseline is shown. The base-
line is calculated considering correct trans-
lations when Basque and English forms are
identical.

The results are very encouraging, since we
have obtained 83.68% f-score.

Analysing the errors in the development
corpora we observed that sometimes WILs do
not link the same entity form. For instance,
if Dorre Bikiak is searched in the Basque
Wikipedia and the interlingual link is used
to obtain the English translation, the same
way it has been used to build the test cor-
pus, the Basque form found is World Trade

10Translating each entity, constructing the English
proposals with elements’ translation and finding the
best proposals with the searching module
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Center, instead of Twin Towers which must
be the interlingual linked form.

With the proposed translation system this
kind of new links could be good suggestion to
be added to the Wikipedia.

5.2 Evaluation with CLEF based

corpus

Since Wikipedia has been used for construct-
ing the named-entity translation system pre-
sented in this work, it can be considered that
the evaluation corpus is biased in favor of the
system. So, we considered interesting to eval-
uate the system using another NE set, inde-
pendent from this encyclopodedia.

For that purpose, we used the Re-
sPubliQA CLEF-200911 test set. This test
set has 500 questions translated into Bulgar-
ian, Basque, Dutch, English, French, Ger-
man, Italian, Portuguese, Romanian and
Spanish. We used Basque and English ver-
sions to construct the new evaluation set for
the NE translation system.

Exploiting the questions set, we obtained
72 Basque–English NEs pairs, where 9 of
them has no entry in the target Wikipedia.
Since our system only proposes english trans-
lations trusted in the English Wikipedia,
even if it gets correct English forms for that
9 entities, it would never propose them be-
cause they are not in the English Wikipedia.
So, we can say that for this test set, our sys-
tem’s topline recall is 87.5%.

We have tested the system in two different
ways for this evaluation corpus: When the
system does not find out any of its proposals
in the target Wikipedia,

• no translation is returned (silence-
mode).

• the original Basque form is returned as
translation proposal (talkative-mode).

Pr. R. fs

Baseline 23.61% 23.61% 23.61%
Silence-mode 92.68% 52.77% 67.25%

Talkative-mode 55.5% 55.5% 55.5%

Table 3: Results for CLEF test set

Since CLEF test set does not belong to
the Wikipedia, for this evaluation, we ex-
ploit the WILs between Basque and En-
glish Wikipedias(step0 in the system archi-

11http://celct.isti.cnr.it/ResPubliQA/

tecture), in order to evalaute the complete
system architecture. Exploiting those links,
we obtain translations proposals for 26 of the
72 entity colection, and all but one agree with
the test set English forms.

As you can see in Table 3, this time the
results are not as encouranging as the previ-
ous ones, but we want to highlight the im-
provement that the system gets respect to
the baseline. So it would be pretty good to
evaluate the system with a bigger and more
extensive corpus.

6 System Improvement

Analysing the errors occurred with both eval-
uation sets, we detect that our biligual dic-
tionary was not very suitable in many cases
for translating words appearing in NEs. For
example, if we try to translate Nazio Bat-
uak into United Nations and we use our bilin-
gual dictionary for it. First we will lemmatize
the basque elements, then look up them into
the dicitonary and finally we will get Nation

and Union respectively. With this forms we
will never get the correct English entire entity
form.

But if we were able to enrich the dictio-
nary with Nazio–Nations and Batuak–United

pairs, the system will be able to obtain United

Nations as translation candidate.
So, we decided to carry out an auto-

matic dictionary lexical enrichment expoiting
a small Basque–English WIL set, and then
check if that enrichment improves our sys-
tem performance, evaluating the system with
CLEF test corpus.

We take as Basque–English WIL input
set the wrong translated entities from the
Wikipedia Based test corpus, concretly 84
entity pairs. For each entity pair, we try
to match each Basque entity element with
their corresponding English entity element
mantaining the source Basque form, or trans-
lating with the existing bilingual dictionary.
When every element in the Basque entity is
parsed, if only one basque element has not
been matched and in the target entity there
is only one element too that has not been
assigned, we will consider those elements as
translations, and we will enrich the bilingual
dictionary with them. This metholodogy
will be applied iteratively, enriching the dici-
tonary in each step and using it in the follow-
ing one, until no new elements’ translation
proposals are obtained.
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For instance supose that in the input
WILs set we have Europako Parlamentua–
European Parliament. Carrying out the pre-
viously explained matching, we will not get
any matching for Europako because it does
not exist in bilingual dictionary, and it does
not match identically with any of the English
elements. Even though, from the bilingual
dictionary we get that Parlamentua matches
with Parliament. So Europako is the unique
element in the Basque form without match-
ing, and European in the English form. Ap-
plying the previous assumption, we will con-
sider European a possible translation form for
Europako, and we will entrich the dictionary
with it.

Pr. R. Fs

Silence-mode 93% 55.5% 69.51%
Talkative-mode 58.33% 58.33% 58.33%

Table 4: Results for CLEF test set with lex-
ical enrichment

As you can see in Table 4, observing a
very small set of entity pairs, we obtain a
sligth improvement in the system. So it could
be interesting to consider the entire Basque–
English pairs linked with WILs to get a better
lexical enrichment.

7 Conclusions and Further Work

We have presented an approach to trans-
late NEs using the Wikipedia encyclopedia
as main resource. It has been shown that ex-
ploiting Wikipedia might benefit in two direc-
tions: on the one hand it may help in build-
ing a good quality named-entity translation
system; on the other hand, new interlingual
links for Wikipedia might be suggested.

The evaluation gives us promising results
but a deeper evaluation and error analysis
is needed, for studying solutions for entities
with different number of elements in each lan-
guage. It would be also interesting to test this
technique in other languages.

As further work we want to disambiguate
NE written in minority languages such as
Basque. Since the resources for that kind
of languages are very limited, we are intend-
ing to use the translation system proposed in
this paper for exploiting the information of
the languages with much more resources like
English, and the Wikipedia’s disambiguation
links.
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