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Abstract 

The task of review rating prediction can be 
well addressed by using regression algorithms 
if there is a reliable training set of reviews 
with human ratings. In this paper, we aim to 
investigate  a more challenging task of cross-
language review rating prediction, which 
makes use of only rated reviews in a source 
language (e.g. English) to predict the rating 
scores of unrated reviews in a target language 
(e.g. German). We propose a new co-
regression algorithm to address this task by 
leveraging unlabeled reviews.  Evaluation re-
sults on several datasets show that our pro-
posed co-regression algorithm can consistently 
improve the prediction results. 

1 Introduction 

With the development of e-commerce, more and 
more people like to buy products on the web and 
express their opinions about the products by 
writing reviews. These reviews usually contain 
valuable information for other people’s reference 
when they buy the same or similar products. In 
some applications, it is useful to categorize a re-
view into either positive or negative, but in many 
real-world scenarios, it is important to provide 
numerical ratings rather than binary decisions.  

The task of review rating prediction aims to 
automatically predict the rating scores of unrated 
product reviews. It is considered as a finer-
grained task than the binary sentiment classifica-
tion task. Review rating prediction has been 
modeled as a multi-class classification or regres-
sion task, and the regression based methods have 
shown better performance than the multi-class 
classification based methods in recent studies (Li 
et al. 2011). Therefore, we focus on investigating 
regression-based methods in this study.  

Traditionally, the review rating prediction task 
has been investigated in a monolingual setting, 
which means that the training reviews with hu-
man ratings and the test reviews are in the same 
language. However, a more challenging task is to 

predict the rating scores of the reviews in a target 
language (e.g. German) by making use of the 
rated reviews in a different source language (e.g. 
English), which is called Cross-Language Re-
view Rating Prediction. Considering that the re-
sources (i.e. the rated reviews) for review rating 
prediction in different languages are imbalanced, 
it would be very useful to make use of the re-
sources in resource-rich languages to help ad-
dress the review rating prediction task in re-
source-poor languages.  

The task of cross-language review rating pre-
diction can be typically addressed by using ma-
chine translation services for review translation, 
and then applying regression methods based on 
the monolingual training and test sets. However, 
due to the poor quality of machine translation, 
the reviews translated from one language A to 
another language B are usually very different 
from the original reviews in language B, because 
the words or syntax of the translated reviews 
may be erroneous or non-native.  This phenome-
non brings great challenges for existing regres-
sion algorithms.  

In this study, we propose a new co-regression 
algorithm to address the above problem by lever-
aging unlabeled reviews in the target language.  
Our algorithm can leverage both views of the 
reviews in the source language and the target 
language to collaboratively determine the confi-
dently predicted ones out of the unlabeled re-
views, and then use the selected examples to 
enlarge the training set. Evaluation results on 
several datasets show that our proposed co-
regression algorithm can consistently improve 
the prediction results. 

2 Related Work 

Most previous works on review rating prediction 
model this problem as a multi-class classification 
task or a regression task. Various features have 
been exploited from the review text, including 
words, patterns, syntactic structure, and semantic 
topic (Qu et al. 2010; Pang and Lee, 2005; Leung 
et al. 2006; Ganu et al. 2009). Traditional learn-
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ing models, such as SVM, are adopted for rating 
prediction. Most recently, Li et al. (2011) pro-
pose a novel tensor-based learning framework to 
incorporate reviewer and product information 
into the text based learner for rating prediction.  
Saggion et al. (2012) study the use of automatic 
text summaries instead of the full reviews for 
movie review rating prediction. In addition to 
predicting the overall rating of a full review, 
multi-aspect rating prediction has also been in-
vestigated (Lu et al. 2011b; Snyder and Barzilay, 
2007; Zhu et al. 2009; Wang et al. 2010; Lu et al. 
2009; Titov and McDonald, 2008). All the above 
previous works are working under a monolingual 
setting, and to the best of our knowledge, there 
exists no previous work on cross-language re-
view rating prediction.  
    It is noteworthy that a few studies have been 
conducted for the task of cross-lingual sentiment 
classification or text classification, which aims to 
make use of labeled data in a language for the 
binary classification task in a different language 
(Mihalcea et al., 2007; Banea et al., 2008; Wan 
2009; Lu et al. 2011a; Meng et al. 2012; Shi et 
al., 2010; Prettenhofer and Stein 2010). However, 
the binary classification task is very different 
from the regression task studied in this paper, 
and the proposed methods in the above previous 
works cannot be directly applied.  

3 Problem Definition and Baseline Ap-
proaches 

Let L={(x1, y1), …, (xi, yi), …, (xn, yn)} denote the 
labeled training set of reviews in a source lan-
guage (e.g. English), where xi is the i-th review 
and yi is its real-valued label, and n is the number 
of labeled examples; Let T denote the test review 
set in a different target language (e.g. German); 
Then the task of cross-language review rating 
prediction aims at automatically predicting the 
rating scores of the reviews in T by leveraging 
the labeled reviews in L. No labeled reviews in 
the target language are allowed to be used. 

The task is a regression problem and it is chal-
lenging due to the language gap between the la-
beled training dataset and the test dataset. Fortu-
nately, due to the development of machine trans-
lation techniques, a few online machine transla-
tion services can be used for review translation. 
We adopt Google Translate1 for review transla-
tion. After review translation, the training re-
views and the test reviews are now in the same 

                                                 
1 http://translate.google.com 

language, and any regression algorithm (e.g. lo-
gistic regression, least squares regression, KNN 
regressor) can be applied for learning and predic-
tion.  In this study, without loss of generality, we 
adopt the widely used regression SVM (Vapnik 
1995; Joachims 1999) implemented in the 
SVMLight toolkit 2  as the basic regressor. For 
comparative analysis, we simply use the default 
parameter values in SVMLight with linear kernel. 
The features include all unigrams and bigrams in 
the review texts, and the value of each feature is 
simply set to its frequency (TF) in a review.  

Using features in different languages, we have 
the following baseline approaches for addressing 
the cross-language regression problem.  

REG_S:  It conducts regression learning and 
prediction in the source language.   

REG_T: It conducts regression learning and 
prediction in the target language.   

REG_ST: It conducts regression learning and 
prediction with all the features in both languages.   

REG_STC: It combines REG_S and REG_T   
by averaging their prediction values.  

However, the above regression methods do not 
perform very well due to the unsatisfactory ma-
chine translation quality and the various lan-
guage expressions. Therefore, we need to find 
new approaches to improve the above methods.  

4 Our Proposed Approach 

4.1 Overview 

Our basic idea is to make use of some amounts 
of unlabeled reviews in the target language to 
improve the regression performance. Consider-
ing that the reviews have two views in two lan-
guages and inspired by the co-training style algo-
rithms (Blum and Mitchell, 1998; Zhou and Li, 
2005), we propose a new co-training style algo-
rithm called co-regression to leverage the unla-
beled data in a collaborative way.  The proposed 
co-regression algorithm can make full use of 
both the features in the source language and the 
features in the target language in a unified 
framework similar to (Wan 2009). Each review 
has two versions in the two languages. The 
source-language features and the target-language 
features for each review are considered two re-
dundant views of the review. In the training 
phase, the co-regression algorithm is applied to 
learn two regressors in the two languages. In the 
prediction phase, the two regressors are applied 
to predict two rating scores of the review. The 

                                                 
2 http://svmlight.joachims.org 
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final rating score of the review is the average of 
the two rating scores.  

4.2 Our Proposed Co-Regression Algorithm 

In co-training for classification, some confidently 
classified examples by one classifier are pro-
vided for the other classifier, and vice versa. 
Each of the two classifiers can improve by learn-
ing from the newly labeled examples provided 
by the other classifier. The intuition is the same 
for co-regression. However, in the classification 
scenario, the confidence value of each prediction 
can be easily obtained through consulting the 
classifier. For example, the SVM classifier pro-
vides a confidence value or probability for each 
prediction. However, in the regression scenario, 
the confidence value of each prediction is not 
provided by the regressor. So the key question is 
how to get the confidence value of each labeled 
example. In (Zhou and Li, 2005), the assumption 
is that the most confidently labeled example of a 
regressor should be with such a property, i.e. the 
error of the regressor on the labeled example set 
(i.e. the training set) should decrease the most if 
the most confidently labeled example is utilized. 
In other words, the confidence value of each la-
beled example is measured by the decrease of the 
error (e.g. mean square error) on the labeled set 
of the regressor utilizing the information pro-
vided by the example. Thus, each example in the 
unlabeled set is required to be checked by train-
ing a new regression model utilizing the example. 
However, the model training process is usually 
very time-consuming for many regression algo-
rithms, which significantly limits the use of the 
work in (Zhou and Li, 2005). Actually, in (Zhou 
and Li, 2005), only the lazy learning based KNN 
regressor is adopted. Moreover, the confidence 
of the labeled examples is assessed based only on 
the labeled example set (i.e. the training set), 
which makes the generalization ability of the 
regressor not good.  

In order to address the above problem, we 
propose a new confidence evaluation strategy 
based on the consensus of the two regressors. 
Our intuition is that if the two regressors agree 
on the prediction scores of an example very well, 
then the example is very confidently labeled. On 
the contrary, if the prediction scores of an exam-
ple by the two regressors are very different, we 
can hardly make a decision whether the example 
is confidently labeled or not. Therefore, we use 
the absolute difference value between the predic-
tion scores of the two regressors as the confi-
dence value of a labeled example, and if the ex-

ample is chosen, its final prediction score is the 
average of the two prediction scores. Based on 
this strategy, the confidently labeled examples 
can be easily and efficiently chosen from the 
unlabeled set as in the co-training algorithm, and 
these examples are then added into the labeled 
set for re-training the two regressors. 

 
Given: 

- Fsource and Ftarget are redundantly sufficient 
sets of features, where Fsource represents 
the source language features, Ftarget repre-
sents the target language features; 

- L is a set of labeled training reviews; 
- U is a set of unlabeled reviews; 

Loop for I iterations: 
1. Learn the first regressor Rsource from L 

based on Fsource; 
2. Use Rsource to label reviews from U based 

on Fsource; Let source
iŷ denote the predic-

tion score of review xi;  
3. Learn the second classifier Rtarget from L 

based on Ftarget; 
4. Use Rtarget to label reviews from U based 

on Ftarget; Let ett
iy argˆ denote the predic-

tion score of review xi;  
5. Choose m most confidently predicted re-

views E={ top m reviews with the small-
est value of source

i
ett

i yy ˆˆ arg − } from U, 

where the final prediction score of each 
review in E is 2ˆˆ arg source

i
ett

i yy + ; 

6. Removes reviews E from U and add re-
views E with the corresponding predic-
tion scores to L; 

Figure 1. Our proposed co-regression algorithm 
 
Our proposed co-regression algorithm is illus-

trated in Figure 1. In the proposed co-regression 
algorithm, any regression algorithm can be used 
as the basic regressor to construct Rsource and Rtar-

get, and in this study, we adopt the same regres-
sion SVM implemented in the SVMLight toolkit 
with default parameter values. Similarly, the fea-
tures include both unigrams and bigrams and the 
feature weight is simply set to term frequency.  
There are two parameters in the algorithm: I is 
the iteration number and m is the growth size in 
each iteration. I and m can be empirically set ac-
cording to the total size of the unlabeled set U, 
and we have I×m≤ |U|. 

Our proposed co-regression algorithm is much 
more efficient than the COREG algorithm (Zhou 
and Li, 2005). If we consider the time-
consuming regression learning process as one  
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(c) Target language=German & Category=music
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Figure 2. Comparison results vs. Iteration Number (I) (Rsource and Rtarget are the two component regressors)  

basic operation and make use of all unlabeled 
examples in U, the computational complexity of 
COREG is O(|U|+I). By contrast, the computa-
tional complexity of our proposed co-regression 
algorithm is just O(I). Since |U| is much larger 
than I, our proposed co-regression algorithm is 
much more efficient than COREG, and thus our 
proposed co-regression algorithm is more suit-
able to be used in applications with a variety of 
regression algorithms.  

Moreover, in our proposed co-regression algo-
rithm, the confidence of each prediction is de-
termined collaboratively by two regressors. The 
selection is not restricted by the training set, and 
it is very likely that a portion of good examples 
can be chosen for generalize the regressor to-
wards the test set.  

5 Empirical Evaluation 

We used the WEBIS-CLS-10 corpus3 provided 
by (Prettenhofer and Stein, 2010) for evaluation.  
It consists of Amazon product reviews for three 
product categories (i.e. books, dvds and music) 
written in different languages including English, 
German, etc. For each language-category pair 
there exist three sets of training documents, test 
documents, and unlabeled documents. The train-
ing and test sets comprise 2000 documents each, 
whereas the number of unlabeled documents var-
ies from 9000 – 170000. The dataset is provided 
with the rating score between 1 to 5 assigned by 
users, which can be used for the review rating 
prediction task. We extracted texts from both the 
summary field and the text field to represent a 
review text. We then extracted the rating score as 
a review’s corresponding real-valued label. In 
the cross-language scenario, we regarded English 
as the source language, and regarded German as 
the target language. The experiments were con-
ducted on each product category separately. 
Without loss of generality, we sampled and used 
                                                 
3 http://www.uni-weimar.de/medien/webis/research/corpora/ 
corpus-webis-cls-10.html 

only 8000 unlabeled documents for each product 
category. We use Mean Square Error (MSE) as 
the evaluation metric, which penalizes more se-
vere errors more heavily.  

In the experiments, our proposed co-regression 
algorithm (i.e. “co-regression”) is compared with 
the COREG algorithm in (Zhou and Li, 2005) 
and a few other baselines. For our proposed co-
regression algorithm, the growth size m is simply 
set to 50. We implemented the COREG algo-
rithm by replacing the KNN regressor with the 
regression SVM and the pool size is also set to 
50. The iteration number I varies from 1 to 150. 
The comparison results are shown in Figure 2.  

We can see that on all product categories, the 
MSE values of our co-regression algorithm and 
the two component regressors tend to decline 
over a wide range of I, which means that the se-
lected confidently labeled examples at each itera-
tion are indeed helpful to improve the regressors.  
Our proposed co-regression algorithm outper-
forms all the baselines (including COREG) over 
different iteration members, which verifies the 
effectiveness of our proposed algorithm. We can 
also see that the COREG algorithm does not per-
form well for this cross-language regression task. 
Overall, our proposed co-regression algorithm 
can consistently improve the prediction results. 

6 Conclusion and Future Work 

In this paper, we study a new task of cross-
language review rating prediction and propose a 
new co-regression algorithm to address this task. 
In future work, we will apply the proposed co-
regression algorithm to other cross-language or 
cross-domain regression problems in order to 
verify its robustness.  
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