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ABSTRACT:   Statistical Machine Translation (SMT) is now the common, perhaps dominant, paradigm for machine 

translation. Like most statistical learning approaches, SMT works under the assumption that the distribution of the 

training data matches the distribution of the test data, so that translation rules learned on parallel corpora are 

representative of translations needed at test time.  However, this assumption rarely holds in practice: parallel corpora in 

the domain and language  pair of interest are often too small to train domain-specific models, while models trained on 

large amounts of unrelated corpora do not necessarily match new test domains. As a result, SMT systems perform poorly 

when applied on new  domains. Yet many consumers could benefit from improved domain specific translation: this 

includes enterprise content producers who need products-specific translations, and content consumers with access to ever 

increasing sources of  data. In this talk, we provide an overview of research conducted during the Johns Hopkins 

University summer workshop to understand how domain differences are manifested in the translation task and how they 

affect SMT models. We first  investigate techniques for quantifying the difference between domains, from the perspective 

of translation quality (measured by BLEU score), across a variety of domains and data sets.  Next, we present several 

statistical techniques for adapting statistical machine translation systems using feature rich models. Finally, we explore the 

problem of identifying translations for new terms, and discovering translations for words whose meanings may shift 

across translations. 


