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Abstract

The technique of pruning phrase tables that
are used for statistical machine translation
(SMT) can achieve substantial reductions in
bulk and improve translation quality, espe-
cially for very large corpora such at the Giga-
FrEn. This can be further improved by condi-
tioning each significance test on other phrase
pair co-occurrence counts resulting in an addi-
tional reduction in size and increase in BLEU
score. A series of experiments using Moses
and the WMT11 corpora for French to En-
glish have been performed to quantify the im-
provement. By adhering strictly to the recom-
mendations for the WMT11 baseline system, a
strong reproducible research baseline was em-
ployed.

1 Introduction

Phrase-based statistical machine translation (PB-
SMT) (Koehn et al., 2003) requires a table of phrase
pairs that indicate possible translations of sequences
of words in a source language to equivalent se-
quences in the target language. These tables are
produced from a large corpus of aligned sentences
using techniques that have become well established,
although improvements continue to be made.

The preferred techniques use one of the IBM
models (Brown et al., 1993) that learn word align-
ments from a parallel corpus and from them induce
phrase alignments and hence phrase pairs. Although
quite successful at producing good candidate phrase
pairs, erroneous phrase pairs also occur. Transla-
tion quality can be improved if these poorer phrase

pairs are appropriately down-weighted (Foster et al.,
2006).

However, the large bulk of typical phrase tables
can cause SMT systems to require more memory
and time to achieve their goal, inhibiting the use of
SMT on devices with smaller resources. It also in-
hibits the use of phrase tables for non-PBSMT ap-
plications where quality translation equivalents are
needed and techniques like smoothing are not avail-
able.

It is a matter of principle that larger and more
elaborate models are always preferred over simpler
ones since larger models contain the smaller ones as
special cases. However, this truism is often false in
practise because compensations have to be made to
yield results in a timely manner. Thus as corpora
have become larger, there has been a growing inter-
est in pruning phrase tables.

In this paper, we will confirm that significance
pruning (Johnson et al., 2007) is effective on huge
phrase tables (up to a billion phrase pairs), and can
be further improved by a relatively simple condition-
ing technique that is relatively cheap in resources to
implement. It also confirms that for smaller phrase
tables, there is room for improvement in this tech-
nique as mentioned by several other authors. The
contributions of this paper are:

(1) Establish that significance pruning still pro-
vides the benefit of improved translation quality (in
terms of BLEU) for large corpora; this is not the case
on medium or smaller corpora where a loss is sus-
tained. Although this is replication of known work,
it needs to be revisited as phrase-table production
methods evolve. Since this is a claim about exist-



ing practise, this is done on the strong community
baseline of Moses and WMT11 corpora and bench-
marks.

(2) A variant of significance pruning, here called
conditional significance pruning, considering some
of the inter-phrase-pair relationships is introduced.
Many poor phrase pairs that are components of non-
compositional phrase equivalences but are otherwise
uncommon are removed. This results in a further im-
provement in translation quality for given phrase ta-
ble size. It also removes many problematic but oth-
erwise highly significant phrase pairs.

(3) Conditional significance pruning is evaluated
in two different scenarios, one of which approxi-
mates the corpus as an extension of the phrase table.
This doesn’t harm the translation quality in spite of
forcing the deletion of all phrase pairs that have a co-
occurrence count of 1. There is strong evidence that
this may be a good idea for large corpora although it
is known to cause problems for smaller ones.

(4) Pruning is normally recommended as an effi-
ciency strategy for small or low-resourced environ-
ments. This work shows that, with current phrase-
table-generation methods 80% of the huge tables can
be removed with an improvement to BLEU.

There is a growing literature on pruning phrase
tables. Many of these focus on avoiding too much
loss of translation quality. This work shows, that, at
least for huge phrase tables and standard techniques,
pruning is accompanied by a gain in BLEU. It is un-
derstood that, any BLEU-gain from pruning could
be converted into a smoothing improvement that is
better overall.

Zens et all (2012) present a technique for pruning
phrase tables that directly removes the redundancy
after smoothing, de-coupling the impact of harm-
ful phrase pairs from the reduction in model size.
With state-of-the-art smoothing techinques, this will
be the baseline for future work.

Section 2 provides a brief overview of related
work, with a discussion of other techniques for im-
proving phrase pair quality, or applications of high
quality phrase pairs other than PBSMT. Section 3
describes the technique with an example of a prob-
lem phrase pair that can be analyzed more accu-
rately through conditioning and how its significance
level can be adjusted. The remainder of the paper
describes a series of experiments that use a stan-

dard baseline (WMT11 Moses baseline) on pub-
licly available corpora (WMT11 French English) to
demonstrate the effectiveness of these techniques.
Section 4 describes the experimental setup, Section
5 shows the results and the paper ends with conclu-
sions in Section 6.

2 Related Work

This work continues and builds on the work of John-
son et al (2007), Moore (2004) and Yang and Zheng
(2009). Tomeh and others discuss the idea of a more
complete significance test for phrase tables (Tomeh
et al., 2009). While very interesting, it is not easy
to implement. Other methods are discussed that use
other sources of information (such as syntactic or tri-
angulation with a third language) to help decide with
phrase pairs should be removed (Huang and Xiang,
2010), (Duan et al., 2011), (Sanchis-Trilles et al.,
2011), (Yu Chen et al., 2009).

3 The method of significance pruning

Following Johnson et al, (2007) the method of sig-
nificance pruning retains phrase pairs that occur of-
ten in the underlying corpus. In particular, the num-
ber of times (co-occurrence count) that the source
phrase occurs in source sentences and the target
phrase occurs in the matched target sentence should
be high enough to distinguish itself from the back-
ground of noise that occurs as a result of many types
of errors that collectively can be modelled as inde-
pendence. Although insufficient by itself, Johnson
et al show that combined with standard phrase table
generation techniques, it worked quite well. It was
shown that up to 90% of the phrase table could be
discarded in this way.

For this purpose, it is convenient to construct a
two by two contingency table that tabulates the sen-
tence pairs where the two types of matches occur
and do not occur. Then a test of significance can be
done to assess whether the degree of co-occurrence
could plausibly have occurred by chance as a result
of errors.

3.1 Significance testing using two by two
contingency tables

Each phrase pair can be thought of as an n,m-gram
(s̃, t̃) where s̃ is an n-gram from the source side of



the corpus and t̃ is an m-gram from the target side
of the corpus.

We then define: C(s̃, t̃) as the number of parallel
sentences that contain one or more occurrences of
s̃ on the source side and t̃ on the target side; C(s̃)
the number of parallel sentences that contain one or
more occurrences of s̃ on the source side; and C(t̃)
the number of parallel sentences that contain one or
more occurrences of t̃ on the target side. Together
with N , the number of parallel sentences, we have
enough information to draw up a two by two contin-
gency table (Table 1) representing the relationship
between s̃ and t̃. The x’s are defined so that the table
adds up: C(s̃, t̃)+x1 = C(s̃), C(s̃, t̃)+x2 = C(t̃),
C(s̃)+x4 = N , C(t̃)+x5 = N , and x2+x3 = x4.

t̃ t̃′

s̃ C(s̃, t̃) x1 C(s̃)
s̃′ x2 x3 x4

C(t̃) x5 N

Table 1: Contingency table CT (s̃, t̃) for s̃ and t̃. (The
row labeled s̃ shows how the C(s̃) sentences with the
source side containing s̃ split into those containing t̃
(C(s̃, t̃)) versus those that do not. Similarly, for the col-
umn labeled t̃. t̃′ means “does not contain t̃”.)

Fisher’s exact test calculates the probability of ob-
serving the given table or one with a higher joint
count:

p-value(CT (s̃, t̃)) =
min(C(s̃),C(t̃))∑

k=C(s̃,t̃)

ph(k) where

ph(k) =

(
C(s̃)

k

)(
N − C(s̃)
C(t̃)− k

)
(
N

C(t̃)

)
In the following discussion the negative of the (nat-
ural) log of the p-value will be computed:

π(CT ) = − log p-value(CT )

3.2 An example showing how conditioning
improves significance calculations

We will show a (not very good) example of this
computation that actually occurred in a Giga-FrEn-
based phrase table in the experiments discussed be-
low. The phrase pair

(gouvernement du, of Canada).

occurs in 44,611 out of the 15,524,575 sentence
pairs of the Giga-FrEn corpus. The two by two con-
tingency table is shown in Table 2, and it yields a
negative log p-level of 160323.

oC oC′

Gd 44611 21786 66397
Gd′ 145156 15313022 15458178

189767 15334808 15524575

Table 2: Contingency table for (gouvernement du, of
Canada) (Here “Gd” will stand for gouvernement du and
“oC” for of Canada)

As this example shows, significance pruning ap-
plied to phrase tables can lead to the retention of
some obviously poor translations. A more sensitive
analysis results if we construct a three by three table
(Table 3) from the above by splitting out the counts
for gouvernement du Canada for the rows and gov-
ernment of Canada for the columns. Almost all of

GoC G\oC oC′

GdC 43800 655 14372 58827
Gd/C 74 82 7414 7570
Gd′ 10183 134973 15313022 15458178

54057 135710 15334808 15524575

Table 3: Contingency table for (gouvernement du
Canada, government of Canada) (GdC,GoC) with ex-
cess gouvernement du and of Canada counts shown
(Gd/C≡Counts for Gd with counts for GdC removed and
G\oC≡Counts for oC with counts for GoC removed)

the co-occurrence counts for (Gd,oC) is attributable
to the (GdC,GoC) phrase pair of which it is a proper
sub-phrase-pair.

To correct the significance level, we can strike out
the first row and the first column. This has the ef-
fect of conditioning the analysis on those sentence
pairs that contain neither a GdC on the French side
or a GofC on the English side. The resulting table is
Table 4: The significance level for this conditioned
table is around 3.6, a value that would not be signif-
icant at the 1% level and only slightly significant at
the 5% level.

A simpler situation occurs if we only condition
on either a longer source phrase or a longer target



G\oC oC′

Gd/C 82 7414 7496
Gd′ 134973 15313022 15447995

135055 15320436 15455491

Table 4: Contingency table for (gouvernement du, of
Canada) conditioned on the part of the corpus not
containing (gouvernement du Canada, government of
Canada)

phrase and not both. We then have either a two
by three table or a three by two table. It will be
shown that, even with this limitation, large savings
can still be made and translation quality as measured
by BLEU (Papineni et al., 2001) actually rises.

Table 5 shows the effect of crossing out row 1 and
adding together columns 1 and 2. The significance
level is about 41, up from 3.6 but still enough to
heavily discount the phrase pair. (Alternatively, the
table formed by adding the rows 1 and 2 and deleting
column 1 yields a significance level of 442.)

oC oC′

Gd/C 156 7414 7570
Gd′ 145156 15313022 15458178

145312 15320436 15465748

Table 5: Contingency table for (em gouvernement du, of
Canada) conditioned on the part of the corpus not con-
taining (gouvernement du Canada, of Canada)

In this example, we knew which phrase pair to
condition out of the corpus but an automatic process
would need to discover this on its own. Because of
this we will consider all of the eligible phrase pairs
in the phrase table and select the one that has the
most effect. The next section will show that we
can compute the conditioned contingency table us-
ing only the unconditioned tables for the candidate
phrase pair and the phrase pair that we are condi-
tioning out.

The CSignif column of Table 6 shows a sequence
of steps like this where the process is recursively
applied to the selected phrase pair. Peak signifi-
cance levels occur for the sensible phrase pairs (gou-
vernement du Canada, government of Canada) and
(le gouvernement du Canada, the government of
Canada). Pruning in this fashion will improve the
use of phrase tables for non-PBSMT applications if

this example is a reasonable guide.

3.3 Conditioning of significance testing

We summarize a contingency table (Table 7) for s̃
and t̃ by four numbers (CT (s̃, t̃) = (j, r, c, t)) and
leave blank the positions where the x’s appeared,
since they will can be calculated by subtraction in
all of the contingency tables we consider.

t̃
s̃ j r

c t

Table 7: Two by two contingency table for s̃ and t̃
(CT (s̃, t̃) = (j, r, c, t))
.

Let t̃i be a super-m-gram of t̃, denoted t̃i = t̃, (t̃
is a subsequence of the sequence of t̃i). i will range
over the rows of the phrasetable having source side
s̃. This set of rows will be denoted P(s̃). The two
by three contingency table is shown in Table 8. Here
ji = C(s̃, t̃i) and ci = C(t̃i).

t̃i t̃ | t̃′i
s̃ ji j − ji r

ci c− ci t

Table 8: Two by three contingency table for s̃ and t̃, t̃i
where t̃i = t̃

Crossing out the first column of the table gives a
contingency table for s̃ and t̃ | t̃′i: CT (s̃, t̃ | t̃′i) =
(j − ji, r − ji, c− ci, t− ci) as in Table 9.

t̃ | t̃′i
s̃ j − ji r − ji

c− ci t− ci

Table 9: Two by two contingency table for s̃ and t̃ | t̃′i
where t̃i = t̃

We can do the equivalent thing on the source side:
CT (s̃ | s̃′k, t̃) = (j− jk, r−rk, c− jk, t−rk) where
k ∈ P(t̃) as in Table 10.



French English C(f,r) C(f) C(e) USignif CSignif
G du of C 44611 66397 189767 160323 41
G du C of C 44455 58827 189767 168836 541
G du C G of C 43800 58827 54057 241191 71717
G du C the G of C 31761 58827 38759 169516 62570

le G du C the G of C 20115 27820 38759 110602 89648
le G du C the G of C is 3749 27820 4340 22252 13615
le G du C est the G of C is 1407 1874 4340 10722 5709

«le G du C est the G of C is 649 1874 1099 5243 1223
«le G du C est " the G of C is 481 522 1099 4580 4887
«le G du C est , " the G of C is 10 522 12 99 59

que «le G du C est , " the G of C is 4 4 12 57 43

Table 6: Some Giga-FrEn phrase pairs with counts and significance (− log(p-level)) (G≡gouvernement or government
and C≡Canada) The unconditional significance levels are shown in the USignif column and conditional significance
levels (on the following row) in the CSignif column.

t̃
s̃ | s̃′k j − jk r − rk

c− jk t− rk

Table 10: Two by two contingency table for s̃ | s̃′k and t̃
where s̃k = s̃

It is useful to consider a degenerate case where a
sentence pair from the originating corpus C, nomi-
nally occurring once is considered as super-phrase-
pair with the whole target sentence standing in as
a super-phrase on the target side. The joint count
will be 1 (usually) and the marginal count will 1
(usually) although a more careful analysis could be
done. By a similar analysis to above we have in Ta-
ble 11. By symmetry, the same thing can be done on
the source side with identical result. CT (s̃ |C′, t̃) =
CT (s̃, t̃ |C′) = (j− 1, r− 1, c− 1, t− 1). Note that

t̃ |C′
s̃ j − 1 r − 1

c− 1 t− 1

Table 11: Two by two contingency table for s̃ and t̃ |C′

it is possible for j − 1 to be zero, with our without
r − 1 or c− 1 being zero. This corresponds to a co-
occurrence count of 1. If all three of these values are
1, we have the case of the 1-1-1 contingency table.

3.4 The algorithm for conditional significance
pruning

Now with the notation from the last section we can
calculate three conditional contingency tables by
searching over all possible super-phrases on the tar-
get and source side.

i∗ = argmin
i∈P(s̃)
t̃i=t̃

π(CT (s̃, t̃|t̃′i))→CT (s̃, t̃|t̃′i∗)

k∗ = argmin
k∈P(t̃)
s̃k=s̃

π(CT (s̃|s̃′k, t̃)→CT (s̃|s̃′k∗ , t̃)

→CT (s̃, t̃|C′)

To the right of the arrows, the three lines in this
formula show three candidate contingency tables
formed by conditioning on a containing phrase pair
where the source phrase is held constant, where the
target phrase is held constant, and conditioning as in
Table 11. We will then choose one of these three,
the one that is least significant, that has the smallest
value of π(·).

In the next section, three approaches will be eval-
uated: (1) the original significance pruning, (2) con-
ditional significance pruning using only the first two
cases if defined, falling back on unconditional prun-
ing if there is no qualified super-phrase on either the
source or target side, and (3) full conditional signif-
icance pruning, as just described. Note that case (3)
will automatically discard any phrase pairs with a
co-occurrence count of 1, including all of the 1-1-
1’s.



4 The Experiment

4.1 The baseline statistical machine translation
system

The Moses baseline system for WMT11 (Workshop
on Statistical Machine Translation, 2011) along with
corpora from the WMT11 evaluation were em-
ployed. Changes were only made to ensure that
scripts would run correctly, and the use of training
and dev sets mirrored those of the WMT11 evalu-
ation. Thus the results from this study conform ex-
actly to the WMT11 conditions except for the timing
and much larger time for training and tuning.

A snapshot of Moses (Koehn et al., 2007) was
taken on August 3, 2011. This was combined with
then current versions of SRILM (Stolcke, 2002)
(v. 1.5.12), GIZA++ (Och and Ney, 2000) (v1.0.5),
and the mteval script used for WMT11 (mteval-
v11b.pl).

The directions provided on the WMT11 website
for baseline system 1 were followed, to produce
5 versions of a French to English Baseline sys-
tem. The tokenize.perl script supplied with for the
WMT11 exercise was used in all cases. Adherence
to the directions was strict to ensure reproducibility
and to study the effects of pruning on an un-tuned
strong baseline.

Optimal weights for these features were trained
using n-Best MERT as provided with Moses. The
dev set used for training was the WMT09 test set.
The WMT10 test set was used for a dev test to
choose the best configuration and final evaluation
is based on the WMT11 eval set. This is consis-
tent with competition in the WMT11 shared task (al-
though BLEU is only an auxiliary measure for eval-
uation and human evaluation is the official measure).

The baseline configuration does not use Kneser-
Ney smoothing on the phrase table but does use
Kneser-Ney smoothing on the 5-gram language
model. Since this evaluation is of phrase tables, it
is important to ensure that the choice of language
model does not skew the results. In each case, the
language model was computed on the un-duplicated
monolingual English corpus composed of all of the
news.

This is a large in-domain monolingual corpus.
No language models derived from the other bilin-
gual corpora were used. Because the results of this

looked reasonable and this study is about phrase ta-
bles, this decision was taken after experimentation
not reported here. A test was done including, in ad-
dition, the corresponding English side of the parallel
corpora, but this did not improve BLEU. The LDC
supplied corpora were not used to stay within the
WMT11 supplied materials.

The 5 phrase tables were produced using Giza++
and the diag-end-final algorithm in Moses. Because
there are 4 natural sets of bilingual data for French to
English, there were four separate phrase tables pro-
duced: (1) News-commentary (small in-domain),
(2) Europarl (larger not in-domain but closer than
the other larger corpora), (3) UN, and (4) Giga-FrEn
(the web-harvested huge bilingual corpus). There
was a fifth phrase table produced by pooling the four
corpora into one large corpus and producing a phrase
table.

In order for the Moses phrase table scripts to han-
dle such large corpora, an initial filtering step in ap-
plied where long tokens and long phrases are cen-
sored as well as phrase pairs with an extreme length
ratio.

A final note: although only one replicate per point
is shown in the results, every data point is the result
of a separate MERT training run and so they can be
interpreted as independent trials on slightly differ-
ent conditions. In all pruned conditions the starting
weights for MERT were the optimized weights for
the 100% case.

5 Results

5.1 Confirmation of unconditional pruning
behaviour

The first question to investigate is the issue of
whether the original significance pruning does not
penalize BLEU in the case of this data set. Some au-
thors (Yang and Zheng, 2009) have noticed that it is
sometimes the case that some of the 1-1-1’s need to
be included in order to achieve the optimum balance
between translation quality and amount of pruning.
The baseline is also stronger since it includes a num-
ber of enhancements made since 2007.

Figure 1 shows the effect of retained percentage
of the phrase table on BLEU for each of the five cor-
pora. It is quite clear that for News-Commentary
there is a cost in pruning that is serious and would



WMT11 Fr −> En : news−test2011 (unconditional)
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Figure 1: WMT11 news-test2011 (unconditional prun-
ing)

cause hesitation to using significance pruning. For
Europarl, there is a tiny cost that might be consid-
ered serious or not depending on the application.
For the larger corpora though, there is quite clearly a
benefit from the standard significance pruning, dis-
carding all of the 1-1-1’s and those phrase pairs less
significant.

Note that the large gap in each set of points corre-
sponds exactly to the 1-1-1’s.

5.2 Behaviour of conditional significance
pruning

The two conditional significance pruning schemes
are applied to the same corpora. The first scheme
with the significance levels updated with conditional
significance levels where they exist is shown in Fig-
ure 2.

The graphs look very similar to the unconditional
graphs although they have slightly higher BLEU
scores. This is not easy to see though and will be
studied below. In particular the large 1-1-1 gap is
still visible and there is a loss of BLEU performance
if 1-1-1 and below phrase pairs are discarded for NC
and EU.

The total conditional significance pruning scheme
discards all of the 1-1-1’s and there are two gaps.

WMT11 Fr −> En : news−test2011 (conditional incremental)
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Figure 2: WMT11 news-test2011 (unconditional pruning
updated with conditional levels when defined)

The right-most gap corresponds to all phrase pairs
with a significance p-value of 100%. This includes
all of the 1-1-1’s as well as some degenerate con-
ditional contingency tables. The other gap corre-
sponds to all phrase pairs that are anti-associated or
have a significance p-value of 50% or above.

Figure 3 shows that the peak translation quality
occurs just to the left of the two gaps in all cases ex-
cept News-Commentary where there still is a small
benefit from including the 1-1-1’s. Notice the im-
provement in BLEU by retaining about 20% of the
conditionally pruned table compared to about 10%
of the unconditionally pruned table.

5.3 Improvement of conditional over
unconditional pruning

The runs were set up to match the percentages of
corpus retained to allow for a paired t-test. To vi-
sualize the effect the value of BLEU from uncondi-
tional pruning is subtracted from the BLEU from the
conditional pruning under the two schemes. The re-
sults are shown in Figure 4 and Figure 5 for pruning
to 20% or less.

It is quite clear from the graphs that both of the
schemes show an improvement and that it is sig-
nificant. The average difference is 0.09 BLEU for



WMT11 Fr −> En : news−test2011 (conditional)
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Figure 3: WMT11 news-test2011 (conditional pruning)

scheme 1 and 0.07 for scheme 2. These are both sig-
nificance at a 1% level. Nonetheless, it is clear from
the graphs that the actual improvement depends on
the prune percentage.

It appears from this analysis that scheme 1 is bet-
ter than scheme 2 but earlier graphs show that this is
not the case for the larger corpora at the 50% thresh-
old.

5.4 How would this system have done for
WMT11?

The evaluation for WMT11 was based on a human
evaluation. However, if we adopt a proper proto-
col of deciding scenarios based on news-test-2010
and evaluating on news-test-2011, we can compare
the results against the scores published on the web
site. The best lower case BLEU on the eval set was
posted as 30.5. The first interesting observation is
that the baseline 1 system can achieve 29.66 BLEU
by combining all of the parallel corpora. This also
established that this is a strong baseline.

Table 12 shows the results if no pruning is done.
Eval BLEU scores are in bold if they are within 0.1
BLEU of the best achieved for this corpus. For the
smaller corpora NC and EU, pruning provides no
benefit and for NC can cause loss in BLEU. This
agrees with the results from a number of papers that

WMT11 Fr −> En : news−test2011 (conditional)
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Figure 4: WMT11 news-test2011 BLEU-cond-1 -
BLEU-uncond

Corpus Test Phrase Eval
BLEU Table % BLEU

NC 23.49 100.000 25.37
EU 27.30 100.000 27.63
UN 26.14 100.000 28.11
GF 28.39 100.000 29.33
All 29.03 100.000 29.66

Table 12: Strategy 0 : No Pruning

agree that some of the 1-1-1’s need to be included.
In the case of EU it is less clear as pruning can al-
most reach the un-pruned case.

A common strategy choosing the best configura-
tion is based on the test BLEU. One notable obser-
vation is that, except for GF, the best test BLEU is
not achieved without pruning. This is different be-
haviour from the eval BLEU as can be seen from the
results earlier in this section. The results are shown
in Table 13.

However, pruning the phrase table to less than
20% can improve the ability of the model to gen-
eralize to the eval set. Table 14 shows the results
using a strategy of choosing the pruned model with
the best test BLEU.

The NC corpus loses about 0.2 BLEU and UN,
GF, and All gains about 0.2 BLEU. EU is about the
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Figure 5: WMT11 news-test2011 BLEU-cond-2 -
BLEU-uncond

same pruned as not.
Oracle best BLEU 30.02 happens for All2 with

10% and test BLEU of 28.93. There is no obvi-
ous scenario under which this configuration would
be chosen. However, someone believing fully in the
merits of method 3 and the superiority of using all
of the corpora pooled together might have chosen to
select all positively associated phrase pairs (signifi-
cance p-level = 50%). In this case 18.492% of the
phrase table would be selected (157,503,821 phrase
pairs). The BLEU on the test set in this case is 28.91
and on the eval set it is 29.99.

5.5 The running cost

The run of All un-pruned required 38GB of RAM
for 3 or 4 hours on a R710 to translate the test or eval
set. The three pruned runs required about 14GB of
RAM for 1 to 1.5 hours on a R710.

This is the other reason for pruning. It allows
much more translation and experimentation to be
achieved with the same resources.

6 Conclusions

From the results it is clear, at least for this huge cor-
pus, that significance pruning is effective at reducing
the size of the phrase table to less than 20% of its

Corpus Test Phrase Eval
& Scheme BLEU Table % BLEU

NC1 23.49 95.000 25.28
NC2 23.53 95.005 25.30
NC3 23.49 100.000 25.37
EU1 27.31 80.005 27.39
EU2 27.43 75.060 27.27
EU3 27.47 29.417 27.63
UN1 26.14 100.000 28.11
UN2 26.14 100.000 28.11
UN3 26.14 100.000 28.11
GF1 28.79 14.000 29.57
GF2 28.71 14.000 29.54
GF3 28.71 8.177 29.54
All1 29.08 95.000 29.70
All2 29.05 80.000 29.56
All3 29.03 100.000 29.66

Table 13: Strategy 1 : Best Test BLEU

size and deliver a small consistent improvement to
BLEU. The modification of conditioning can raise
this to up to a 0.33 BLEU improvement. This is a
strong baseline because it would have placed in the
top few of the WMT11 systems using only resources
available at that time.

For the Europarl corpus, the results are similar
to those in the significance pruning paper (Johnson
et al., 2007).

Future work could include studying the effect of
including some of the 1-1-1’s for huge corpora based
on some of these techniques, but the above results do
not suggest that this will yield large benefits.

A more promising avenue of research involves
combining the ideas of significance testing more
intimately into the phrase generation process. If
the corpus does not support some of the phrases
strongly, maybe it also does not support the word
alignments that lead to these phrases. This insight
might lead to improvements in word alignments.

Another interesting direction is the use of high
quality phrase equivalents for other purposes. As the
quality improves, techniques that depend on transla-
tion equivalents may also improve.
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