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Abstract

We propose a novel multilingual Web crawler and sentence mining systeontmmuously mine and extract parallel sentences from
trillions of websites, unconstrained by domain or url structures, or patitic dates. The system is divided into three main modules,
namely Web crawler, comparable and parallel website matching antigbaemtence extraction. Previous methods in mining parallel
sentences from the Web focus on specific websites, such as newsgapeies, or sites sharing the same URL parents. The output
of these previous systems are limited in scope and static in nature. As this\Wetbndless and growing, we propose to continuously
crawl the Web and update the pool of parallel sentences extractedm@neobjective of our work is to improve statistical machine
translation systems. Another objective is to take advantage of the hetemgewebsite documents to discover parallel sentences in
henceforth undiscovered domains and genres, such as useatgeheontent. We investigate a host of recall-oriented vs precision-
oriented algorithms for comparable and parallel document matchingekss parallel sentence extraction. In the future, this system
can be extended to mine other monolingual or bilingual linguistic resofm@esthe Web.

1. Introduction public, except through its services. Yet, as the Web founder
As statistical approaches become the dominant paradigr.w.n I_Berne_rs-Lee. famously put it,The power of the Web.
; . . : . iS in its universality. Access by everyone regardless of dis
in natural language processing, there is an increasing de-

mand for data, more data, and yet more data. Just little mor%blmy is an essential aspett.

than a decade ago, "large corpora” used to mean a colled this paper, we addre;s the "disability" of statisticatbﬁa
tion of user manuals, or 5 years of newspaper articles. ThEl language research in general, and SMT systems in par-
first statistical machine translation (SMT) system usirgy th ticular, to access the information on the Web as a training
IBM model (Brown et al., 1990) was trained on a parallel CO"PUS, and propose a multilingual Web crawling and min-
corpus of Canadian parliamentary transcriptions in Ehglis iNd System as a tool to facilitate our community to mine the
and French - the Hansard, which amounted at the time tyVeb for more linguistic resources.

117,000 sentence pairs. Fast forward to 2010, state-ef-thd he World Wide Web is afoundless world of information

art SMT systems are trained on tens of millions of sentencénterconnected by hypertext linksWe argue that the Web
pairs consisting of hundreds of millions of words. Much of is a virtually infinite and continuously growing corpus for
the parallel data used to train SMT systems are manuallyiatural language processing. Rather than taking a snapshot
translated by professional translators. The standardoate of it at one moment, and use the result as a static corpus, we
such an effort is about US$0.15 per word, making gooddPropose to continuously crawl the Web for new, compara-
SMT systems extremely expensive to build. Organizationdle data for mining parallel sentences. Rather than fogusin
such as the Linguistic Data Consortium have been distributon a single domain such as news, or on translated parallel
ing some large corpora of translated texts for research angtes with matching structures, we propose to look for sites
development at a lower cost to the user than directly comthat are comparable in content, HTML structure, link struc-
missioning translators. However, as SMT systems typicallyiure, URL as well as in temporal distance as they potentially
perform better on texts within the same genre as its trainingontain parallel sentences.

data, general purpose, open-domain SMT systems are oniuch effort has been made in the past to try to automat-
attainable if the developers of such systems have accessigally extract parallel resources from comparable corpora
the world’s data. on one hand, and to use the Web as a corpus on the other.
In today’s world, only the most powerful search companiesBoth approaches (often combined) allow more diversity in
are privy to such information. One organization with suchthe data harvested. (Resnik and Smith, 2003) directly ex-
access - Google, the world’s top search engine companyracted parallel texts from the Web, relying mostly on URL
whose mission is to "organize all the world’s information”, names. Some work has been done to extract parallel re-
has access to trillions of websites, billions of email con-source (sentences, sub-sentential fragments, lexicon) fr
tent, videos, images, speech files, and other user generatedmparable data. (Munteanu and Marcu, 2005) showed
content. As of March 2009, the (indexable) Web containghey can extract relevant parallel sentences using a super-
at least 25.21 billion pages (World Wide Web Size, 2009).vised approach on newspaper corpora, although their main
Google search had discovered one trillion unique URLsgoal was to show how they manage to use such resources to
And its translation system is statistically trained frorh al improve Statistical Machine Translation. (Fung and Che-
the data that is within its grasp. Google, while having thisung, 2004; Wu and Fung, 2005) extracted parallel sentence
access, does not distribute the result of its mining to thérom quasi-comparable corpora, that is corpora containing
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documents from the same domains as well as documents afterested in obtaining large amounts of data quickly.
different domains. Last but not the least, even though our current objective is
We need to be able to combine advanced IR/Web crawlingo mine parallel sentences from the Web, it is potentially
techniques with advanced NLP methods in order to obtairuseful to crawl the Web for other language resources, such
large and high quality sets of parallel sentences. From thias translation lexicons, or monolingual resources. Sinee t
point of view, we do not want to focus on one particular Web crawling and indexing task is non-trivial and time con-
domain (such as newspaper, as it is often the case in relatestiming, we need to design the system so that useful infor-
works). Of course, we are aware and will keep in mind thanmation are retained for future processing, without having t
better results can be obtained from certain kind of docurecrawl the Web for the same pages.

ments (for example, Wikipedia constitutes a large source ofo summarize, we need to meet the following challenges
very comparable, easy to harvest and well structured dodor our task of mining parallel sentences from the Web:
uments), but propose a general approach for mining from
any website, in any dominant Web language. We strive to
reduce the language dependency and domain dependency

to a minimum. _ L 2. Precision - to be able to find high quality parallel sen-
This is work in progress and this paper is intended as a po-  tances that can improve SMT performance
sition paper to present our objectives and arguments to the

community of NLP researchers. In the next section, we take 3. Domain and topic - to be able to find parallel sentences
alook at the challenges that we encounter and how we plan  in as many domains/topics as possible

to solve them, step by step. Section 3 describes the exper-
imental setup and preliminary results of our experiments.
We then conclude in Section 4 and discuss future directions
in Section 5. 5

1. Recall - include as many websites as possible that
might contain parallel sentences

4. Language - to be able to find parallel sentences in dif-
ferent language pairs

. Heterogenous - the system must find websites that are
not just translations of each other but also others that
2. Challenges have similar content
Existing tools (Munteanu and Marcu, 2006; Resnik and
Smith, 2003; Ma and Liberman, 1999) mine parallel sen-
tences from a pre-defined set of archival data, with tem-
poral and domain constraints. Some of these tools do not
crawl Fhe Web put rather, they try to mine parallel texts 4 Query-driven - the system can accept queries to crawl
(Resnik and Smith, 2003) or para_lle_l sentenpes (Munteanu 44 search for specific websites
and Marcu, 2006) from a pre-existing archive. (Ma and
Liberman, 1999; Chen and Nie, 2000) developed tools that 8. Scalability - the system needs to be scalable to run on
dynamically mine parallel sentences from a subset of the  multiple nodes of servers in parallel.
Web. However, these tools have become obsolete over
time and the Web has since grown tremendously in the last 9.
decade. Most other methods of mining parallel sentences
from comparable or parallel corpora require training from 10.
existing parallel corpora and therefore, are often only ap-
plicable to a single domain or genre. Many issues related
to the challenge of mining parallel sentences from the Web
has been studied and some interesting achievements havlae whole process is described in figure 1 and the different
been made. modules are described in the following sections.
Two strategies can be adopted when mining parallel sen-
tences: favoring recall or precision. Favoring recall will 2.1. Crawling the Web
provide many pairs of sentence, but the quality of thoseA Web crawler is a program that automatically downloads
pairs (the parallelness) is likely to be low. However paral-pages from the Web. To mine parallel sentences from the
lel sub-sentential fragments (Munteanu and Marcu, 2006gntire World Wide Web continuously and automatically, a
can still be of great value, especially if they can be postimain component of our tool is a Web crawler that collects
processed to filter out the non-parallel segments (Abdulas many documents from the Web in a given language pair
Rauf and Schwenk, 2009). On the other hand, favoring preeontinuously and indexes each page for comparable docu-
cision yields high quality parallel sentences (moreowsdis r  ment searching. The Web crawler indexes Web pages on the
able alignment of sentences) at the cost of probably missingveb to enable them to be searchable. The main function of
many valuable information. We focus on both approachesour system currently is to act as an comparable document
For the purpose of improving statistical machine transtati search engine which discovers articles in another language
systems, we need to mine parallel sentences with high prehat are comparable or parallel to any input text. So in the
cision, measurable by SMT performance, not just humairiirst stage, we need to crawl and index both the English Web
judgment. At the mean time, as “more data is better datal{i.e. all English websites) and the Chinese Web. We build
for statistical MT systems, we will also strive to improve an index including all English pages like a search engine.
the recall rate, while maintaining precision. We are alsowhen the index has reach a certain size, say 1M pages, we

27

6. Up-to-date and always available - the system needs to
crawl the Web continuously for new additional docu-
ment resources

Speed - fast algorithms are needed to enable us to
crawl the Web efficiently for the mining task.

Extendable - the system needs to be modular and ex-
tendable to other mining tasks, in addition to parallel
sentence mining.
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Figure 1: Overview of the sentence extraction system

will process each Chinese page to find its comparable En- e Image file names

glish page in the index.

Queries to conventional search engines normally contain e Time of creation if relevant

one or more distinct keywords. However, the query to our

system at this stage is a document which may contain hurBuring indexing, unlike conventional Web crawlers, we
dred of words. The tool searches the index and finds documust convert all information above into index numbers.
ments in another language that are comparable to the inpujvord IDs, for example, must correspond to those in a bilin-
Itis a high dimensional search problem with time complex-gual lexicon for our source and target languages. Multiple
ity of O(n x m) wheren andm are number of websites in translations of the same word can be considered. Word fea-
the two languages (i.e. English and Chinese respectivelylures such as tf/idf, frequency rank within the same page,
(Gionis et al., 1999) introduced a hashing method for highword positions, etc. should be indexed.

dimensional similarity search which can be used to reducen addition, the Web crawler is configured to collect differ-
computation time. For our purposes, we suggest that somént types of documents by various regular update intervals.
kind of topic or genre clustering can be carried out first toa stochastic model for crawl target selection (Akamine et
reduce the search dimension. Methods for topic classificaa|., 2009) is implemented to control the revisit time of the
tion, taking into consideration content and other informa-crawler in order to keep the document up-to-date. For news
tion, can be used to speed up the search as well. websites, Web pages can be collected daily by the crawler
After we indexed a significant amount of Web pages, saywhile the visit frequency of other websites can be much
1 million pages, we start to use the search engine to gabnger.

comparable documents. For each Chinese document, W8reviously, (Chen and Nie, 2000; Yang and Li, 2004; Gleim
first translate it into English by an MT system, such aset al., 2006) developed a parallel text mining system on
Google Translate, or simply convert it to the word index pjlingual websites sharing the same root URL. (Munteanu
in a bilingual lexicon. Then by searching the index we canand Marcu, 2005) focused on some news websites only.
obtain a ranked list of English texts, in terms of compara-They tried to extract parallel sentences from given sets of
bility. Those document pairs are returned as the output ofnown websites without crawling the Web. Whereas the re-
the search engine. We assume that for each Chinese dogg|t of such work has shown to improve SMT performance,
uments, there will be some comparable documents in Enmany parallel sentences exist on other websites and the sen-
glish. tence pairs reside on different hosts are never discovered
Simple bag-of-words comparison cannot tell us whethely their more limited and static approach. (Chen and Nie,
two pages are actually comparable, noisy parallel or par2p00) developed a tool PTMiner which mines parallel sen-
allel. So we will need other measures, described in the nexences under the same hostname. The Web crawler of PT-
section, to achieve our mining objective. In considerationviner performs breadth first search on the same host only.
of such measures, we must first index the websites accorgn our case, we must crawl and index boundless number of
ingly. In our system, the following features are consideredyebsites (hostnames) continuously, rather than search for

in the indexing step: and download a part of the Web only like these previous
work.
e Page content in terms of words The Web crawling speed is mainly constrained by connec-

tion bandwidth. In the initial testing, we crawl the Web

* Position of words in the document using 10 spiders over Ethernet, reaching the speed of one

e URL structure page per second. For indexing each page, a single PC with
Core Duo processor at 2.0GHz is able to index 50 pages per

e HTML structure minute. With very limited optimization, a PC running as the
database server takes 10 seconds to process each Chinese

e Link structure document when there are 10,000 pages in the database.
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We use MySQL as the central database server which is scal-
able to run on clusters. The Web crawlers work indepen-
dently. It is possible to have several groups of spiders to |
crawl the Web and index pages.

We also use a black list to avoid crawling sites contain- s
ing mostly non-textual material, such as YouTube, Picasa, /
Flicker, etc. 4
2.2. Matching comparable and parallel documents .

To improve the recall of mining parallel sentences, we need
to be able to measure and classify document pairs into not
comparable, quasi-comparable, comparable, noisy phralle
and parallel in order to match them better. As mentioned
above, using quantitative measures, we will select docu- o
ments that are comparable and noisy parallel (including
parallel). According to (Fung and Cheung, 2004), quasi-
comparable and comparable documents are those that werégure 2: R? computation on two parallel documents about
written independently but on more or less the same topic. Ih-amma Island.

such cases, structural features are not useful. Noisyipara
documents refers to a pair of source and translated docu-
ment, that were either adapted or evolved in different waysl.JmentS' I feV_V see(_zl wor_ds are found between two doc-
For example, Wikipedia article that was once the transladMments, the dispersion will be small, whereas documents

tion of another Wikipedia page, but evolved in time due to}’vIth many comr;on Seﬁﬁ words mlggt 'tl)'ﬁ se(;-n more S'm;
different contributors can be either noisy parallel or camp ar, since more ots will be compared. Therefore, we nee
rable to the source article. to weight the raw score to get more significant information.

In order to improve recall of parallel sentences between t\N(‘)A‘n example is given in Figure 2: less than 50 words are

texts, it is important to select very comparable document$CMMON to both texts, which is too sparse for our measure.
but not be restricted to translated, parallel documentg onl e thle.n need to rely on othg r features to evaluate com-
The notion of comparability is hazy and is still an open parability or t9 be more precise, to evaluate whether two
question. Practically, it depends on the expected usage GPCUMeNts might contain translated sentences. _
the documents. The comparability is generally evaluated ofR€Snik and Smith, 2003) looked for pairs of document in
both internal and external criterion. External criterioe a tansiation by searching for specific link in a parent page

qualitative features, such as the topic, the domain, the tim(With links to several version of 'ohnll'e Eocurr?entl,' r']n rgany
of publishing or the discourse, whereas internal criterionfa"9uages) or in sibling pages (with link such as "this docu-

are quantitative features, such as the quantity of commof'entin English®). We suggest that external features can be
vocabulary. used,.such as URL st_ructure,_ document length, html struc-
(Kilgarriff, 2001) tried to answer a related question by mea ture, link structure, or image file names.

suring the similarity of two corpora. He observed that such .

ameasure is not trivial since corpora are complex and mui2-3-  Mining parallel sentences

tidimensional objects. Two corpora can be close for oneMining parallel resources from comparable corpora has
dimension and distant for another. In this context, the nobeen done in several studies. (Munteanu and Marcu, 2005)
tion of similarity is connected to the notion of homogeneity proposed an approach to mine parallel sentences from se-
in one corpus. A homogeneous corpus contains the samected comparable documents using a supervised Maxi-
kind of document (Biber, 1989), that is, where some parmum Entropy classifier. One goal of their work was to rely
ticular linguistic distinctiveness can be found. We focns 0 on large amount of out-of-domain parallel data and smalll
comparable documents rather than a collection of corporaamount of in-domain parallel data to complete in-domain
The question of homogeneity is in our case not really relknowledge for MT. The initial parallel data are used to train
evant. We therefore focus on different features, externathe EM classifier, which will determine which sentences
and internal. (Fung and Lo, 1998; Fung and Cheung, 2004are good translation candidates (based on many features,
Carpuat et al., 2006) previously proposed to compare thetarting with word overlap and length ratio of pairs of sen-
frequency rank of seed words in documents to be matchedences). They work on newspaper data in English, Chinese
Similar documents should have a similar representation ofind Arabic. (Fung and Cheung, 2004) looked for parallel
the common vocabulary. Such comparison can be visuallgentences and bilingual lexicon from very non-parallet cor
evaluated, see Figure 2. Identical documents should rise pora, defined as collection of document on the same topic
perfect diagonal, unrelated documents should show no suqfin-topic) or not (off-topic). Rather than relying on the
tendency. To quantify the similarity of documents, we also"find-topic-extract-sentent@rinciple (e.g. find in-domain

use a regression score which evaluate the dispersion of tlibcuments, then look for translations), they proposed to
data from the diagonal. "find-one-get-mote In other words, if parallel sentences
This score works well for documents containing a signifi-have been found between two documents, they are likely
cant number of content words, but is brittle on smaller docto share more parallel sentences. They used a cosine sim-
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ilarity measure to compare pairs of sentence and raised 3. Preliminary Experiments

pairs above a given threshold for English/Chinese alignyye ran an experiment to roughly evaluate the feasibility of
ment. This approach raised interesting parallel resourceg,r task by trying to extract parallel sentences from a subse
but they were shown to be quite scarce among unrelategs French and English Wikipedia. It is hard to precisely
documents. Furthermore, this approach applies on larggsiimate the amount of parallel sentences available frem th
amount of data. Web, for several reasons:

For texts that are translations but contains a lot of noise, o . .
such as one-to-many translations, or inserted examples and® the availability and density of parallel sentences is
graphs, or even occasional segments that are not transla- highly related to the type of document processed; the
tions of each other, we propose to adapt the DK-vec algo- Web isa heterogene_ous resource. It is not possible to
rithm (Fung, 1998; Fung and McKeown, 1997; Fung, 1995) mfgr an accurate estimation from a small subset eval-
which use an iterative Dynamic Time Warping method to ~ uation.

match a bilingual lexicon, used later as anchor points to
align sentences. This method is interesting for it is tgtall
unsupervised and language independant: the bilingual re-
sources can be boostrapped from the document. Further-
more, this approach has been shown to be efficient for
document without strict sentence boundary information. It
was designed for noisy-parallel corpora, basically yigddi

a path of lexicon alignment that is not necessarily the di-Ilt would be presumptuous therefore to claim anything re-
agonal if there is noise. DK-vec is also unique in that itgarding the density of parallel sentences from the Web,
uses the position feature and the (sentence) length featuhmwever we might still want to have a look, at least to con-
implicitly in the dual objective of alignment and bilingual firm that there are some, and that they can be extracted au-
lexicon extraction. Other methods either use an existingomatically.

lexicon and position feature to perform alignment, or use _

the length feature for alignment. 3.1. Experimental setup

Finally, the results provided by high-recall method can peWe randomly extracted 1,000 pairs of articles from French
filtered, for example using Inversion Transduction Gram-and English Wikipedia by considering articles with the ex-
mar (Wu and Fung, 2005). When using word overlap meth&ct same title (at the time we write this paper, there were
ods (or cosine similarity), sentences that share a common?8,900 pairs of articles available). Most of these arti-
vocabulary but do not have the same meaning are likely t§les refer to proper names (e.g. biography of a famous
yield a high score. As an example, this pair of sentence, exfigure, book titles, other works) and few of them are ani-
tracted from French newspagee Figaroand EnglisiNew mal species. No distinction was made for articles that are

York Timesbtain a high score when using word overlap: {ranslations or just comparable. We tried to mine paral-
lel sentences in pairs of documents only, using a simple

word-overlap measure and a French-English bilingual dic-

e assuming we already had a high-recall and -precision
tool to mine parallel sentence from the Web, we can
not ensure we have found them all (recall estimation
is, in that case, impossible). We can estimate the preci-
sion on a small subset, but the precision is also related
to recall.

En: "National Highway Traffic Safety Ad- tionary. The word-overlap score is evaluated based on the
ministration has received about 100 complaints number of common words between two sentences, penal-
involving the brakes of the Prius new model." ized by the number of words whose translation is in the

Fr: « Aux Etats-Unis, une centaine de dictionary and that can not be found in the other sentence.

plaintes ont été déposées auprés de I' adminis-  The word-overlap score is detailed in equation 1.
tration de sécurité routiere américaine pour des
difficultés de freinage avec la Prius. » 151 N S,

Trans: "In the United States, about one hun- wo(S51, 52) = 151U Sa| + |81 — S| + 52 — S1] (1)
dred complaints have been submitted to the amer-
ican administration of traffic safety for difficulties In equation 1, intersections/disjunctions of set is coragut
when braking with the Prius" only on known elements, no penalty is imposed on un-
known words. The sentences are cleaned to filter functional
words using a list of stop words in English and French. We
Even though both sentences have roughly the same meafjsed a threshold to keep interesting candidates0(2).
ing, they cannot be considered parallel. ITG can then berhjs threshold is arbitrary and can be increased to maxi-

used to take a closer look at the sentence constituent strugize precision, but will allow us to observe the translation
tures (predicate argument dependencies) and will eventy4ndidates.

ally allow us to filter out this candidate pair, to only keep

strictly parallel candidates. ITG has been shown to be effi3.2. Results

cient for this particular task and are language independantysing this experimental setup, we extracted 1,233 candi-
All in all, the overall process, from crawling the Web to date translations. The top-ranked ones happen to be cor-
parallel sentence extraction can be seen as refining a ramct but are mostly useless, as they concerns short titles
material (the Web) to obtain golden resources, each of ther structure information (typically, we obtained 29 occur-
step attempting to filter out irrelevant data. rences of the correct translati®eferencikéférencesand
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37 occurrences dbee AlsB/oir Auss). We also obtained by previous work do not hold as we move from mining
many alignment of dates or proper nouns, or alignment ofrom limited domain, and limited genre websites to the en-
irrelevant data. Moreover, due to the type of documentdire Web. We suggest that an optimal combination of recall-
found in Wikipedia (especially given the constraints of se-oriented algorithms and precision-oriented ones will émab
lection we used), we found many "identical matches", suchus to mine the gold nuggets - linguistic resources - in the
asRavat-Malvern StdRavat-Malvern Star This kind of  information ocean that is the World Wide Web. The Web
alignment accounts for more than 85% of the sentences exs boundless and amorphous. The innovation of our pro-
tracted. This latter observation shows that cleaning docuposed work lies in our consideration of the Web as a dy-
ments from the web is an issue that should not be undemamic, time-variant corpus, rather than a static archive. W
estimated. We need to ensure to proosmstentof web-  propose a combination of content, structural, and tempo-
pages, and make sure to get rid of useless information sudatal features to crawl the Web with the objective of contin-

as menus or advertising. uously mining useful multilingual linguistic resourceshbu
Apart from short sentence alignment, we can classify otheas comparable or parallel corpus. We suggest to investigate
candidates into three groups: a host of recall vs precision-oriented methods to mine par-

. allel sentences from comparable websites returned by our
e Exact parallel sentences. Same meaning, same orgay, o i

o ; . 'eb crawler. Some initial experimental results have been

isation of the sentence, same amount of information. : .

shown as the existence proof of parallel sentence pairs in

o Partially parallel sentences. One sentence is likely tonon-parallel websites, such as the Wikipedia.

contain more information, or they are organised dif- ) _

ferently. Those can still be of interest if they can be 5. Discussion, future work

post-processed. This project is large and ambitious, and each step will re-
e False Positives. Sentences that were matched but dorfiUire extensive study of state-of-the art approaches, and
share a common meaning. hopefully improvement of previous approaches. A; we
mentioned, many of the assumptions made previously
Surprisingly, we obtain very few false positives with a &or might or might not hold for a project at this scale. For ex-
higher tharD.25. One example is given below: ample, relevant documents that are useful for cross-lingua
English: The DC2 Type R was the only Type retrie\_/al, based on page-ranked search results, might not
R ever sold in North America (With the Acura coptaln any parallel sen_tence;. Webs_ltes that are nottrans
badge) lations pf each other, mlght still c_qntam parallel segrse_nt
Extraction systems using classifiers and rankers trained
from an in-domain corpus are not applicable to our sys-
tem as we do not focus on any specific domains. Never-
theless, it can be useful to classify the final extracted sen-
tences into different domains for training domain-specific
SMT systems.
With the rising popularity of Web 2.0 and Web 3.0 web-
Overall, we found about 12 true wrongly aligned sentencesites, there are more and more user generated content on the
only. This is a very interesting result, since it shows that, Web and many of them relate to each other in very interest-
long as we ensured that i) the documents we are processingg ways, such as user feedback on the latest Apple prod-
are strongly comparable and ii) we found some translatioructs, fan club discussion on the latest gossip of a celebrity
candidates with a high enough score, those candidates aBich topics are temporal in nature - and available in multi-
reasonably reliable. We found about 150 parallel or parple languages. Our system downloads and compares these
tially parallel sentences. They were manually classifiel an websites as part of its output. We would like to analyze the
some examples are given in Tables 1 and 2. results and see whether such data can be used to improve
These results are interesting because they show a reasam SMT system on user generated content.
able amount of parallel sentences can be found. HoweveTlhe Semantic Web is another effort by the W3C commu-
as we emphasized previously, these results can not helpty to improve upon the current HTML annotation of Web
us evaluate precision/recall or ratios of parallel ser#genc pages to include the "meaning" of Web content for Web
among documents from the Web. Our ultimate goal is nobrowsers and search engines to better "understand" and sat-
to harvest parallel sentences from Wikipedia, in French andsfy user queries. When mature, the new semantic anno-
English. Some effort will be necessary to obtain more in-tation scheme can potentially provide a new feature, the

French: Les Honda Type R sont les mod-
eles sportifs les plus performants du constructeur
Honda automobile.

Translation: The Type R Honda are the most
performant race models from the Honda motor
company.

teresting results from the rest of the Web. semantic feature, to our system in mining and comparing
. websites.
4. Conclusion A problem that remains to be addressed by our system is

We argue that it is possible to mine a heterogenous corpu$at there are many more parallel (and other) data avail-

of parallel sentences in the dominant Web languages, in argble on the Web than those indexed by a search engine
domain and any topic, from the Web. We propose to com-or by our system - there are compressed files of translated
bine sophisticated information retrieval methods with sta texts, such as the United Nations Parallel Corpus, or image
tistical natural language processing methods to better hafiles of scanned documents, such as books in translated into
vest the material from the Web. Many assumptions madenultiple languages, contents of tables, subscriptioretbas
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French

English

Histone H4, un composant de la structure de plus
niveau de '’ADN des cellules eucaryotes

adistone H4, a component of DNA higher structure
eukaryotic cells

in

L'important engagement d’'Henry Ford a réduire |
colts aboutit a de nombreuses innovations technig
et commerciales, notamment un systeme de franc
qui installe une concession dans toutes les villeg
Amérique du Nord et dans les grandes villes, sur
six continents.

eklenry Ford’s intense commitment to lowering costs
hideding a franchise system that put a dealership in e

le®ents.

jumdted in many technical and business innovations,

eity in North America, and in major cities on six conti

re-
n_
ery

Dans celui-ci les angles sont confinés a un pla
donc I'étape suivante devrait étre une algébre qua
ple quand I'axe du plan devient variable.

nin it the angles are confined to one plane ; hence
dmext stage will be a quadruple algebra, when the axi
the plane is made variable.

the
5 of

Le segment six a un motif semblable mais avec ma
de bleu et le segment sept est presque entierement
avec seulement une fine bande bleue a la base.

iBegment six has a similar pattern but with more

the base.

re-

nsliricted blue and a broader area of black, and segment
seven is mostly black, with just a narrow blue areg

at

Swami Shivananda Saraswati ( 8 septembre 1887

juillet 1963 ) est un maitre spirituel hindou trés réputé4, 1963 ) was a Hindu spiritual teacher and a W

- $dvami Sivananda Saraswati ( September 8, 1887

et un promoteur du Yoga et du Vedanta.

known proponent of Sivananda Yoga and Vedanta.

July
ell

Table 1: Sample of parallel sentences extracted.

French

English

L'album est sorti le 18 novembre 2009 sous le labe
Regain Records.

| The album wasofficially released on November 18
2009 via Regain Records.

De 1977 a 1981, il travaille dans I'équipe la Commis;
sion des vétérans a la Chambre des représentants.

From 1977 to 1981 Webbworked on the staff of the
House Committee on Veterans Affairs.

Elle donnea toute personne recevant le logideedroit
illimité de I'utiliser, le copier, le modifier, le fusion-
ner, le publier, le distribuer, le vendre et de changer

The MIT Licensestates more explicitly the rights
given to the end-user, including the rigiotuse, copy,
modify, merge, publish, distribute, sublicense, and

sa licence. or sell the software.

Table 2: Sample of partially parallel sentences extracted.

websites etc. This Deep Web (or Hidden Web) is orders ofjlish Wikipedia.

magnitudes larger than the visible Web. The current WelAs we mentioned that our system aims to help users mine
reachable by search engines is about 167 terabytes whereasiltilingual resources from the Web for more than one
the Deep Web is estimated to be 91,000 terabytes. Whereagplications. As an example, one of the main interest in
developing a comprehensive tool to crawl the Deep Web igomparable corpora concerns bilingual lexicon extragtion
perhaps beyond the scope of our proposed work, for a spavhich is generally performed on large corpora (millions
cific natural language task, such as SMT, we might want tavords (Fung, 1995; Rapp, 1995)) followitige more data
dig deeper into a specific genre of data. is better dataprinciple, or relying on smaller but more
One of the most interesting part, and a cornerstone of thisonstrained, specialized corpora (Daille and Morin, 2005;
work is the ability to evaluate comparability. This is a par- Chiao and Zweigenbaum, 2002) to focus on terminology.
ticularly tricky question, since the comparability contep Both approaches fail to find relevant translations for rare
itself is hazy. Some assume than noisy-parallel corporavords, for two reasons: (1) Even in large corpora, there
are comparable, some assume that document in each lais-no guarantee that a source word will occur in the tar-
guages has to be written independently while others clainget corpus (Zip's law); (2) these approaches mostly rely
there is a continuum from non-related to parallel corporaon context-based comparison - a word and its translation
Quantitatively and qualitatively evaluating the compdrab are likely to have similar contexts, just as a word and its
ity might bring to light a more precise definition of com- synonyms share the same context (following the Firthian
parability and comparable corpora. For websites, strattur principle that "you shall know a word by the company it
comparability does not necessarily lead to content compakeeps" (Firth, 1957)). Rare words by definition do not oc-
rability. Given the large amount of websites, should wecur frequently enough to create a meaningful context and
first constrain our search with URL structural matching ascannot be compared efficiently. (Pekar et al., 2006) tried
in (Resnik and Smith, 2003)? Or should we start with theto circumvent this issue by smoothing the context of rare
least stringent criteria for recall? We argue for the latterwords using the context of their k-nearest neighbors. They
All Wikipedia articles have similar URL names and HTML obtained a significantimprovement in the quality of the lex-
structures, but with very different content. For example,icon alignment, by lowering the rank of correct translation
Chinese Wikipedia is clearly not a translation of the En-candidates.
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This raises another interesting question: Are there rardohn Firth. 1957.A synopsis of linguistic theory 1930-
words in the Web? Does the notion of hapaxes still ex- 1955 Studies in Linguistic Analysis, Philological.
ist? There is a direct answer: yes, of course. First, one can Longman.

invent a word that could not be found anywhere else, buPascale Fung and Percy Cheung. 2004. Mining Very-Non-
this is a trivial case. Rare words occur in languages that are Parallel Corpora: Parallel Sentence and Lexicon Ex-
scarcely represented on the Web. Apart from these cases, traction via Bootstrapping and EM. In Dekang Lin and
can we assume than all the words and terms of the world’s Dekai Wu, editorsProceedings of Empirical Methods on
top Web languages can be found on the Web? A related ex- Natural Language Processing (EMNLP’Q4)ages 57—
periment done by our group found that all Chinese named 63, Barcelona, Spain.

entities in the Wikipedia pages are translated into Englistpascale Fung and Yuen Yee Lo. 1998. An IR approach
somewhere on Chinese websites. A simple regular expres- for translating new words from nonparallel, comparable
sion search can return the translation results. texts. InProceedings of COLING-ACL9%ages 414—
Finally, rather than relying on large quantities or highly 420,

constrained corpora, we believe we can take advantage @f55cgle Fung and Kathleen McKeown. 1997. A techni-
the diversity and availability of comparable documentsi(an 5| word- and term-translation aid using noisy parallel

typically, take advantage of the availability of compara- corpora across language grougdachine Translation
ble documents in many languages, to perform multi-source 12(1/2):53-87.

alignment). A lexicon acquired in such away can be usecIbascale Fung. 1995. Compiling bilingual lexicon entries
as feedback to the whole sentence alignment process, to¢ . o non-parallel English-Chinese corpus. In David

increase the quality of word overlap estimation and compa- Yarovsky and Kenneth Church, editooceedings of

Le_lb;]llty evall_l:atlon,”ra||smgt better matched documents and the 3rd Workshop on Very Large Corpora (VLC'95)
igher quality parallel sentences. pages 173-183.
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