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Abstract
In this paper we present an approach to automatically extract and align multi-word terms from an English-Slovene comparable health
corpus. First, the terms are extracted from the corpus for each language separately using a list of user-adjustable morphosyntactic patterns
and a term weighting measure. Then, the extracted terms are aligned in a bag-of-equivalents fashion with a seed bilingual lexicon. In the
extension of the approach we also show that the small general seed lexicon can be enriched with domain-specific vocabulary by harvesting
it directly from the comparable corpus, which significantly improves the results of multi-word term mapping. While most previous efforts
in bilingual lexicon extraction from comparable corpora have focused on mapping of single words, the proposed technique successfully
augments them in that it is able to deal with multi-word terms as well. Since the proposed approach requires minimal knowledge
resources, it is easily adaptable for a new language pair or domain, which is one of its biggest advantages.

1. Introduction
Resource-poor language pairs and domains can benefit
greatly from the increasingly popular field of bilingual lex-
icon extraction from comparable corpora. The approaches
bootstrap lexica of general as well as domain-specific vo-
cabulary from large, usually web-based collections of texts
in two languages that are not translations of each other but
rather share common properties, such as subject field, time
of publication, target audience etc.
Term extraction from comparable corpora is usually under-
stood as a task that combines monolingual term recogni-
tion in each of the languages and cross-lingual term align-
ment using various techniques. Fung and McKeown (1997)
and Rapp (1995) are considered the beginners of the align-
ment approach based on the hypothesis that two terms are
likely to be translations of each other if they occur in similar
contexts. Several authors experiment with different mea-
sures of context similarity (Chiao and Zweigenbaum, 2002;
Morin et al., 2007) and report up to 80% accuracy in finding
the correct translation among the 20 best candidates. Some
approaches extend the bilingual mapping through cognate
detection (Saralegi et al., 2008), while Lee et al. (2010)
propose an EM-based hybrid model for term alignment.
It should be noted that these early approaches deal almost
exclusively with single-word terms, and also that nearly all
authors conclude that the size and comparability of the cor-
pora play a key role in achieving good performance. In
our previous work we too have shown a strong positive
correlation of the degree of corpus comparability and size
(Ljubešić et al., 2011). In addition, we have established
that good coverage of the seed lexicon that is used to trans-
late the features in the context vectors plays a much bigger
role than its size, and that the seed lexicon can be built com-
pletely automatically provided that there is a lexical overlap
between two closely-related languages (Fišer and Ljubešić,
2011). However, in all our previous experiments in lexicon
extraction, we, just like most related work, have not tackled
multi-word expressions, which are very important in natu-
ral language processing and for which there are even fewer

already existing resources, especially because a number of
domains evolve at a great speed, making the static resources
obsolete very quickly.
The bag-of-equivalents term alignment approach is an ef-
fective method of finding multi-word-to-multi-word term
equivalents. It is similar to the compositional approach
used by Morin and Daille (2010) or to the abduction method
described by Carl et al. (2004), however both of the
above use predefined lexico-syntactic patterns to predict
term variations. Our approach is more robust, however it
requires a domain-specific translation lexicon, ideally with
several translation possibilities, and this may not be readily
available (Vintar, 2010). The main goal of this paper is to
show that by enriching the lexicon with automatically ex-
tracted domain-specific single-word terms the overall per-
formance of multi-word term extraction from a comparable
corpus can be significantly improved.
This paper is structured as follows: in the next section we
present all the resources and tools that were used in the ex-
periment. The experimental setup is described in detail in
Section 3. The results are evaluated and discussed in Sec-
tion 4, and the paper is concluded with some final remarks
and ideas for future work.

2. Resources and tools used
2.1. Comparable corpus

The main source of lexical knowledge in this experiment
was the English-Slovene comparable corpus of on-line ar-
ticles on health and lifestyle, which had already been used
successfully in our previous research (Fišer et al., 2011).
Health-related documents were extracted from the ukWaC
(Baroni et al., 2009) and slWaC (Ljubešić and Erjavec,
2011) web corpora by the criterion that the cosine similarity
to a domain model had to be higher than 0.25. The domain
model was built on documents from the two main health-
related Internet domains. It is based on content words as
features and TF-IDF feature weights where the IDF weights
were calculated on a news-domain corpus.
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The subset of the constructed domain corpus we used in this
experiment contains 1.5 million tokens for each language.

2.2. Seed lexicon
The seed lexicon used as an anchor between the two lan-
guages was constructed from the freely available Slovene-
English and English-Slovene Wiktionaries that cover
mostly general vocabulary. The entries from both Wik-
tionaries were merged and if the same pair of words was
found in both resources, they were given a higher probabil-
ity. The seed lexicon constructed in this way contains 6.094
entries.

2.3. LUIZ
LUIZ is a hybrid bilingual term extractor that uses paral-
lel or comparable corpora as input and outputs mono- and
bilingual lists of term candidates (Vintar, 2010).
Term recognition is performed on the basis of user-
adjustable morphosyntactic patterns provided for each lan-
guage. Then the extracted candidate phrases are assigned a
term-hood value by comparing the frequency of each word
to a reference corpus. Term alignment is performed using
the bag-of-equivalents approach (Vintar, 2010), which pre-
supposes a probabilistic bilingual lexicon as input. A list
of possible translation candidates for a source multiword
term is proposed by comparing each target term candidate
to a bag of potential translation equivalents provided by the
lexicon and computing an equivalence score.

2.4. ccExtractor
ccExtractor is a context-based bilingual lexicon extrac-
tion tool that was built during our previous experiments
(Ljubešić et al., 2011; Fišer et al., 2011; Ljubešić and Fišer,
2011). It consists of a series of scripts that enable:

• building context vectors for a list of headwords from
each corpus,

• translating features of context vectors from source lan-
guage to target language via an existing seed lexicon
and

• calculating the best translation candidates between
headwords in the source language and the target lan-
guage.

In this research the tool is used to enhance the general
small seed lexicon used for multi-word term alignment with
LUIZ.

3. Experimental setup
The main task in the experiment was to find translation can-
didates for multi-word terms from the health comparable
corpus. In order to achieve this, the experiment was divided
into three parts.
In the first part of the experiment we used LUIZ to extract
multiword term candidates from both corpora. The result
is a list of 25,865 English and 27,102 Slovene multiword
term candidates.
In the second part of the experiment we aligned the ex-
tracted multiword term candidates between English and
Slovene with LUIZ via our seed lexicon.

In the third part of the experiment we tried to improve the
results by enhancing the seed lexicon used by LUIZ with
412 translation equivalents of the domain-specific vocabu-
lary in the corpus that is not covered in the seed lexicon,
which we obtained with ccExtractor. Term extraction and
alignment were then repeated with the same settings, the
only difference being the extended seed lexicon.
With this step we combined contextual information ob-
tained from ccExtractor with the constituent information
provided by LUIZ.

3.1. Term extraction
Term recognition in each part of the corpus was performed
with the help of a predefined set of morphosyntactic pat-
terns for each language. These patterns describe part-of-
speech sequences of mainly noun phrases up to 5 words
in length. Once candidate phrases were extracted from the
corpora, a term weighting measure was used to assign a
termhood value to each phrase. This measure computes
single-word termhood by comparing the frequency of each
word (fn,D) to a reference, non-specialized corpus (fn,R),
and then combines the termhood scores of all constituent
words with the frequency (fa) and length (n) of the entire
candidate phrase.
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3.2. Term alignment
The extracted multi-word terms were then aligned in the
bag-of-equivalents fashion (see section 2.3) using the seed
bilingual lexicon. For a given source multi-word term
each target term candidate is compared to a bag of poten-
tial translation equivalents provided by the lexicon and an
equivalence score is computed, thus generating a ranked
list of possible translation candidates. If, for example, the
bilingual lexicon contains the English-Slovene entries

blood kri 1.0
flow pretok 0.66 tok 0.33

the bag-of-equivalents for the English term candidate blood
flow will contain all three equivalents, kri, pretok and tok.
We now compare the Slovene term candidates to the bag
and compute the equivalence score as the sum of the trans-
lation probabilities found in the target term, normalized by
term length. Thus, for the above English term we extract

pretok krvi 0.83
tok krvi 0.66
šibak tok krvi 0.43

This approach is able to identify several good translation
equivalents for a source term, which is especially valuable
in domains with less standardized terminology and a lot of
term variation. Furthermore, this approach is also able to
find translation equivalents for the terms for which seed lex-
icon entries are missing or faulty.
In our current setting we are able to identify multi-word-to-
multi-word equivalents of different lengths, but we do not
identify single-word-to-multi-word term pairs.

144



3.3. Extension of the seed lexicon
In the third part of the experiment the idea was to extend
the alignment of the extracted multi-word terms with the
extension of the seed lexicon by adding the most relevant
vocabulary from the corpus. Using the ccExtractor, we ex-
tracted three most probable Slovene translations for all En-
glish lemmas that were not already included in the initial
seed lexicon.
The headwords in both parts of the corpus had to satisfy the
minimum frequency constraint of 50 occurrences which is
the most reasonable frequency threshold as proven in our
previous experiments (Ljubešić et al., 2011). When build-
ing context vectors, a window of three lemmas on both
sides of the headword was used and the collected features
were weighted by the TF-IDF score. Context similarity was
calculated with the Dice similarity metric. The probabil-
ities of the translation candidates were calculated as their
context similarity weights scaled to a probability distribu-
tion.
There were 412 English lemmas in the corpus that had
not been present in the seed lexicon already and that sat-
isfied the occurrence frequency criterion. Therefore, our
extended seed lexicon contains 6.506 entries. This lexicon
was used in the second run of the experiment in which all
the other settings were the same as in the first run.

4. Evaluation of the results
In this section we report the results of manual evaluation of
term extraction in both languages as well as the quality of
term alignment. We focus here on measuring the accuracy
of term extraction and alignment and while recall would
be interesting to study more closely as well, we were not
able to do it in this experiment because in order to measure
it, we would need either a comprehensive terminological
dictionary of this area for measuring absolute recall or a
manually annotated corpus with multi-word terms in both
languages for measuring recall relative to the terms used in
the corpus.

4.1. Evaluation of term extraction
In total, 25,865 term candidates were extracted from the
English part of the corpus and 27,102 from the Slovene
part. The extracted term candidates were assigned a term-
hood score and in order to evaluate the quality of the ex-
tracted terms, we manually evaluated 100 highest-ranked
term candidates for each language.
In the evaluation scheme, each candidate was categorized
into one of three possible categories:

• the candidate was a correctly extracted multi-word
term from the health domain;

• the candidate was a correctly extracted multi-word
term but did not belong to the health domain;

• the candidate was not correctly extracted (a part of
a multi-word term) or the multi-word expression was
not a term.

The results of manual evaluation are shown in Table 1.
Among the English candidates, 76 were correctly extracted

Term quality English Slovene
good term 76% 86%
term from a different domain 5% 3%
not a term 19% 11%

Table 1: Evaluation of term extraction on 100 highest
ranked term candidates

health terms (e.g. blood test), 5 were terms but belonged to
some other domain (e.g. primary school) and 19 of the can-
didates were either incorrectly extracted multi-word terms
or multi-word expressions that belong to the general vocab-
ulary (e.g. next year). The results for Slovene are slightly
better: 86 of the candidates were correct, 3 were terms from
a different domain and 11 were incorrectly extracted multi-
word terms or other multi-word combinations. The reason
for better results in Slovene is probably a cleaner, less noisy
corpus, both in terms of domain-specific documents and in
terms of corpus annotation because slWaC was built much
more conservatively than ukWaC.
An interesting characteristic in the highest-ranking term
candidates is their length. In both languages, two-word
terms are by far the most frequent, with only 4 English and
6 Slovene candidates that are longer than two words. On
the one hand, this is to be expected because the longer the
term, the less frequent it is in the corpus. But it also must be
noted that the corpus does not contain expert medical texts
but mostly magazine articles with health issues and lifestyle
advice for the general public that contain fewer complex
medical terms.

4.2. Evaluation of term alignment
The quality of term alignment was evaluated for each run
of the experiment, with the original and the extended seed
lexicon, in order to evaluate the impact of seed lexicon ex-
tension.
The extension of the seed lexicon was evaluated in our pre-
vious work (Fišer et al., 2011). It has a correct translation in
the first position in 45% of cases while in additional 11% of
cases there is a correct translation among the first ten can-
didates. We did not measure specifically the percentage of
correct translations on the first three positions used in this
research.
In this part of evaluation we checked the proposed term
pairs and measured the accuracy of term alignment by man-
ually inspecting the list of 477 multi-word term pairs that
received an equivalence score higher than 0.5 in either run
of the experiment. In the list 380 of these pairs were identi-
cal in both runs of the experiment while translation sugges-
tions for 97 of the source terms were different with the two
different seed lexicons. First we evaluate the termhood of
the source language candidates and then, in case the candi-
dates are considered a term, we evaluate the accuracy of its
translation.
The evaluation schema used when evaluating termhood is:

• good term;

• term from a different domain;
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• not a term,

while the evaluation schema used for evaluating the trans-
lation quality is:

• correct translation;

• close translation;

• incorrect translation.

Score Percentage
good term 43.6%
term from a different domain 12.6%
not a term 43.8%

Table 2: Evaluation of term extraction on the 477 source
language term candidates with equivalence score higher
than 0.5

As Table 2 shows, source language term candidates that
have good probable translation equivalents (equivalence
score higher than 0.5) are partial or full terms in 56% of
the cases. This is much lower than when evaluating the top
ranked term candidates. In our opinion, there are two rea-
sons for that:

• these are the terms with a high equivalence score, not
a high termhood score;

• term candidates with a high equivalence score consist
of constituents found in the general seed lexicon from
which terms are rarely built.

The quality of term alignment is shown in Figure 1. We
stress once again that term alignment evaluation was per-
formed only on those pairs that were good terms in the
source language. When using the original seed lexicon,
translations for 41.5% of the terms are correct or close
to correct, while, when using the extended seed lexicon,
52.2% of translations are correct or close to correct. It is
interesting to note that there is an increase of almost 8%
of the correctly aligned terms while the number of close to
correct terms goes up by 3%. At the same time, the num-
ber of incorrectly aligned terms goes down by almost 11%.
This can be considered a very big improvement and clearly
shows that it is very beneficial to add the most relevant vo-
cabulary for the particular domain or corpus to the seed lex-
icon, even if the equivalents are extracted automatically and
are therefore somewhat noisy.
Another interesting observation is the fact that the pairs that
were shared among the two seed lexicons are of a relatively
high quality already and that the extension of the seed lex-
icon helped in exactly those cases that the original lexicon
was not able to handle well at all, either because it was
too small in size or too general for this particular domain.
This shows that the already existing resources can easily
and successfully be complemented with a simple and fully
automatic technique such as ours, giving a big boost to the
quality of term alignment.

Figure 1: Evaluation of term alignment on terms with the
equivalence score higher than 0.5 using the original and ex-
tended seed lexicon

5. Conclusions and future work
In this paper we presented an approach to extract transla-
tions of multi-word terms from domain-specific compara-
ble corpora, a problem which has so far been largely ne-
glected by most of the related work. We used LUIZ, a hy-
brid tool for bilingual multi-word term extraction and align-
ment. In addition, we used ccExtractor, a statistical tool
for finding translation equivalents for single-word terms in
comparable corpora in order to extend the seed lexicon with
the most relevant terms in the corpus, which improved the
results of multi-word term alignment by almost 11%. Ad-
ditionally, this is the first extrinsic evaluation of context-
based single-word lexicon extraction from comparable cor-
pora.
While these results do not outperform the benchmark re-
sults achieved by LUIZ when aligning multi-word terms
in parallel corpora, this is understandable because look-
ing for MWT equivalents in comparable corpora is a much
more difficult task. In addition, although the number of re-
sulting MWTs obtained in this experimental setting is not
very large, their precision is much higher than in the reg-
ular SWT extraction and alignment approach. With this in
mind, the results we obtained with the extended seed lex-
icon are very encouraging and can already be very useful
as a time-saving aid to terminologists who no longer have
to look for the terms and their equivalents themselves but
merely validate/correct the proposed ones.
Further improvements are possible by increasing the cor-
pus size, which would, to start with, yield more single-
word term candidates. This would improve the coverage of
MWTs but could possibly have an adverse effect as well if
a larger amount of noisy data in the lexicon would decrease
the precision of the alignment. Finally, the term extraction
procedure would benefit from more data as well.
In the future we plan to use the approach on a more
scientifically-oriented medical domain corpus where com-
plex terms play an even bigger role and there is less general
language. Currently, we are also working on the adapta-
tion of LUIZ to handle new languages, such as Croatian,
which will enable the creation of multilingual terminologi-
cal resources from web-based domain-specific comparable
corpora.
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