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Summary 

The project aims to adjust and integrate several existing software components, assembling a 
platform for multilingual web content management called ATLAS, and a visualization layer 
called i-Publisher, which adds to the platform a powerful web-based point-and-click tool for 
building, reusing and managing multilingual content-driven web sites.  ATLAS makes use of 
state-of-the art text technology methods in order to extract, translate information and cluster 
documents according to a given hierarchy. With the current available technology it is not pos-
sible to provide a translation system which is domain- and language variation independent and 
works for a couple of heterogeneous language pairs. Thus our approach envisages a system of 
user guidance, so that the availability and the foreseen system-performance is transparent at 
any time. For the MT-Engine of the ATLAS –System we decided on a hybrid architecture 
combining EBMT and SMT at word-based level. For the SMT-component PoS and domain 
factored models are used, in order to ensure domain adaptability. The document categorization 
module assigns to each document one or more domains. For each domain the system adminis-
trator has the possibility to store information regarding the availability of a correspondent spe-
cific training corpus. If no specific trained model for the respective domain exists, the user is 
provided with a warning, telling that the translation may be inadequate with respect to the 
lexical coverage. The output of the summarization module is processed in such way that ellip-
ses and anaphora are omitted, and lexical material is adapted to the training corpus. The in-
formation extraction module is providing information about metadata of the document includ-
ing publication age. For documents previous to 1900 we will not provide translation, explain-
ing the user that in absence of a training corpus the translation may be misleading. The do-
main- and dating restrictions can be changed at any time by the system administrator if an ad-
equate training model is provided.  
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