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Foreword 
 

 

The  European  Association  for  Machine  Translation  (EAMT)  organised  its  first 
Workshop/ Conference back in 1996, in Austria. Up until 2009, when I became EAMT 
President,  events  had  been  held  in  Denmark,  Switzerland,  the  Czech  Republic, 
Slovenia, the UK, Hungary, Ireland, Malta, Norway and Germany. 

When  I  took over,  I was very keen as EAMT President  to  see our  conferences  take 
place in countries that we hadn’t visited before. In 2009, we went to Spain, France in 
2010,  and  last  year we went  to one of  the Benelux  countries, namely Belgium. All 
three events were fantastically organised, and proved to be very successful. 

This year, we are continuing this trend. I am very pleased that this year we are holding 
the EAMT annual conference for the first time in Italy, where MT has thrived for quite 
some time now.  I am also pleased to say that this  is the first EAMT conference held 
since  I became President of  the  International Association of MT  (IAMT), a  role  I am 
honoured to fulfil. 

This  is the 16th Annual Meeting of the EAMT, which as an organisation continues to 
grow  and  thrive.  The  numbers  of  student,  individual,  institutional  and  corporate 
members  continue  to  rise,  partly  due  to  improved membership  packages,  but  also 
because of the range of new initiatives that the Association has recently undertaken, 
including the Best PhD Thesis Award, the database version of the MT Compendium, 
sponsoring  R&D  activities,  an  extension  of  our  activities  to  the MENA  region,  Best 
Paper Award etc. Note also that since its inception in 1997, the EAMT has not raised 
its Membership rates, and we will continue to hold the cost of membership for 2012. 
Joining us  really  is great value, especially  in a year  like 2012, where more  than one 
IAMT‐affiliated  event  takes  place  (EAMT  here,  and  AMTA  later  in  the  year  in  San 
Diego:  http://amta2012.amtaweb.org/),  especially  now  that  with  the  help  of  the 
Presidents of the other regional associations, Alon Lavie and Hitoshi Isahara, we have 
arranged  for  conference  discounts  to  benefit  all  IAMT members,  no matter which 
regional association you have joined. 

As  last  year,  I  would  like  to  thank my  colleagues  on  the  EAMT  Committee,  who 
continue to provide me with  invaluable support. They work tirelessly on behalf of all 
of  us,  and  we  are  all  very  fortunate  to  have  such  a  strong  body  of  colleagues 
representing our Association. 

In  addition  to  all  this,  EAMT  conferences  continue  to  improve  in  quality, with  the 
result that ever larger audiences have been attracted to our events, to the extent that 
the annual EAMT Conference  is now a must  for many protagonists  in  the  field, and 
not  just from Europe. This 16th Conference  is no exception, and  in particular  I would 
like  to  thank  my  Programme  Co‐Chair  Lucia  Specia,  together  with  the  overall 
Conference  Chair,  Marcello  Federico,  for  helping  me  assemble  a  very  attractive 
programme,  comprising of Research and User  tracks, poster  sessions, and a  terrific 
Invited Speaker in Don DePalma. As in the past two years, a special session has been 
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organised where some prominent FP7 projects are featured, so this too will be a really 
interesting session. 

Last  but  not  least,  I  would  especially  like  to  thank  our  local  organizers, Marcello 
Federico and Mauro Cettolo, who very generously volunteered to hold the meeting in 
Trento. We are very grateful to Marcello and his team for their excellent organization 
of this event.  

Finally, thanks to all of you for coming. I hope you all enjoy the conference, that you 
benefit  from  the  excellent  programme  that  has  been  assembled,  and  that  you  go 
away from here having made new friends. 

 

Andy Way 
Director of Language Technology 

Applied Language Solutions, 
Delph, Saddleworth, UK 

President of the EAMT 

andy.way@appliedlanguage.com 
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Message from the Conference Chair 
 

 

It  is a great pleasure to welcome you at the Fondazione Bruno Kessler  (FBK)  for  the 
16th Conference of the European Association for Machine Translation. This is the first 
time  that  the  EAMT  annual  conference  has  been  organized  in  Italy  and  I’m  very 
thankful to the Board of EAMT for giving me the opportunity to host the 2012 edition 
in Trento.  

Given the  increasing popularity of the EAMT conference over the  last few years, the 
board  of  EAMT  decided  to  organize  the  2012  conference  in  two  and  a  half  days 
instead of two. This choice was indeed rewarded by an unexpectedly high number of 
paper  submissions  this  year, 30% more  than  in 2011. Hence,  I  really hope  you will 
enjoy  the  technical program and will  find yourself comfortable with  the conference 
venue.  

The conference will be held at the technological and scientific hub of FBK, on the hill of 
Povo, a  suburb of Trento. Morning  sessions and  coffee breaks will be hosted  in  the 
conference room of the main building. Lunches will be instead served in the large hall 
of the North building, where also the afternoon poster sessions will take place. In the 
same building, there will be extra rooms available  for  informal meetings as well as a 
cafeteria.  

I  hope  you will  enjoy  the  two  social  events  that we  have  organized:  the welcome 
reception in the Sass underground archaeological area in Trento, and the conference 
banquet along the  lake  in Riva del Garda.  I hope these two occasions will give you a 
taste of the architectural, cultural and natural beauty of Trentino and Italy.  

Nothing  of  this  conference  could  have  been  organized  without  good  teamwork. 
Hence,  I  wish  to  thank  the  Program  co‐Chairs,  Lucia  Specia  and  Andy  Way,  for 
managing  the  unexpectedly  high  number  of  submissions  and  for  arranging  the 
conference  program.  Thank  you  also  to  the  staff  at  FBK,  which  worked  with 
impressive professional dedication to set‐up this event. In particular, I wish to express 
my gratitude to Mauro Cettolo, Local Organization Chair, Silvia Malesardi, venue and 
the  social  events,  Francesca  Guerzoni,  website,  Moira  Osti,  marketing,  Luigi 
Massimiliano  Cordisco,  correspondence,  Barbara  Gazzoli  and  Adalberta  Bragagna, 
editing  of  proceedings,  and  to  our  student  volunteers,  Prashant  Mathur,  Jose 
Camargo de Souza, and Nick Ruiz.  

The organization of a conference  is  the sum of many  important parts. Among  them 
there are also the sponsors, which generously supported EAMT 2012.  In particular,  I 
would  like  to  acknowledge  support  of  the  Superintendence  for  Cultural  and 
Archaeological Heritage of the Province of Trento, for hosting the welcome reception, 
and of  Springer,  for  sponsoring  the best paper  award.  Last but not  least,  I wish  to 
publicly thank our silver sponsor, Microsoft Translator, and our bronze sponsor Virtus.  

I wish you a very successful conference and pleasant stay in Trento! 

 

Marcello Federico, Fondazione Bruno Kessler, IT 

EAMT‐2012 Conference Chair 
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Message from the Programme Chairs  
 

 

It  is a great pleasure for us to welcome you to the 16th Conference of the European 
Association for Machine Translation (EAMT) in Trento. We have been happy to serve 
as  programme  co‐chairs  of  a  conference  that  has  become  the  yearly  reference 
conference for European machine translation developers, researchers and users, and 
keeps growing year by year. A sign of this growth is that the conference was extended 
from 2 to 2 ½ days  in order to keep to the single track format – which makes EAMT 
events very homely for regulars and newcomers alike. 

As in previous years, the conference has three main tracks: (i) a research track, where 
researchers  report  about  significant  research  results  in  any  aspect  of  machine 
translation  and  related  areas, with  a  substantial  evaluation  component,  (ii)  a  user 
track,  where  users  report  their  experiences  with machine  translation  in  business, 
government,  or  NGOs,  and  (iii)  a  projects  track  to  publicize  EU  and  international 
projects  and  initiatives.  We  also  introduced  a  technology  showcase  for  product 
demonstrations  in  order  to  encourage  participation  from  developers/industry.  In 
order  to encourage submissions  for  the user  track, we changed  the  format of  these 
submissions: short papers with 2‐4 pages. For projects/product demonstrations, both 
submissions only required a 1‐page abstract. 

We  received  a  record  number  of  submissions  ‐  a  total  of  102  papers:  57  in  the 
research track, 17 in the user track, and 28 project/product descriptions. Most of the 
latter were accepted, but were reformulated by the project participants to conform to 
the conference style‐guide. As  far as  research and user papers are concerned, after 
double‐blind  review by at  least  three  leading MT  reviewers, 40 of  them  (54%) were 
accepted and found their way into the proceedings: 29 research papers (51%) – 12 for 
oral presentation and 17  for poster presentation – and 11 user papers  (64%), 4  for 
oral presentation and 7 for poster presentation. Poster presenters will also have the 
opportunity  to showcase  their work  in a one‐minute poster boaster oral session. As 
expected, submissions come mainly from Europe, with a large number of submissions 
also received  from the US this year. We also received papers with authors  from the 
Japan, Canada, Brazil, Hong Kong, India, Kazakhstan, Mexico and Singapore. 

We are  in debt to the members of the programme committee and to the secondary 
reviewers they appointed for some of their papers. As the number of papers received 
was  even  higher  than  usual,  they  had  an  unusually  large workload: we  especially 
thank them for their  invaluable help, which most of them completed on time, which 
made our lives easier! 

We hope that the reviewers’ comments were useful and constructive and helped all 
authors:  for  those whose papers weren’t  accepted, by  increasing  their  chance  in  a 
later submission somewhere else; and for those whose papers got in, to improve their 
manuscripts. We  know we  didn’t  give  them  a  lot  of  time  to  do  so,  and we  thank 
authors for sending their camera‐ready versions on time. We hope that the resulting 
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selection of papers, which you have in your conference pack, truly represents the best 
of machine translation research, development and real‐world usage.  

As  an opener, we will enjoy  an  invited  talk by Don DePalma,  from Common  Sense 
Advisory, which we hope will appeal to both our research and our user audience. To 
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The Unavoidable Adoption of Machine Translation
Donald A. DePalma 

Ph.D., Chief Strategy Officer & Founder of Common Sense Advisory, Inc.

There is an inevitability to machine translation that no business, government agency, 
or even language service provider can avoid. It’s simply a matter of the huge volume of 
content that organizations large and small must translate to be relevant to their global 
constituencies. In this presentation, DePalma will review the current state of machine 
translation and related technologies from a business perspective, reviewing its evolu-
tion and increasing adoption among translation buyers and suppliers. He will discuss 
the drivers for, obstacles to, and major trends affecting the segment. He will also look at 
the future of machine translation and what that means for buyers and suppliers.
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From Subtitles to Parallel Corpora
Mark Fishel,γ Yota Georgakopoulou,δ Sergio Penkale,χ Volha Petukhova,ϕ Matej Rojc,ξ

Martin Volk,γ Andy Wayχ

γ Institute of Computational Linguistics, University of Zurich, Switzerland
δ Deluxe Digital Studios, UK χ Applied Language Solutions Ltd., UK

ϕ Human Speech and Language Technologies, Vicomtech, Spain
ξ Laboratory for Digital Signal Processing, University of Maribor, Slovenia

γ {fishel,volk}@cl.uzh.ch δ yota.georgakopoulou@bydeluxe.com
χ {sergio.penkale,andy.way}@appliedlanguage.com

ϕ vpetukhova@vicomtech.org ξ matej.rojc@uni-mb.si

Abstract

We describe the preparation of parallel cor-
pora based on professional quality subti-
tles in seven European language pairs. The
main focus is the effect of the processing
steps on the size and quality of the final
corpora.

1 Introduction

The present user study is a part of the SUMAT
project,1 which aims at developing an online ma-
chine translation (MT) service for subtitles. The
project employs the paradigm of statistical MT,
which means that large datasets are required for
training translation models.

The training data was provided by professional
subtitle companies, which create and translate sub-
titles for movies, TV shows and other video mate-
rial; they are also the future users of the translation
systems planned in the project.

In this paper we will focus on the preparation of
parallel corpora on the basis of the provided data.
We will describe in detail the problems that arose
while producing ready, clean, usable datasets from
raw subtitle files, discuss our solutions to those
problems and their effect on the size and quality
of the final datasets.

2 General Description

The project plans include translation between
seven language pairs: English–Dutch, English–
French, English–German, English–Portuguese,
English–Spanish, English–Swedish and Serbian–
Slovenian. Additional monolingual data was pro-

© 2012 European Association for Machine Translation.
1http://www.sumat-project.eu

vided for language models, but in this paper we
will focus on handling parallel data.

Previous work on subtitle translation (Arm-
strong et al., 2006; Volk et al., 2010) has demon-
strated that subtitle-by-subtitle translation can be
successful; there are also examples of sentence-
based translation for subtitles (Tiedemann, 2009).
Sentence-based translation can be linguistically
motivated, but just like any other merging/splitting
of the subtitles, it introduces additional pre-
processing and post-processing steps, which are
additional potential sources of error. In the
SUMAT project we will compare the different ap-
proaches in terms of the final translation quality,
but this user study is limited to subtitle-based pro-
cessing only.

The subtitle companies provided the subtitle
files with their original names (following a vari-
ety of naming conventions) and for the most part
– in their original format. All files were accompa-
nied by their genres and domains. Automatic pro-
cessing therefore had to start with systematic file
renaming, and subsequent format conversion; the
following steps were language identification, doc-
ument alignment, subtitle alignment and finally to-
kenization and lower-casing. All of these steps are
described in more detail in the following sections.

3 Format Conversion

The subtitle files supplied by the subtitle com-
panies included a text-based format, colloquially
called the .txt format and several binary formats:
STL,2 890,3 PAC4 and the o32/s32/x32 format
group.5 We implemented file format converters for
2http://www.ebu.ch
3http://www.cavena.se
4http://www.subtitling.com
5http://www.softelgroup.com
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Format success #files #subs
rate (·103)

TXT 99.6% 18 381 9 031.1
STL 99.9% 5 074 1 434.5
890 99.1% 1 469 269.2
PAC 98.2% 3 940 1 528.3
Total 99.4% 28 864 12 263.0

Table 1: Format conversion success rates in the
raw dataset and the resulting number of files and
subtitles after conversion.

all of them, except the latter group, which turned
out to be too complicated to support without for-
mat specifications and was manually converted to
.txt.

The binary formats supported text positioning,
coloring, fonts, etc. Although the final translation
systems have to preserve such formatting, it will
be handled separately from translation. We thus
discarded all formatting information in the training
data and selected .txt as the common format.

The portion of the data in the .txt format thus
required only encoding normalization; the main
problem turned out to be the ambiguity of this for-
mat, as several different formats were grouped un-
der a common name. All differences occurred in
the subtitle time stamps: in addition to the usual
index, starting and ending time, some files speci-
fied the subtitle duration (sometimes omitting the
ending time), or preceded time codes with TIMEIN
and TIMEOUT. A small amount of the files were
missing some necessary information (e.g. only the
starting time with no duration or ending time).

In contrast, the binary formats have a fixed
text encoding. The main problem was caused by
the formats without open specifications (890 and
PAC), which have custom encoding tables for non-
ASCII characters (diacritics, specified after the
“carrier” letters, custom characters like non-Latin
letters, copyright symbols, custom quote marks,
etc.) and were reverse-engineered to implement
format conversion.

Table 1 presents format frequencies in the
dataset, conversion success rates and results; only
0.6% of the files were lost during this step.

4 Language Identification

Automatic language identification was required to
check whether every subtitle file indeed contained
subtitles in the specified language pair and to steer

document alignment.
We performed language identification using the

Lingua::Ident package,6 which implements a char-
acter trigram probability-based algorithm. The
OpenSubtitles v.2 corpus (Tiedemann, 2009) was
used to estimate the language signatures.

During data acquisition it turned out that some
subtitles in languages unconnected with the project
had ended up in the dataset, the most frequent of
which were Italian and Danish; to detect such files
separately, corresponding signatures were added.

After manual inspection of the language iden-
tification results, we determined that the majority
of languages was identified correctly. The only
small problem consisted of a couple of dozen files
with gibberish or unconventional content (like “as-
dfasfd”, “qwertyqwerty”, “whoop whoop! shh-
hufff! ding dong!”) and empty files.

The results of language identification against the
manually specified languages or language pairs are
presented in Table 2. Comparing the number of
subtitles in the correctly placed files to the con-
version results, the total subtitle loss at this point
is around 95 000 subtitles, or 0.8% percent of the
converted subtitles. However, given the different
number of files in the two languages of every lan-
guage pair, further loss is going to be greater.

5 Document Alignment

The next step was to identify pairs of subtitle files
(documents) that were translations of each other.
The fastest way to perform document alignment
is based on the file names, since this does not in-
volve reading the contents of the files. For that
we collected and documented the file naming con-
ventions in the dataset, discovering the following
patterns:

• file names of the aligned pair differing only in
the language (e.g. “Movie Title en.txt” and
“Movie Title fr.txt”)

• file names starting with the same 4-to-5-digit
ID (e.g. “12345 en.txt” and “12345nl6.txt”)

• file names containing the same 9-symbol ID
(digits and capital letters), followed by a 3-
character language code (e.g. “Deutsche Ti-
tel AXGM0102A DEU.PAC” and “English
Title-AXGM0102A ENG.PAC”)

6http://search.cpan.org/~mpiotr/Lingua-
Ident-1.7/
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Manually Automatically #files #subs Manually Automatically #files #subs
Specified Identified (·103) Specified Identified (·103)

English– English 1 606 863.0 English– English 1 694 849.0

Dutch Dutch 1 617 833.9 Spanish Spanish 1 711 851.3
Other 8 3.5 Other 6 2.3

English– English 2 369 1 066.4 English– English 1 100 636.5

French French 2 376 1 067.7 Swedish Swedish 1 157 635.5
Other 20 7.2 Other 10 5.6

English– English 6 919 1 958.7 Serbian– Serbian 402 233.7

German German 5 124 1 884.7 Slovenian Slovenian 391 175.1
Other 14 2.9 Other 2 1.5

English– English 1 145 560.3 Correct-1 15 235 6 167.5

Portuguese Portuguese 1 142 552.4 Total Correct-2 13 518 6 000.6
Other 4 1.7 Other 64 24.8

Table 2: Results of automatic language identification, contrasted with manually specified language pairs;
the “Other” languages do not include Italian and Danish, as these are not covered in the SUMAT project.

• 8-symbol file names starting with the same
movie ID (4 letters) and a 2-character lan-
guage code (e.g. “MISSENDC.txt” and
“MISSNLDV.TXT”)

Even while comparing file names, it is inefficient
to try to align a document to all other documents,
so we trimmed the search space by comparing only
files within the same genre and domain.

After the initial file name-based processing,
52.1% of the subtitle files specified as parallel were
identified as such. We processed the remaining
files with a time code similarity-based approach
to document alignment: two documents are con-
sidered parallel if at least 90% of the time codes
correspond to each other.7

As a result of joint file name- and subtitle-based
processing, we discovered alignments for 68.6% of
the documents. We processed the remaining third
of the dataset manually, which resulted in detected
file pairs for 83% of all the files specified as par-
allel; the remaining 17% were added to the corre-
sponding monolingual datasets.

The resulting numbers of aligned document
pairs and subtitles are summarized in Table 3; the
coverage of document alignment in terms of subti-
tles is 87.9% of the converted parallel dataset.

Manual reviewing of the unaligned files, ini-
tially specified as parallel, revealed that a large
amount of the files were missing their counterpart.

Another problem with document alignment
arose from subtitle files, which were translated and
saved in parts, indicating a many-to-one document
correspondence; these occurred in the English–
German language pair. As a result only the first
(English) part of the translation was aligned with
7see the next section on subtitle alignment for more details

the full (German) document, putting the other parts
into the monolingual datasets. This reflects nega-
tively on the number of subtitles in this language
pair after document alignment.

Language pair #file #subs (·103)pairs
English–Dutch 1 530 831.9 / 801.2
English–French 2 232 989.4 / 989.5
English–German 4 009 1 337.3 / 1 520.2
English–Portuguese 1 126 544.8 / 547.0
English–Spanish 1 641 810.9 / 811.9
English–Swedish 1 055 609.1 / 594.3
Serbian–Slovenian 380 219.1 / 169.7
Total 11 973 5 342.6 / 5 433.9

Table 3: Document alignment results: the number
of file pairs and subtitles per language pair.

6 Subtitle Alignment

The main state-of-the-art work on subtitle align-
ment (Tiedemann, 2007, 2009) aligned corpora at
the sentence level, so we had to come up with an
approach of our own to align subtitles.

The main assumption in the planning phase of
the SUMAT project was that almost all translated
subtitles would have directly matching time codes,
which would make subtitle alignment trivial. It
turned out, however, that several issues made this
task more “interesting”: some companies trans-
late subtitles without preserving the time code tem-
plate, which results in more loose translations and
many-to-one correspondences between subtitles.
Also due to a different movie cut or version, por-
tions of the translated subtitles can be missing and
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Language pair #file pairs #sub pairs (·103) #tokens (·106)
English–Dutch 1 515 688.7 6.89 / 5.75
English–French 2 202 944.1 9.33 / 8.72
English–German 3 841 954.9 9.20 / 8.01
English–Portuguese 1 123 523.4 5.16 / 4.60
English–Spanish 1 613 779.5 7.59 / 6.83
English–Swedish 1 047 577.5 5.87 / 4.86
Serbian–Slovenian 380 111.9 1.25 / 1.50
Total 11 721 4 580.0 45.29 / 40.27

Table 4: Subtitle alignment results: the number of aligned file pairs, subtitle pairs and tokens per language
pair in the final corpora.

subsequent portions shifted.
To account for these complications, we designed

a dynamic programming algorithm, based on sub-
title shift similarity: subsequent subtitle align-
ments with a certain shift are endorsed if the shift
stays almost constant. The same algorithm checks
for many-to-one matches; merging is achieved by
using the starting time code of one subtitle and the
ending time code of a subsequent subtitle.

To assess the quality of the alignments, we
aligned small held-out datasets of approximately
500 parallel subtitles per language pair manually.
The average precision and recall of the alignments
were 0.94 and 0.91, respectively.

As a final step we tokenized the aligned subti-
tles and converted them to lower-case. Serbian and
Slovenian data was tokenized with a tool from the
PLATTOS system (Rojc and Kacic, 2007) and the
remaining data with the Moses toolkit8 tokenizer.

The resulting sizes of the final parallel corpora
are presented in Table 4. According to the num-
bers the final corpora constitute a total of 85.0%
of the document-aligned dataset and 74.7% of the
unaligned, converted dataset. However, this es-
timate is overly pessimistic, since many subtitles
were merged as a result of 1-to-N subtitle align-
ment. Data loss rates per language pair range from
over 50% (German, Serbian) to 5% (Portuguese),
although these estimates are exaggerated as well;
it is important to note that the different rates per
language are caused by the characteristics of the
supplied subtitles, and not the language itself.

7 Conclusions

The SUMAT project has started by turning raw
subtitle files into clean parallel corpora, usable for

8http://www.statmt.org/moses

training statistical translation models. We have de-
scribed the problems that were encountered during
the preparation of the files as well as our solutions.

The total data loss from raw subtitle files to fi-
nal parallel corpora is below 25% and the corpus
sizes are mostly sufficient for training translation
models.

The main reason for data loss is human error,
manifesting as incorrectly specified subtitle lan-
guage pairs and file format inconsistencies. Added
to this, the subtitle alignment algorithm was unable
to fully cope with loose translations and subtitle
time correspondences.

The next step in the project is training the base-
line MT systems for all translation directions, thus
evaluating the collected datasets in practice.
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Abstract

In this paper we present two sets of
English-Chinese and Chinese-English ma-
chine translation trials conducted by TAUS
Labs on computer software content. The
goal of this study is twofold: (1) to share
our experience on training and optimizing
of Moses-based engines driven by transla-
tion memories provided by industrial users
and (2) to give to the users the idea of re-
sults, cost and effort associated with train-
ing of MT engines.

1 Introduction: goals and approach

We describe a series of English-Chinese and
Chinese-English machine translation trials con-
ducted by TAUS Labs1 on computer software con-
tent. Statistical MT engines were trained and
tested on the basis of open-source software using
Amazon Elastic Cloud2 as a remote server. Paral-
lel corpora were downloaded from the TAUS Data
Association repository3.

In this study we focused on the following partic-
ular questions that MT users are interested in:

• How well do statistical customizable MT en-
gines based on Moses perform in comparison
with Google Translate?

• Which Chinese word segmentation and re-
ordering strategies improve translation per-
formance?

• How expensive (in terms of time and money)
is the process of MT engine training?

c© 2012 European Association for Machine Translation.
1http://www.tauslabs.com
2http://aws.amazon.com/ec2
3http://www.tausdata.org

• How well do the automatic evaluation metrics
BLEU, TER and GTM correlate with each
other? What are the results of human eval-
uation?

While in the majority of experiments published
in academic conferences tend to use only free pub-
licly available corpora to feed MT engines, we
trained our systems on the data provided by 10 in-
dustrial publishers.

2 Data

Experiments were conducted using different varia-
tions of the Chinese-English training corpus, built
on a basis of translation memories coming from the
software industry. Test and development datasets
were provided by EMC4.

The training dataset contains around 22 million
words on the English side and around 23 millions
on the Chinese side. The development set was 500
lines long (7,000 on the Chinese side), while trans-
lation systems were tested on the corpus of around
15,000 words.

3 Baseline and experiments

The SMT system used in the experiments was
implemented within the open-source MOSES
toolkit (Koehn et al., 2007). Training and tuning
procedures are detailed on the MOSES web page5.

Word alignment was estimated with GIZA++
tool6 (Och, 2003), coupled with mkcls7 (Och,
1999), which allows for statistical word cluster-
ing for better generalization. A 3-gram target lan-

4http://www.emc.com/
5http://www.statmt.org/moses/
6code.google.com/p/giza-pp/
7http://www.fjoch.com/mkcls.html
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guage model was estimated using the SRI LM
toolkit (Stolcke, 2002).

In the writing system of Chinese, texts are not
segmented by words, but Moses operates with
words (tokens) rather than with unbroken strings.
We used two alternative segmenters for Chinese
in the pre-processing step: the Stanford Chinese
segmenter8 (Tseng et al., 2005) and the Simplified
Chinese segmenter (the Peterson segmenter9) with
the goal to determine which segmentation strategy
leads to better MT system performance.

Two reordering methods are widely used along
with Moses-based MT systems:

Distance-based reordering (Koehn et al., 2003):
a simple distance-based reordering model default
for Moses system.

MSD (Tillman, 2004): a lexicalized data-driven
reordering model. The MSD model is used to-
gether with a distance-based reordering.

4 Evaluation methodology

Automatic evaluation. In English-Chinese ex-
periments, Chinese reference translation was pre-
segmented using one of the two segmentation tools
(the Peterson or the Stanford segmenter) in order to
make the evaluation as fair as possible. The reason
for that was an intention to minimize the segmen-
tation effect for Chinese portion of the data and
focus the evaluation on the correctness of lexical
choice and word order.

In Chinese-English trials, all the automatically
generated translation hypotheses and reference
translation were detokenized using detokenizer.pl
script distributed as a Moses package.

We used three evaluation metrics to measure
translation quality in a resource-light way:

• GTM (Turian et al., 2003), a precision-recall
metric measuring similarity between MT out-
put and reference translation. It takes into ac-
count the number of adjacent words shared by
translation hypothesis and reference.

• TER (Snover et al., 2006), a metric based on
the counting transformations required to re-
construct the reference translation from the
MT output, while preserving the content of
the source. TER estimates the number of edits

8http://nlp.stanford.edu/software/
segmenter.shtml
9http://www.mandarintools.com/segmenter.
html

required to change a system output into one of
the references.

• BLEU (Papineni et al., 2002), a simple eval-
uation metric that performs better on captur-
ing fluency rather than adequacy of the trans-
lation. BLEU shows how many words are
shared between MT output and human-made
reference, benefiting sequential words.

BLEU is still a de-facto standard evaluation tool
for academic research on MT, despite its obvious
disadvantages. BLEU tends to give a very high
score with a short output, so long as all its n-
grams are present as a reference. Besides, BLEU
is mostly a precision metric, taking recall into ac-
count in a very simple way by considering only the
measure for sentence length.

While BLEU is criticized within academic
and industrial MT communities because in many
cases it does not show good correlation with
human judgment (Callison-Burch, 2006), GTM
is reported to be a more reliable way to mea-
sure translation quality, at least for certain do-
mains (O’Brien, 2011). Due to this reason and
since it has the strong correlation with post-editing
effort (Tatsumi, 2009) GTM was selected as the
primary indicator of translation quality.

TER is currently considered more reliable met-
ric than BLEU for some of the most popular
translation applications since it gives a better in-
dication of the post-editing effort compared to
BLEU (O’Brien, 2011).

A comparison with free online engine was com-
pleted for informative purposes. Since Google is
not a member of TAUS Data Association, it does
not have access to the parallel corpus that was used
to train the Moses systems.

The evaluation conditions for English were
case-sensitive and included punctuation marks.
The Chinese translation generated by Google
Translate was re-segmented to preserve the consis-
tency of evaluation.

Human evaluation. The native speaker evalua-
tor was provided with the original text in source
language and the outputs of the four translation
systems. They were asked to assess the quality
of 100 lines from the test corpus using the follow-
ing unique scale to measure the acceptability of the
output at the segment level .

Using the methodology described in Ro-
turier (2009) and Specia (2011) we apply a 4-level
scale to measure output acceptability:
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• Excellent (E): no post-editing required;

• Good (G): only minor post-editing is re-
quired;

• Medium (M): significant post-editing is re-
quired;

• Poor (P): it would be better to manually
retranslate from scratch (post-editing is not
worthwhile).

We also used the aggregated score following a
simple approach to assign a certain weight to each
category, multiply the number of occurrence by
those weights, sum them up and normalize:

K =

∑
i∈P,M,G,E

wi ∗Ni

N
(1)

where N =
∑

i∈P,M,G,E

Ni, wP = 1, wM = 2,

wG = 3 and wE = 4.

5 Results

5.1 Automatic scores

We contrast the results shown by 4 translation sys-
tems per direction with the performance delivered
by Google Translate (Table 1 and Figure 1).

5.2 Human evaluation

Some of the systems under consideration were an-
alyzed by human judges following the strategy de-
scribed in Section 4. Early results can be found in
Table 2.

SID Segment. Reord. GMT TER BLEU
Chinese-English

1 Peters. MSD 67.95 36.51 49.41
2 Peters. Dist. 67.22 37.81 48.46
3 Stanf. MSD 64.99 40.32 45.16
4 Stanf. Dist. 64.32 40.55 44.52
G Google N/A 62.95 63.40 24.78

English-Chinese
1 Peters. MSD 76.75 39.35 36.51
2 Peters. Dist. 76.63 39.62 34.29
3 Stanf. Dist. 76.57 40.95 32.44
4 Stanf. MSD 76.54 40.82 33.69
G Google N/A 60.81 56.99 9.40

Table 1: Automatic scores.

SID Segment. Reord. P M G E K
Chinese-English

1 Peters. MSD 11 18 43 28 2.88
4 Stanf. Dist. 11 17 46 26 2.87
G Google N/A 13 26 40 21 2.69

English-Chinese
1 Peters. MSD 65 10 10 11 1.59
4 Stanf. MSD 66 12 10 11 1.64
G Google N/A 64 17 11 8 1.63

Table 2: Human evaluation results.

5.3 Correlation of automatic scores

The experiments gave us an opportunity to check
how well GTM, TER and BLEU correlate for a
single-reference evaluation task.

Trial BLEU-TER BLEU-GTM TER-GTM
Ch.-En. -0.84 -0.60 0.66
En.-Ch. -0.99 -0.98 0.45

Table 3: BLEU, TER and GTM correlation.
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Figure 1: GTM, TER and BLEU scores.
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The Pearson correlation coefficient shows
strong dependence between BLEU and TER and,
to a lesser extent, between BLEU and GTM met-
rics, which is significantly stronger for Chinese-
English translation.

The results of manual judgement for Chinese-
English confirm the results of automatic evaluation
in grosso mode. However, there is a significant dis-
crepancy in BLEU/TER/GTM scores and human
results for English-Chinese: while according to the
automatic scores Moses translations are much bet-
ter than Google Translate, human evaluation shows
that customized Moses and Google Translate per-
form virtually indistinguishable from each other.
We explain it by an effect of non-ideal target-side
segmentation that affects automatic scores, but is
disregarded by the evaluator10.

6 Cost and effort

Data processing has been done on a local machine
(regular laptop). We assume that the cost associ-
ated with its usage is virtually zero.

Cost associated with AWS usage: the total
technology costs for these trials were around 28
euros per direction (4 MT engines, 2 different
datasets).

Human and time resources: data preparation
was done in parallel for both translation direc-
tions. While the most time-consuming part, which
is training corpus processing, was shared for both
trials, development and test corpora were cleaned,
tokenized and segmented independently. The data
preparation process took around 16 hours.

MT engine training, system optimization, and
backing-up amounted to 60 hours, equally dis-
tributed between 2 master engines. Around 30%
(18 hours) of that lapsed time required human re-
sources (mostly, on the data preparation step).

7 Findings and future work

We operate with an open-source Moses toolkit that
implements the entirely data-driven approach to
MT. The corpus-based nature of this software im-
plies high dependence on parallel data that is fed
to the MT engine.

• Unsurprisingly, we find that in domain texts
are translated much better by Moses MT

10A calculation of r correlation between automatic scores and
human evaluation results is not presented in this paper due to
a low number of manually evaluated systems.

solutions trained on specific material than
the high-quality, but general-purpose Google
Translate tool. The best Moses-based sys-
tem performs two times better than Google
Translate in terms of BLEU score (+7% in
terms of GMT) for Chinese-English transla-
tion. Moses-based solutions outperform the
online Google solution by almost four times
(BLEU) and +20 % (GMT) when translating
from English into Chinese.

• Access to the right data, which is a core ele-
ment of MT customization is the key aspect in
getting competitive translation performance.
This should be taken into account by decision
makers when adopting or integrating MT.

• The choice of word segmentation strategy for
Chinese can have significant impact on the
delivered translation. Segmentation of Chi-
nese portion of parallel corpora (training, de-
velopment and test) with the use of a rather
simple, but efficient Peterson segmenter leads
to a better performance than segmentation
done using Stanford segmenter based on pat-
tern recognition algorithm.

• Notable finding of this study is that some of
the evaluation metrics based on different prin-
ciples are well correlated. BLEU (the metric
that estimates the number of n-grams shared
by translation hypothesis and human refer-
ence) and TER (the metric based on counting
of number of text transformations) report high
correlation for both directions (|r|=0.84 for
English-Chinese and |r|=-0.99 for Chinese-
English). GTM is well correlated with BLEU.
Correlation for English-Chinese translation is
much weaker than for Chinese-English.

• The results of human evaluation confirm
the scores shown by automatic metrics for
Chinese-English trials, but do not verify the
huge degradation in Google Translate per-
formance shown by BLEU, TER and GTM
scores for English-Chinese.
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Abstract 

This paper presents a machine translation 

prototype developed with the United Nations 

(UN) corpus for automatic translation of UN 

documents from English to Spanish. The tool 

is based on open source Moses technology 

and has been developed by the World Intel-

lectual Property Organization (WIPO).  The 

two organizations pooled resources to create 

a model trained on an extensive corpus of 

manually translated UN documents.  The per-

formance of the SMT system as a translation 

assistant was shown to be very satisfactory 

(using both automatic and human evaluation). 

The use of the system in production within 

UN is now under discussion 

1 Introduction 

This paper describes a prototype for the automatic 

translation of United Nations documents
1
. 

The tool has been the subject of experiments 

within the United Nations, including a structured 

human evaluation carried out by three profes-

sional translators. 

The number of documents translated by this UN 

Division per year is 33,670 (90 million words) in 

the six official languages (Arabic, Chinese, Eng-

lish, French, Russian and Spanish).  

The UN has an extensive parallel corpus of high-

quality human translations collected from 2000 to 

                                                 
 

 
1
 Documents provided by the Documentation Division 

(New York) of the Department for General Assembly 

and Conference Management, the main entity of the 

United Nations Secretariat charged with the produc-

tion of parliamentary documentation. The Documen-

tation Division in New York deals with the translation 

of parliamentary documentation.  

2011 for all language combinations, since the 

norm is that parliamentary documents are to be 

translated to all the six official languages and is-

sued simultaneously.  

Quality is a paramount consideration for the 

translation of parliamentary documents at the 

UN: translators are highly skilled professionals, 

50% of the translations are revised by a senior 

reviser, 50% are subject to self-revision, after-

wards 80% of translations are subject to addi-

tional proofreading or scoping
2
. 

Due to the growing demand for translations 

and budgetary considerations, the percentage of 

contractual translation (currently 20%) is bound 

to increase. However, contractual translators do 

not have access to the same document and termi-

nology databases and IT tools as internal staff, 

and therefore the quality of their translations suf-

fers. 

The UN documents submitted for translation 

in New York deal with a great diversity of sub-

jects, including 10%-15% of documents relating 

to budgetary and administrative issues that are 

good candidates for computer-assisted translation 

because they contain around 30% of repetitive 

language. 

UN translators have been exposed to machine 

translation through Google Translate (either di-

rectly or through CAT tools) and have found that 

the output quality, for the purposes of the transla-

tion of UN documents, has been decreasing over 

the years as documents from other organizations 

were added
3
. Their expectation is to explore the 

possibilities of a SMT tool trained only with UN 

documents. There is also the expectation to im-

                                                 
2
 A lighter proofreading where only numbers, titles 

and number of paragraphs are checked. 
3
 Google used UN documents to train its MT tool, 

http://www.reuters.com/article/2007/03/28/us-google-

translate-idUSN1921881520070328 
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prove the quality and consistency of the contrac-

tual translation by providing contractors with the 

same toolkit as internal staff and/or applying MT 

and post-editing.  

In parallel, WIPO has already developed such 

a SMT with a similar-sized corpus (called WI-

PO-COPPA
4
, see Pouliquen & Mazenc, 2011) 

A preliminary test was launched using the 

WIPO tool (described in Pouliquen et al, 2011) 

in which: a statistical machine translation (SMT) 

system was trained using the UN corpus in order 

to evaluate the quality of such a tool (especially in 

comparison with other tools). 

UN Spanish Translation Service (STS) has 

been exposed to MT (mainly from English to 

Spanish), rule-based systems required too much 

work to adapt their own terminology while SMT-

based systems like Google/Bing/Language 

Weaver yield good results. It was decided to 

launch an experiment with this language pair. UN 

STS gave WIPO access to their 64,619 English-

Spanish documents. 

2 Context/State of the art 

At the UN, due to the large volume of translated 

pages and recent budgetary restrictions, there is a 

growing demand to decrease costs and increase 

throughput by leveraging IT tools as applied to 

translation and to increase quality and consis-

tency, in particular for the jobs translated by con-

tractual translators. Most in-house translators type 

or dictate their translations and look for informa-

tion in monolingual and bilingual document da-

tabases, and terminology databases. At the Span-

ish Translation Service, around 25% of the docu-

ments are prepared using CAT tools
5
. Translators 

have been exposed to SMT and have expressed 

interest in including this technology in their regu-

lar toolkit. 

Various techniques can be used in Machine 

Translation (Koehn 2010): rule-based systems, 

example-based translation, statistical machine 

translation and hybrid systems. 

                                                 
4
 English-French Patent corpus of 170 Million words 

Freely available for research purpose at 

http://www.wipo.int/patentscope/en/data/products.htm

l#coppa 
5
 UN translators use mainly SDL products with file-

based translation memories. The UN is currently de-

veloping its own web-based computer-assisted trans-

lation, referencing and terminology tool in the context 

of a global project called gText, using internal devel-

opers 

An international organization like the UN has 6 

working languages (plus German), which means 

that, if such an organization wanted a translation 

tool in all language pair combinations, it would 

require 42 translation engines. A rule-based trans-

lation system would be extremely costly to build 

and maintain. A data-driven approach is usually 

more suitable when a big parallel corpus exists.  

Some UN parallel corpora are already available 

on the Web: UN Corpora
6

 (Rafalovitch et al. 

2009) provides a 3.5 million word corpus which 

contains only a part of the General Assembly 

Resolutions for eight sessions only and has not 

been updated. Multi UN
7
 (Eisele et al. 2010) has 

built a more extensive corpus of 370 Million 

words however this corpus is now outdated (up to 

September 2010) and not sentence-aligned. 

In December 2011, the validity of a 1994 

agreement with LDC was reconfirmed. The Lin-

guistic Data Consortium (see Graff 1994) will 

make an updated UN corpus available for research 

purposes. 

For the purpose of the current experiment, the 

Spanish Translation Service (STS) provided its 

full collection of English-Spanish bitexts from 

2000 to 2011, composed of 64,619 documents 

(equivalent to about 220 million words). 

With this high-quality parallel corpus, SMT 

was chosen, with a flexible and free engine: 

Moses (Koehn et al. 2007).  

2.1 The English-Spanish parallel corpus 

The SMT is trained with a parallel corpus ex-

tracted from previously translated UN documents 

from 2000 up to December 2011 (62,757 Eng-

lish-Spanish documents after filtering
8

). The 

provided corpus is extracted from HTML bitext 

files
9
. We chose to re-align every text as WIPO’s 

                                                 
6
 http://www.uncorpora.org/  

7
 http://www.euromatrixplus.net/multi-un/ 

8
 The documents all originated from UN headquarters 

(New York), more documents can be included in the 

future from UN-Geneva and UN-Vienna. We filtered 

out documents not in the right language or having an 

unrecognized format. 
9
 UN document division has a simple script that 

matches pairs of documents with the selected lan-

guage pair and a commercial alignment robot that 

generates the corresponding HTML table. The robot 

alignment algorithm relies heavily on document for-

matting (Microsoft Word 97/2000 format) and auto-

matically discards document pairs that exceed a spe-

cific misalignment threshold. The resulting bitexts 

contain a significant amount of misaligned segment, 
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aligner is tailored for machine translation and 

produces cleaner alignments. 

Starting with this material, we tried to build a 

reasonably clean bilingual corpus by applying 

the following steps (some of the cleaning tech-

niques were successful in previous WIPO ex-

periments): 

• carrying out sentence splitting of documents 

(using a home-made splitter, based on sentence 

boundaries and a list of abbreviations) 

• tokenizing each sentence (using a home-made 

tokenizer based on Lucene framework
10

) 

• using Champollion (Ma 2006) to align sen-

tences, we developed a Java version which al-

lows to split further long sentences (having 

more than 80 words). The tool uses a bilingual 

dictionary which we extract from previously 

extracted model. 

• computing an “aligned-segment-matching-

score” for each aligned segment (taking into ac-

count a previously learned bilingual dictionary) 

• filtering out whole documents having an aver-

age-segment-matching-score below a given 

threshold (empirically set to 0.15) 

• applying a smooth filter on the segment-

matching-score ([0.1,0.2,0.4,0.2,0.1]) which 

will “propagate” the score of a segment to the 

adjacent ones, filtering out the segments hav-

ing a “smooth” score lower than a second 

threshold (empirically set to 0.3)  

• filtering out sentences having more than 80 

words
11

 (or only one word) 

• filtering out pairs of sentences where the ratio 

(number of English words/number of Spanish 

words is more than 9) 

• applying some regular expression replacement 

rules (deleting xml tags, uniform accents, etc.) 

  

As a result 10,251,816 aligned pairs of seg-

ments were obtained (210 Million words in Eng-

lish, 240 Million in Spanish). The quality of 

alignment is reasonable, however attempts 

should always be made to improve the quality in 

the future.  

                                                                          
as well as up to 30% of segments containing no text at 

all (mainly figures, formatting elements and symbols). 
10

 We used the standard tokenizer (McCandless, 2010) 

and updated it so that it recognizes email addresses, 

internet hostnames, URLs, XML tags, references, 

Greek letters, apostrophes, etc. 
11

 This filter is perhaps too aggressive but the word 

alignment speed (and quality) will usually be poor on big 

sentences.  

2.2 Training the model 

Moses can be trained using our parallel corpus. 

2,000 segments were retained as our develop-

ment set in order to carry out the optimization, 

(see section 3.3). As the documents are big, only 

two documents were part of the development set, 

it was decided to keep these two documents apart 

for the training. A first test set was selected as a 

random selection of 1000 segments out of re-

maining segments of these two documents. 

     

 Mgiza++ (Gao & Vogel, 2008) was used to 

align words in sentences. On a Linux server (48 

cores of 2.5Ghz) it ran for 2.5 days on the corpus. 

We then stored this information in a Lucene in-

dex so we can use it for our concordancer (see 

section 3.2) or as a translation memory (TM) 

index. 

The language model is built using SRILM 

toolkit (Stolke, 2002) with 5-grams. The model is 

generated out of the Spanish texts of the corpus 

(239,424,105 words). 

2.3 Optimization 

Attempts to optimize the performance of the sys-

tem with various settings were carried out: 

The generated phrase table contains 272 million 

entries, in such a huge table, some phrases are 

very unlikely to be seen in other documents. A 

decision was taken to try to “prune” this phrase 

table (in such a big corpus a phrase that occurs 

only once has a high probability of being useless 

and even erroneous). The “pruning” method as 

described in Johnson et al. (2007) was used with 

the suggested parameters i.e.: delete all phrases 

which occur only once in our training corpus and, 

for each phrase, only the first 30 translation can-

didates are kept. The “pruned” phrase table now 

contained 50 million entries (19% of the original). 

The speed of the translation improved and, as ex-

pected, the quality improved as well (see line 

“pruned” in Table 1). 

The reordering model (originally containing 

272 million entries) was also filtered using two 

criteria: the source and target ngrams were kept 

only if they appear in the “pruned” phrase table 

(resulting in 50 million entries only) and only if 

source and target contained less than 9 words in 

total (resulting in 27 million entries, this last crite-

rion is arguable, however the differences in 

BLEU/METEOR scores with and without this 

filter are negligible while the size of the reorder-

ing model is considerably reduced, see the differ-
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ences between line “pruned” and “prunedmax4” 

in table 1).  

An optimization of the settings by maximizing 

the BLEU score on the development set (2000 

segments) was carried out using the minimum 

error rate training (MERT). 

2.4 Preliminary results 

A very first BLEU score (see section 5.1) of 

65.45 was quite encouraging but not reliable as it 

was computed on a non-representative test set 

(remaining sentences of the development set). 

3 Translating / graphical user interface 

3.1 Server configuration 

We chose to set up an architecture that allows: 

• various users to work at the same time 

• various alternative translations 

• word alignment 

 

The Moses decoder is slightly modified in order to 

output the first 24 proposals for each submitted 

translation. Each decoder is encapsulated in a Java 

RMI interface server which allows the running of 

several concurrent decoders (on the same or on 

different language pairs). Each sentence submitted 

is queued and sent to the next free decoder.  

Our phrase tables are so big (even after the 

“pruning”) that it is impossible to store them in 

memory, we store them on disk, even so the 

server gives good performance. The phrase tables 

keep the word alignment information so that us-

ers can highlight translated words in a sentence.  

The server includes a post-processor that deletes 

unnecessary spaces and recases the output taking 

into account the input (functionality to be im-

proved in the future).   

3.2 Graphical user interface 

We set up a Java Server Faces
12

 Web interface to 

connect to the translation server. Users can inter-

actively get translations of new documents. Al-

ternatively they can also verify the segment pre-

viously translated through a concordancer. The 

interfaces were designed to be intuitive. We used 

Moses’ “keep alignment” functionality so that 

word translations are highlighted (as well as par-

allel segments), so that the user can immediately 

spot the good/bad translations. 

                                                 
12

 http://javaserverfaces.java.net/ 

3.2.1 First Web interface: gist translation 

A first Web interface allows user to submit short 

texts and access the corresponding automatic 

translation (with highlighting of parallel seg-

ments/words). 

Users can access alternative translation proposals 

by clicking on a given segment. 

However, Moses’ mechanism limits the proposal 

alternatives when the sentence is too long, in 

such cases, the user can select a chunk of source 

text and gets alternatives for this new segment.  

A small icon indicates to the user that a segment 

has already been translated (is part of the TM) 

and links him to the concordancer (see 3.2.3) 

 

 
Figure 1: Gist translation, highlighting parallel 

segments and words (here federación/federation), 

user can access alternative translations for a given 

segment, the green icons are an indicator that the 

segment is part of the TM. 

 

This web interface can be tested on the WIPO 

website, but is only suitable for Patent texts: 

http://www.wipo.int/patentscope/translate   

3.2.2 Second Web interface: interactive trans-

lation 

An alternative graphical user interface lets the 

user segment the text to be translated. With this 

interface the translator drives the translation by 

providing the segments he wants to translate. He 

can then immediately select alternative proposals. 

 
Figure 2: Interactive translation interface, user 

highlights the next source segment to translate and 

can select alternative translations 

3.2.3 Concordancer 

Users can access the concordancer using a Web 

interface. The concordancer is based on a Lucene 

index containing the information result of the 

word alignment (using grow-diag-final-and file – 

(Koehn 2010 p. 118)). This concordancer dis-

plays the segments containing the search term 
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and the corresponding aligned words. A first 

window displays the usage of the term by year, a 

second window displays the aligned words by 

order of frequency, so the user can immediately 

see which translation is the most common (see 

Figure 3 for an example). 

 

 

 

 
Figure 3: Concordancer for term “green econ-

omy”, the top graphic shows the term usage over 

years, then the most used translations, then the 

parallel segments with a link to the corresponding 

document. 

4 Results/evaluation 

4.1 Automatic evaluation 

The BLEU and METEOR scores (Papineni et al. 

2002, Denkowski & Lavie 2011) were used to 

compare human translation with automatic 

translation. It was decided to launch an automatic 

evaluation on a second test set: a random 

selection of 1,000 segments of new documents 

(i.e. documents published in January 2012, only 

one reference translation per document). 

Table 1 gives some of our BLEU/METEOR 

scores according to specific experiments.  

 

 

 

Table 1: Speed and scores computed using various 

configurations and tools (second test set, 1000 seg-

ments from “non-repetitive” documents published 

in January 2012) 

Experiment Speed 
seconds 

/segment  

Model 

size13 

BLEU  METEOR 

Baseline 7.60 69G 47.06 60.79

Pruned 6.39 12G 47.34 61.17

PrunedMax4 6.20 7.8G 47.31 61.23

Google translate
14

 n/a  n/a 39.99 54.96

Bing translator
15

 n/a  n/a 38.20 53.81

Mert optimized 6.30 7.8G 47.87 61.34

Reading Table 1 gave us a good idea on how 

well the system was performing. It performed 

better than the two publically available commer-

cial tools. The speed was acceptable even if the 

models are stored on disk (pruning our models 

gave better or equal scores, while improving the 

size and speed of the models).  

  However human evaluators said that this second 

test set was belonging to a category of “non-

repetitive” documents. The scores are much 

lower than our first BLEU score (65.45 on the 

first test set, see section 2.4). The reason was that 

the first BLEU was calculated with a set contain-

ing many segments from a Security Council reso-

lution, which is a repetitive document, while the 

second test set contained narrative reports, non-

cyclic reports, and documents non-related to the 

parliamentary processes of the Secretariat. 

Then we decided to ask UN translators for ex-

amples of such “repetitive” documents, they gave 

us 13 new documents, containing 786 parallel 

segments, and the scores were much higher as 

shown on Table 2. These documents contained 

administrative and internal reports generated at 

the Secretariat, usually related to an administra-

tive cycle, including budgetary and audit cycles, 

as well as Security Council and General Assem-

bly resolutions. In general, these repetitive 

documents, as well as resolutions, are translated 

closer to the English version to keep parallelism, 

which in turn helps parliamentary negotiations, 

                                                 
13

 The model size is the size of the “binarized” phrase 

table and reordering model with option alignment-info 

(http://www.statmt.org/moses/?n=Moses.AdvancedFe

atures#ntoc2). The language model, not included, 

represents 1.7G. 
14

 http://translate.google.com/ (February 2012) 
15

 http://www.microsofttranslator.com (February 

2012) 
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while what we called “non-repetitive” documents 

are translated in a much freer writing style. 

According to some estimations done by the 

Documents Control Unit, around 30% of the 

documents translated in New York have some 

degree of reprise, which might make them suit-

able for MT. 

 
Table 2: BLEU/METEOR scores on "repetitive 

documents" (third test set: 786 segments) 

System BLEU  METEOR 

Baseline 77.25 84.35

Google translate 59.70 73.77

Bing translator 58.49 73.69

Mert optimized 79.40 85.47

 

This BLEU score of 79.40 is quite impressive. A 

first general conclusion is that two systems have 

to be compared on exactly the same test set as 

shown by high differences of the three computed 

scores (47.87, 65.45 and 79.40). 

4.2 Human evaluation of automatic transla-

tion 

4.2.1 Preliminary evaluation 

 

The first subjective evaluation was done by UN 

Spanish Translation Service in January 2012, 

translating a real job, a performance report of a 

peacekeeping mission (A/66/602) with the MT 

system. In order to verify the accuracy with the 

terminology produced by the MT system as 

compared to the mandatory terminology data-

bases for this category of document, the job was 

translated using automatic terminology recogni-

tion (Mutiterm) The overall evaluation was that 

the automatic translation output was very good, 

in particular because the terms were accurate and 

consistent with the official terminology, and typ-

ing was significantly reduced. Even if most sen-

tences needed reworking during post-editing, 

some were totally satisfactory.   

One of the translators who were assigned to 

translate this document was a new recruit and her 

output was subject to revision. The reviser found 

that the quality of the translation was above av-

erage for a new recruit translating this challeng-

ing category of documents, as the terminology 

was consistently used, the meaning was accurate 

and the style was adequate. In the subjective 

opinion of the reviser, this might be an indication 

that for some categories of documents, the use of 

MT could help new recruits to produce transla-

tions better aligned with internal stylistic prefer-

ences and terminology; this would also apply for 

contractors, who do not have access to the same 

document and terminology resources as the in-

ternal staff. This hypothesis must be further ex-

plored and validated with relevant tests.   

Some other evaluations were done with differ-

ent categories of documents, as notes for the 

President of body/organism sessions (very good 

quality), intranet news (poor quality) and admin-

istrative reports (good quality). As expected, a 

statistical machine translation tool trained with 

UN documents is not useful for translating all 

categories of documents, but a significant 

amount of them, in particular those that are in-

cluded in the training and have some specific 

styles and terminology. 

4.2.2 Set-up of the test 

A second structured evaluation was done with 

three human evaluators, using the second test set. 

We knew that it was a “difficult” test set, how-

ever the output of human evaluation on such dif-

ficult test set is maybe more objective than on an 

easy one (as the third test set with close to 80 

BLEU score). The three evaluators were chosen 

by the Chief of the Spanish Translation Service 

for their professionalism and were translators 

with more than 20 years of professional experi-

ence each. The evaluation was conducted over 

three full days. We have chosen to evaluate the 

translations using the known metrics: fluency 

and adequacy (see for example Denkowski & 

Lavie 2010).  

Fluency rates how good the output Spanish is 

(using the following scale 5: Flawless 4: Good 

3: Non-native 2: Disfluent 1: Incomprehensible) 

and adequacy rates the amount of information 

that has been transferred between original Eng-

lish and the Spanish translation (using the scale 

5: All 4: Most 3: Much 2: Little 1: None). 

At the time this evaluation was done the recas-

ing was not working properly (partially fixed in 

later version), therefore we asked the evaluators 

to ignore case (‘naciones unidas’ – in lower-

case – is considered as a good translation for 

‘United Nations’). 

 4.2.3 Results 

The three experts blindly (i.e. ignoring others’ 

judgments) evaluated the translation of the 1,000 

segments (same segments as on Table 1). We 

decided not to display the reference translation, 

in order not to influence the judgment of the ex-

perts. A specific Web interface was built. 

17



The experts had a minimal training on the 

evaluation tool and discussed about how to inter-

pret and apply the metrics beforehand. In fact the 

three experts often agreed on the scores (when we 

compute the maximum disagreement score be-

tween the average on one evaluation, the overall 

average –on the 1000 evaluations– is 0.65 only). 

On average the fluency is 3.94 the adequacy is 

4.28. 

Evaluators agreed on the final score, most of 

the content is maintained in the translation (ade-

quacy more than 4), the fluency of the translation 

is almost “good” (fluency 3.94).  

4.2.4 Feedback 

The Spanish translators who participated in both 

evaluations as well as in other individual and 

informal tests found that the overall quality of 

the MT prototype output was good in general and 

very good for some specific categories of docu-

ments (for instance, peacekeeping budgets, as the 

ones used in Table 2), where a large volume of 

similar documents were included in the training. 

However, these particularly good MT documents 

were not included in the structured test. Accord-

ing to the feedback provided by some evaluators, 

the sentences included in the human evaluation 

were not the most repetitive and formulaic. For 

this reason, the use of domains might be advis-

able in the future. Although it is practically im-

possible to automatically sort the New York 

documents by categories using the UN symbol 

(an alphanumeric ID contained in all documents 

issued to the Official Document System
16

).  

The Concordancer interface was used by the 

Senior Terminologist of the Spanish Translation 

Service, who also served as human evaluator, 

and she found that it was very useful to validate 

terminology records, despite some bugs in the 

current version. 

Translators in other duty stations, including 

Vienna, Geneva and Santiago, were aware of the 

interfaces and were encouraged to try them. An 

additional training using Vienna and Geneva 

documents is expected at a later stage (these duty 

stations deal with a more limited and consistent 

set of subjects, so the duty station could be used 

as a proxy for domains). 

According to the feedback received from the 

Chief of STS and other staff members, some 

translators and revisers are already using the tool 

for real jobs, in particular for some categories of 

documents, including Security Council and 
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peacekeeping. In their opinion, the quality of the 

output of the system is very high and lends itself 

for post-editing. These translators and revisers 

appreciate that the terminology is consistent with 

UN terminology and style norms. In this respect, 

the feedback is particularly positive from senior 

revisers. In effect, as they are used to revision 

and are familiar with UN standards, they find 

useful to work with MT and post-editing. Some 

other translators are using the system in combi-

nation with Trados and also report very high sat-

isfaction.    

As per the feedback of some UN users, in 

some categories of documents, the output of MT 

allows translators to speed-up the translation 

process. However, they report that this requires a 

different intellectual effort that is similar to revi-

sion but still more intensive, as in some cases, 

the system might produce sentences with high 

fluency but low accuracy (for instance, grammar 

is acceptable but the meaning is transferred par-

tially or not at all). Translators and managers 

agree that further evaluations need to be done in 

order to validate the benefits of MT in productiv-

ity and quality, as well as to determine the 

threshold of usability of MT for post-editing.  

There is a strong interest from translators in STS 

in developing a bridge between the system and 

CAT tools (Trados and Mercury), as well as to 

develop a service to translate full documents.  

Finally, it is important to note that as a result of 

this experiment, the scope of gText, a current 

global project to develop terminology, reference 

and CAT tools for all UN duty stations, was ex-

panded to include also the development of ma-

chine translation systems for all the UN official 

languages. 

5 Conclusion and future work 

We had to face a scalability problem with such a 

big corpus. However WIPO had already success-

fully trained a similar scale model. This experi-

ence shows that open source solutions can some-

times provide better results than generic com-

mercial products. The data-driven approach re-

quires limited human resource and still provides 

good results. It is planned to launch similar ex-

periments with other language pairs: English-

Russian, English-Chinese and English-Arabic. 

We expect worse results as it is more challenging 

than translating from English to Spanish or 

French due to the highly different morphological 

structure of the languages.  

18



In such an experiment the final word should 

always be left to the final users from UN. 

They judged the Web interface as intuitive and 

requiring very little training. An integration with 

existing CAT tools is already on the way. 

Future work includes: (a) testing of ef-

fort/productivity gains of MT and post-editing in 

some categories of documents and its use in con-

junction with CAT tools (as in the experiment 

done by Plitt & Masselot, 2010), (b) testing the 

system with other language pairs (c) improving 

the user interface and (d) integrating with third 

party products. 
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Abstract
Recent developments in search algorithms
and software architecture have enabled
multi-user web-based prototypes for Inter-
active Machine Translation (IMT), a tech-
nology that aims to assist, rather than re-
place, the human translator. Surprisingly,
formal human evaluations of IMT systems
are highly scarce in the literature. To
this regard, we discuss experiences gained
while testing IMT systems. We report
the lessons learned from two user evalua-
tions. Our results can provide researchers
and practitioners with several guidelines
towards the design of on-line IMT tools.

1 Introduction

Research in machine translation (MT) aims to de-
velop computer systems which are able to translate
documents without human intervention. However,
current translation technology has not been able to
deliver full automated error-free translations. Typ-
ical solutions to improve the quality of an MT sys-
tem require manual post-editing. This serial pro-
cess does not allow integrating the knowledge of
the human translator into the system decisions.

One alternative to take advantage of the ex-
isting MT technologies is to apply the so-called
interactive machine translation (IMT) paradigm
(Langlais et al., 2002). The IMT paradigm adapts
data driven MT techniques for its use in collab-
oration with human translators. Following these
ideas, Barrachina et al. (2009) proposed a new ap-
proach to IMT, in which fully-fledged statistical
MT systems are used to produce full target sen-
tences hypotheses, or portions thereof, which can
be accepted or amended by a human translator.
Each corrected text segment is then used by the
MT system as additional information to achieve
improved suggestions. Figure 1 shows a minimal
IMT session example.
c© 2012 European Association for Machine Translation.

source: Para ver la lista de recursos
reference: To view a listing of resources

suggestion s To view the resources list

interaction
p To view
k a
s listing of resources

accept p To view a listing of resources

Figure 1: An IMT session example, using only 1
key stroke (k) to achieve the reference sentence.
Notice that the user submits partial sentences (p)
to the system, which tries to complete them (s).

Following the IMT paradigm, recent develop-
ments in search algorithms and software architec-
ture have allowed multi-user web-based transla-
tion prototypes. These systems have grown in fea-
tures, e.g., allowing advanced multimodal interac-
tion, which have also added extra complexity to
the prototypes. Then, their effectiveness should
be tested with respect to technology dissemination.
While pure data-driven evaluations have already
shown that IMT is a promising technology (Bar-
rachina et al., 2009), surprisingly, formal human
evaluations are highly scarce in the literature.

In this paper, we describe our experiences eval-
uating two IMT prototypes with real users: an
initial, advanced version and a simplified but im-
proved version. Our results identify important
design issues, which open a discussion regarding
how IMT systems should be deployed.

2 Related Work

Langlais et al. (2002) performed a human evalua-
tion on their IMT prototype. They emulated a real-
istic working environment in which the users could
obtain automatic completions for what they were
typing. Users reported an improvement in per-
formance; however, raw productivity decreased by
17%, although the users appreciated the tool and
were confident to improve their productivity after
proper training. That work was extended in the
TT2 project (Casacuberta et al., 2009), where the

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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performance tended to increase as the participants
grew accustomed to the system, over a 18-month
period. A slightly different approach was stud-
ied in (Koehn, 2010). There, monolingual users
evaluated a translation interface supporting IMT
predictions and the so-called ‘translation options’.
When translating from undecipherable languages
(as Chinese or Arabic for an English speaker),
richer assistance improved user performance.

3 User Interfaces and Evaluation

Previous research on multimodal interfaces in nat-
ural language processing have shown a compre-
hensible tendency to choose an interactive collab-
orative environment over a manual system for non-
expert computer users (Leiva et al., 2011). We fol-
lowed this approach to build a prototype with an
IMT backend. We will refer to this system as the
advanced demonstrator (IMT-AD, Figure 2) since
it implemented a number of complementary fea-
tures, which conditioned the design of the inter-
face; e.g., the use of one boxed text field per sen-
tence word aimed to ease e-pen interaction.

3.1 Evaluation of the Advanced Prototype
The goal of this evaluation was aimed to assess
both qualitatively and quantitatively IMT-AD, and
compare it to a state-of-the-art post-editing (PE)
MT output. Translating from scratch was not con-
sidered since this practice is being increasingly
displaced by assistive technologies. Indeed, PE
of MT systems is found frequently in a profes-
sional translation workflow (TT2, 2001). Thus, in
addition to IMT-AD, a post-editing version of the
demonstrator (PE-AD) was developed to make a
fair comparison with state-of-the-art PE systems.
PE-AD used the same interface as IMT-AD, but
the IMT engine was replaced by autocompletion-
only capabilities as found in popular text editors.

Design Both systems were evaluated on the ba-
sis of the ISO 9241-11 standard (ergonomics of
human-computer interaction). Three aspects were
considered: efficiency, effectiveness, and user sat-
isfaction. For the former, we computed the av-
erage time in seconds that took to complete each
translation. For the second, we evaluated the
BLEU against the reference and a crossed multi-
BLEU among users’ translations. For the latter, we
adapted the system usability scale (SUS) question-
naire to score the user satisfaction, by asking 10
questions that users would assess in a 1–5 Likert

scale (1:strongly disagree, 5:strongly agree), plus
a text area to submit free-form comments.

Participants A group of 10 users (3 females)
aged 26–43 from our research group volunteered
to perform the evaluation as non-professional
translators. All of them were proficient in Span-
ish and had an advanced knowledge of English.
Although none had worked with IMT systems, all
knew the basis of the IMT paradigm.

Apparatus Since participants were Spanish na-
tives, we decided to perform translations from En-
glish to Spanish. We chose a medium-sized cor-
pus, the EU corpus, typically used in IMT (Bar-
rachina et al., 2009), which consists of legal docu-
ments. We built a glossary for each source word by
using the 5-best target words from a word-based
translation model. We expected this would cover
the lack of knowledge for our non-expert trans-
lators towards this particular task. In addition, a
set of 9 keyboard shortcuts was designed, aiming
to simulate a real translation scenario, where the
mouse is typically used sparingly. Furthermore,
autocompletion was added to PE-AD, i.e., words
with more than 3 characters were autocompleted
using a task-dependent word list. In addition, IMT-
AD was set up to predict at character level interac-
tions. We disabled the complementary features to
focus the evaluation on basic IMT.

Procedure Three disjoint sentence sets (C1, C2,
C3) were randomly selected from the test dataset.
Each set consisted of 20 sentence pairs and kept
the sequentiality of the original text. Sentences
longer that 40 words were discarded. C3 was used
in a warm up session, where users gained expe-
rience with the IMT system (5–10 min per user
on average) before carrying out the actual evalua-
tion. Then, C1 and C2 were evaluated by two user
groups (G1, G2) in a counterbalanced fashion: G1
evaluated C1 on PE-AD and C2 on IMT-AD, while
G2 did C1 on IMT-AD and C2 in PE-AD.

Results Although the results were not conclu-
sive (there were no statistical differences between
groups), we observed some trends. First, the time
spent (efficiency) per sentence on average in the
IMT system was higher than in PE (67 vs. 62 s).
However, the effectiveness was slightly higher for
IMT in BLEU with respect to the reference (41.5
vs. 40.7) and with respect to a cross-validation
with other user translations (78.9 vs. 77.4). This
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Figure 2: Detail of the advanced web-based interface with a boxed text field for each word.

PE-AD IMT-AD

Avg. time (s) 62 (SD = 51) 67 (SD = 65)

BLEU 40.7 (13.4) 41.5 (13.5)
Crossed BLEU 77.4 (4.5) 78.9 (4.8)

Global Satisfaction 2.5(1.2) 2.1(1.2)

Table 1: Summary of the results for the first test.

suggested that the IMT system helped to achieve
more consistent and standardized translations.

Finally, users perceived the PE system more
satisfactorily than the IMT system, although the
global scores were 2.5 for PE and 2.1 for IMT,
which suggested that users were not comfortable
with none of the systems. IMT failed to succeed in
questions regarding the system being easy to use,
consistent, and reliable. This was corroborated by
the submitted comments. Users complained about
having too many shortcuts and available edit oper-
ations, some operations not working as expected,
the word-box based interface, and some annoying
common mistakes in the predictions of the IMT en-
gine (e.g., inserting a whitespace instead of com-
pleting a word, which would be interpreted as two
different words). One user stated that the PE sys-
tem “was much better than the [IMT] predictive
tool”. Regarding PE, users mainly questioned the
usefulness of the autocompletion feature.

3.2 Simplified Web Based Prototype

The results from the first evaluation were quite
disappointing. Not only participants took more
time to complete the evaluation with IMT-AD, but
they also perceived that IMT-AD was more cum-
bersome and unreliable than PE-AD. However, we
still observed that IMT-AD had been occasionally
beneficial, and probably the bloated UI was the
cause for IMT to fail. Thus, we developed a sim-
plified version of the original prototype (Figure 3).

Design In this case, the word-box based inter-
face was changed to a simple text area. In addi-

tion, the edit operations were simplified to allow
only word substitutions and single-click rejections.
Besides, we expected that the simplification of the
interface logic would reduce some of the program-
ming bugs that bothered users in the first evalua-
tion. The PE interface was simplified in the same
way. Furthermore, the autocompletion feature was
improved to support n-grams of arbitrary length.

Participants Fifteen participants aged 23–34
from university English courses (levels B2 and C1
from the Common European Framework of Ref-
erence for Languages) were paid to perform the
evaluation (5¤ each). A special price of 20¤ was
given to the participant who would contribute with
the most useful comments about both prototypes.
It was found that, following this method, partic-
ipants were more verbose when providing feed-
back.

Apparatus In this case, a different set of sen-
tences (C1′, C2′, C3′) was randomly extracted
from the EU corpus.

Procedure To avoid the bias regarding which
system was being used, sentences were presented
in random order, and the type of system was hid-
den to the participants. As a consequence, users
could not evaluate each system independently.
Therefore, a reduced questionnaire with just two
questions was shown on a per-sentence basis. Q1
asked if the system suggestions were useful. Q2
asked if the system was cumbersome to use. A text
area for free-form comments was also included.

Results Still with no statistical significance, we
found that the IMT prototype was perceived now
better than PE. First, interacting with IMT was
more efficient than with PE on average (55 s vs.
69 s). The number of interactions was also lower
(79 vs. 94). Concerning user satisfaction, the IMT
system was perceived as more helpful (3.5 vs. 3.1)
but also more cumbersome (3.1 vs. 2.9). However,
in this case the differences were narrower. On the
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Figure 3: Detail of the simplified web-based interface.

PE-BD IMT-BD

Avg. time (s) 69 (SD = 42) 55 (SD = 37)

No. interactions 94 (60) 79 (55)

Q1 (Likert scale) 3.1 (1.2) 3.5 (1.1)
Q2 (Likert scale) 2.9 (1.2) 3.1 (1.3)

Table 2: Summary of results for the second test.

other hand, IMT received 16 positive comments
whereas PE received only 5. Regarding negative
comments, the counts were 35 (IMT) and 31 (PE).
While the number of negative comments is simi-
lar, there was an important difference regarding the
positive ones. Finally, the users’ complaints of the
IMT system can be summarized in the following
items: a) system suggestions changed too often,
offering very different solutions; b) while correct-
ing one mistake, subsequent words that were cor-
rect were changed by a worse suggestion; c) sys-
tem suggestions did not keep gender, number, and
time concordance; d) if the user goes back in the
sentence and performs a correction, parts of the
sentence already corrected were not preserved on
subsequent system suggestions.

4 Discussion and Conclusions

Our initial UI performed poorly when tested with
real users. However, when the UI design was
adapted to the users’ expectations, the results were
encouraging. Note that in both cases the same IMT
engine was evaluated under the hood. This fact re-
marks the importance of the UI design when eval-
uating a highly interactive system as IMT is.

The literature had reported good experimental
results in simulated-user scenarios, where IMT
is focused on optimizing some automatic metric.
However, user productivity is strongly related to
how the user interacts with the system and other UI
concerns. For instance, a suggestion that changes
on every key stroke might obtain better automatic
results, whereas the user productivity decreases
because of the cognitive effort needed to process

those changes. Therefore, a new methodology is
required for optimizing interactive systems (like
IMT) towards the user.

In sum, the following issues should be addressed
in an IMT system: 1) user corrections should not
be modified, since that causes frustration; 2) sys-
tem suggestions should not change dramatically
between interactions, in order to avoid confusing
the user; 3) the system should propose a new sug-
gestion only when it is sure that it improves the
previous one.

We hope these considerations will reduce the
gap between translators and researchers needs, so
that future developments can have an impact on the
translation industry.
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Abstract

We compare three methods of modeling
morphological features in statistical ma-
chine translation (SMT) from English to
Arabic, a morphologically rich language.
Features can be modeled as part of the core
translation process mapping source tokens
to target tokens. Alternatively these fea-
tures can be generated using target mono-
lingual context as part of a separate gen-
eration (or post-translation inflection) step.
Finally, the features can be predicted us-
ing both source and target information in a
separate step from translation and genera-
tion. We focus on three morphological fea-
tures that we demonstrate through a man-
ual error analysis to be most problematic
for English-Arabic SMT: gender, number
and the determiner clitic. Our results show
significant improvements over a state-of-
the-art baseline (phrase-based SMT) of al-
most 1% absolute BLEU on a medium size
training set. Our best configuration models
the determiner as part of core translation
and predicts gender and number separately,
and handles the rest of the features through
generation.

1 Introduction

Translation into English has been the focus of
many research efforts in Statistical Machine Trans-
lation (SMT). However, recently, translation into
other languages has been receiving increasing at-
tention, especially translation into morphologi-
cally rich languages (Sarikaya and Deng, 2007;
Elming and Habash, 2009; Yeniterzi and Oflazer,
2010).

One of the main issues in SMT is the spar-
sity of parallel data for many language pairs espe-

c© 2012 European Association for Machine Translation.

cially when the source or target language is mor-
phologically rich. Morphological richness comes
with many challenges and the severity of these
challenges increases when translating from a mor-
phologically poor language to a morphologically
richer language.

In this paper, we address these challenges
through different modeling methods.1 In our ap-
proach, morphological features can be modeled as
part of the core translation process mapping source
tokens to target tokens. Alternatively these fea-
tures can be generated using target monolingual
context as part of a separate generation (or post-
translation inflection) step. Finally, the features
can be predicted using both source and target in-
formation in a separate step before generation. We
focus in our experiments on English-Arabic SMT
and we work on three morphological features that
we found, through a manual error analysis, to be
most problematic for English-Arabic SMT: gen-
der, number and the determiner clitic. Our results
show improvements over a state-of-the-art baseline
(phrase-based SMT) of almost 1% absolute BLEU
on a medium size training set of 4M words. Our
best configuration models the determiner as part of
core translation, predicts gender and number fea-
tures separately, and handles the rest of the fea-
tures through generation. We test our approach on
a blind test set and we got the same relative im-
provements across the different systems. However,
when scaling up the data set, the advantage of us-
ing morphological modeling disappears, which is
not surprising.

2 Related Work

There have been numerous efforts studying the ef-
fect of applying morphological processing or us-
ing morphological information on SMT quality. In
one approach, Factored SMT, morphological fea-
tures can be modeled jointly as factors in the trans-
1This work was funded by a Google research award.
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lation process (Koehn et al., 2007). These factors
can be used in different translation and generation
expansion steps. One of the main drawbacks of
this approach is the combinatorial expansion of the
number of translation options.

Another approach is to model translation and
morphology independently in a sequential man-
ner. A common method within this approach is to
morphologically preprocess the training data be-
fore training the translation models, e.g., morpho-
logical tokenization of clitics (Habash and Sadat,
2006; Oflazer and Durgar El-Kahlout, 2007; Badr
et al., 2008). Tokenization reduces sparsity of the
data and increases the symmetry between source
and target, which in return improves the quality of
the translation. There is a large space of different
tokenization schemes for Arabic. In our experi-
ments, we use the Penn Arabic Treebank (PATB)
tokenization scheme which was shown in previ-
ous effort by El Kholy and Habash (2010a) to per-
form well when translating into Arabic. As a result
of tokenization, a post-processing step is needed
to recombine (detokenize) the clitics back to the
word. This is a somewhat complex task involv-
ing several orthographic and morphological adjust-
ments (El Kholy and Habash, 2010b).

Another method related to our approach is us-
ing an independent morphological prediction com-
ponent such as used by Minkov et al. (2007) and
Toutanova et al. (2008). They use maximum en-
tropy models for inflection prediction. Unlike our
approach, they predict inflected word forms di-
rectly without going into a fine grained morpho-
logical feature prediction as we do. One of the
main drawbacks of their approach is that they use
stems as their base for translation instead of lem-
mas (see Section 3.1). On average, a lemma in
Arabic could have two stems so using lemmas can
make the data less sparse and make the transla-
tion model tighter. There is also work by Clifton
and Sarkar (2011) where they do segmentation and
morpheme prediction. They also use stems as their
basic word form.

3 English-Arabic SMT Challenges

In this section, we discuss the challenges of the
English-Arabic language pair in the context of MT.
We also provide two error analyses that helped de-
fine the scope of our work and motivated our ex-
perimental setup.

3.1 Linguistic Facts

Unlike English, a morphologically poor language,
Arabic is morphologically complex and has a large
set of morphological features producing numerous
word forms. While the number of (morphologi-
cally untokenized) Arabic words in a parallel cor-
pus is 20% less than the number of corresponding
English words, the number of unique Arabic word
types is over twice the number of unique English
word types over the same corpus size.

One aspect of Arabic’s complexity has to do
with its orthography which often omits short-
vowel diacritics. As a result, ambiguity is rampant.
Another aspect of Arabic that contributes to this
complexity is its various attachable clitics which
include conjunction proclitics, e.g., +ð w+ ‘and’,
particle proclitics, e.g., +È l+ ‘to/for’, the defi-
nite article +È@ Al+ ‘the’, and the class of pronom-
inal enclitics, e.g., Ñë+ +hm ‘their/them’. Be-
yond these clitics, Arabic words inflect for per-
son (PER), gender (GEN), number (NUM), aspect
(ASP), mood (MOD), voice (VOX), state (STT) and
case (CAS). This morphological richness leads to
thousands of inflected forms per lemma and a high
degree of ambiguity: about 12 analyses per word,
typically corresponding to two lemmas on average
(Habash, 2010). The PATB tokenization scheme
(Maamouri et al., 2004) which we use in our base-
line and all experiments separates all clitics except
for the determiner clitic Al+ (DET).

Arabic also has complex morpho-syntactic
agreement rules in terms of GEN and NUM within
specific constructions such as nouns with their ad-
jectives and verbs with their subjects (Alkuhlani
and Habash, 2011). The DET in Arabic is used to
distinguish different syntactic constructions such
as the possessive or adjectival modification.

English on the other hand barely inflects for
NUM and tense and for PER in a limited context.
The NUM feature in Arabic has more values (dual)
than English. GEN in English is not expressed
morphologically. When translating from English
into Arabic, we expect to be able to model shared
morphological features more than absent features
or features expressed only syntactically in English
or Arabic, e.g., the possessive construction.

3.2 Automatic Error Analysis

We conducted an error analysis of our baseline
system on our development set (MT05) using an
open-source tool for error analysis of natural lan-
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guage processing tasks targeting morphologically
rich languages (El Kholy and Habash, 2011). The
tool aligns words in the output and the reference
if they share the same lemma. Each output word
receives a matching category based on the refer-
ence word it is paired with. If the output and refer-
ence words have same form, the category is Ex-
act Match, otherwise, it is Lemma Match. Un-
paired output words are tagged Unmatchable. The
tool also produces detailed statistics on morpho-
logical errors. Exact Match cases are 59.0% and
Lemma Match cases are 13.3%. Among Lemma
Match cases, DET is the biggest single feature er-
ror. The PATB clitics errors (53.6%) together with
DET (29.7%), GEN (12.8%) and NUM (10.8%) are
the biggest culprits overall. This analysis suggests
targeting them may be most beneficial.

3.3 Manual Error Analysis
We also performed a manual error analysis on a
hundred sentences from the output of the MT05
set translated with the baseline system. Exact
Match cases are 57% and Lemma Match cases are
15%. Among Unmatchable cases, 21.4% of the
words have good paraphrases. We looked at the
morphological errors that affect adequacy and flu-
ency. We define a morphological adequacy error as
the mistranslation of a certain morphological fea-
ture conveying a different meaning from the En-
glish. Morphological fluency errors are morpho-
syntactic disagreements in the Arabic output. Ta-
ble 1 summarizes our findings. In terms of ade-
quacy, DET along with NUM are the biggest cul-
prits overall. In terms of fluency, GEN is far worse
than any other feature which highlights its im-
portance. Another important observation is that
the union of the words which affect both fluency
and/or adequacy are almost 6.5% which defines
the upper limit of words that can improve through
morphological modeling.

4 Approach

In our approach, the process of translating English
words to Arabic words is broken into a pipeline
consisting of four steps:

• Lexical Translation from English words to
tokenized Arabic lemmas and any subset of
Arabic linguistic features.
• Morphology Prediction of linguistic fea-

tures to inflect Arabic lemmas.
• Morphology Generation of inflected Arabic

tokens from Arabic lemmas and any subset of

Arabic linguistic features.
• Detokenization of inflected Arabic tokens

into surface Arabic words.

Arabic tokenization and lemmatization are done
before training the translation models. Both lexi-
cal translation and generation are implemented as
phrase-based SMT systems (Koehn et al., 2007).
Morphology prediction is an optional step imple-
mented using a supervised discriminative learning
model. Generation can be done from lemmas and
any subset of Arabic inflectional features. Detok-
enization simply stitches the words and clitics to-
gether as a post-processing step (Badr et al., 2008;
El Kholy and Habash, 2010a).

We follow numerous previously published ef-
forts on the value of tokenization for English-
Arabic SMT (Badr et al., 2008; El Kholy and
Habash, 2010a; Al-Haj and Lavie, 2010) and fo-
cus on the question of how to improve the trans-
lation of tokenized words using deeper represen-
tations, namely lemmas and features. Within our
framework, we can model the translation of differ-
ent Arabic linguistic features as part of the lexi-
cal translation step, as part of the generation step,
or model them using an independent morphology
prediction step. Some features, such as clitics, can
be modeled well through simple tokenization and
detokenization (which can be thought of as part of
lexical translation).

We build on a previous effort in improv-
ing the quality of the English-to-Arabic transla-
tion through Arabic tokenization (El Kholy and
Habash, 2010a). We use the best performing tok-
enization scheme (PATB) and the best detokeniza-
tion technique on the output as our baseline. Con-
sequently, in this paper we focus on the first three
components of the pipeline and we keep the tok-
enization a constant across all experiments. We
study different options of including three morpho-
logical features (GEN, NUM and DET) in the first
three steps of the pipeline and their implications on
the quality of English-to-Arabic SMT. We discuss
the three steps in the following subsections.

4.1 Lexical Translation
Lexical translation is the first step in our decod-
ing pipeline. It is trained on pre-processed text:
tokenized, lemmatized and disambiguated Arabic
words and English words (with limited process-
ing) and their POS tags. We use an SMT system
to translate from English words (ENGWORD) and
POS tags (POS) to tokenized Arabic lemmas (AR-

29



Words with Percentage of Morphology Error Type
Morphological Tokenized PATB Clitics Non-tokenized Morphological Features

Errors Affecting CONJ PART PRON DET PER ASP GEN NUM CAS
Adequacy 2.6 3.6 7.3 7.3 38.2 1.8 7.3 12.7 30.9 0.0
Fluency 5.1 10.8 13.5 7.2 18.9 0.9 0.9 41.4 19.8 2.7
Adequacy ∪ Fluency 6.5 9.6 13.0 7.6 26.8 1.4 3.4 34.2 17.8 2.0

Table 1: Column two presents the percentage of words with morphological errors that affect the adequacy and fluency of
the translation quality. Starting from column three till the end are percentages of the error contributed by each morphological
features. Since multiple errors can occur, these values overlap.

ALEM) plus zero or more morphological features.
We use an abstract representation for the morpho-
logical features so that each word is represented as
a lemma and a set of feature-value pairs. Table 2
shows a sample sentence in the above-mentioned
representations. This way we simplify the transla-
tion task by targeting a less complex output. The
key point here is to keep the morphological fea-
tures that help the translation task and then try to
generate the rest of the morphological features and
inflected forms in later steps. The output of lexical
translation is input to the morphological genera-
tion step directly or is first enriched by additional
morphological features predicted in the morphol-
ogy prediction step.

4.2 Morphology Prediction
Morphology prediction takes the output of lexical
translation and tries to enrich it by predicting one
or more morphological features. Unlike Toutanova
et al. (2008), who predict full inflected forms and
Clifton and Sarkar (2011) who predict morphemes,
we predict morphological feature. This task is, in
sense, a form of POS tagging. However, unlike
typical tagging, which is done on fully inflected
word forms, this task is applied to uninflected or
semi-inflected forms – lemmas with zero or more
morphology features. As such, we do not expect it
to do as well as normal POS tagging/morphology
disambiguation for Arabic (Habash and Rambow,
2005).

We use a Conditional Random Field (CRF)
toolkit (Lafferty et al., 2001) to train a prediction
module with a variety of learning features (not to
be confused with the tagged linguistic features).
We also make use of the alignment information
produced by the MT system in the lexical transla-
tion step to get the equivalent aligned English word
of each translated word. We then use this informa-
tion in addition to some syntactic information on
the English side as CRF learning features.

We group the CRF learning features into two
sets: Basic and Syntax. The Basic features con-

sist of the Arabic output from the lexical transla-
tion step (lemma plus certain features), the equiv-
alent aligned English word, English POS and En-
glish context (+/- two words). The Syntax features
consist of the English parent word in a dependency
tree, the dependency relation and the equivalent
Arabic output word of the English parent. En-
glish is parsed using the Stanford Parser (Klein and
Manning, 2003).

In training the CRF model, we use the same data
used in training the lexical translation step (Section
5). We create three datasets from this data. The
first is the original gold data where we train the
CRF module on clean Arabic text and gold fea-
ture values that are determined using a state-of-
the-art POS tagger for Arabic (Habash and Ram-
bow, 2005). Although the automatic tagging does
produce errors, we still call this data set gold since
the Arabic is correctly inflected naturally occurring
text. The second dataset is created by translating
the whole data using the translation model created
by the lexical translation step. The intuition here is
to model lexical translation errors by training the
CRF models on data similar in quality to its ex-
pected input. The last dataset is the combination
of gold and translated dataset.

Table 3 shows the accuracy of the CRF mod-
ule on a test set of 1000 sentences. CRF in gen-
eral achieves a high accuracy across the different
training datasets and the different training param-
eters. Using translated data does not outperform
using gold data; however, the accuracy of predict-
ing NUM and GEN seems to benefit from adding
the translated data to the gold data. That could be
explained by the fact that NUM and GEN are more
affected by translation adequacy unlike DET which
is more coupled with translation fluency. Overall
the results are about 10-14% absolute lower than
MADA (Habash and Rambow, 2005) tagging of
the same features on fully inflected text; and are
20-30% absolute better than a degenerate baseline
using the most common feature value.
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Representation Example
ENGWORD saddam hussein ’s half-brother refuses to return to iraq
ENGWORD)+POS saddam#NN hussein#NN ’s#POS half-brother#NN refuses#VBZ to#TO return#VB to#TO iraq#NN
ARALEM Âax γayor šaqiyq li+ Sad∼Am Husayon rafaD ςawoda~ Iilaý ςirAq
ARALEM+DET Âax#det γayor#0 šaqiyq#det li+#na Sad∼Am#0 Husayon#0 rafaD#0 ςawoda~#det Ǎilaý#na ςirAq#det
Arabic Tokenized AlÂx γyr Alšqyq l+ SdAm Hsyn yrfD Alςwd~ Ǎlý AlςrAq

Arabic Script �
�@QªË@ úÍ@

�
èXñªË@

	
�

	
Q̄K


	á�
�k Ð@Y�Ë
�

�J

�
®

�
�Ë@ Q�


	
« p


B@

Table 2: A sample sentence showing the different representations used in our experiments.

The morphology prediction step produces a lat-
tice with all possible feature values each having
an associated confidence score. The morphology
generation module discussed next will decide on
the best option.

Predicted
Prediction Training Feature Accuracy

Data Set Model GEN NUM DET

Gold Basic 84.65 88.76 88.00
Basic+Syntax 84.22 89.11 87.85

Translated Basic 84.46 86.11 85.98
Basic+Syntax 84.08 86.79 85.41

Gold Basic 85.96 89.43 87.40
+Translated Basic+Syntax 85.49 89.52 86.91

Table 3: Accuracy (%) of feature prediction starting from
Arabic lemmas. A most-common-tag degenerate baseline
would yield 67.4%, 70.6% and 59.7% accuracy for GEN,
NUM, and DET, respectively. Reported MADA classifica-
tion accuracy starting from fully inflected Arabic is as fol-
lows: GEN 98.2% , NUM 98.8%, DET 98.3% (Habash and
Rambow, 2005).

4.3 Morphology Generation
Morphology generation maps Arabic lemmas
(ARALEM) plus morphological features to Ara-
bic inflected forms. This step is implemented as
an SMT system that translate from a deeper lin-
guistic representation to a surface representation
of each token. This step is conceptually similar to
the generation expansion component in Factored
SMT, but it is implemented as a complete SMT
system. The main advantage of this approach is
that the training data is not restricted to parallel
corpora. We can use all the monolingual data we
have in building the system. For more details, see
(El Kholy and Habash, 2012).

To evaluate the performance of this approach in
generating Arabic inflected forms, we built sev-
eral SMT systems translating from ARALEMs plus
zero or more morphological features to Arabic in-
flected form. We use the same tools and setup as
discussed in Section 5. Table 4 shows the BLEU
scores of generating the MT05 set starting from
Arabic lemmas plus different morphological fea-

Gold Generation Input BLEU%
ARALEM 82.19
ARALEM+DET 86.62
ARALEM+NUM 86.89
ARALEM+GEN 87.32
ARALEM+GENNUM 90.18
ARALEM+GENNUMDET 94.77

Table 4: Results of generation from gold ARALEM plus
different sets of morphological features. Results are in
(% BLEU) on the MT05 set.

tures (GEN, NUM, DET), and their combinations.
As expected, the more features are included the
better the results. Here comes the trade off be-
tween the lexical translation quality and morpho-
logical generation. The BLEU scores are very high
because the input is golden in terms of word order
and lemma choice. These scores should be seen as
the upper limit on correctness that can be expected
from this step, rather than its actual performance
in an end-to-end pipeline.

The morphology generation step can take the
output of lexical translation directly or after pre-
dicting certain morphological features using the
morphology prediction step.

5 Experiments

In this section, we present our results comparing
the modeling of GEN, NUM and DET features, first
as part of lexical translation versus morphological
generation, and then as part of morphological pre-
diction versus morphological generation. We also
present results on a blind test set MT06, a much
larger training corpus, and discuss our findings.

5.1 Experimental Setup
All of the training data we use is available
from the Linguistic Data Consortium (LDC).2

We use an English-Arabic parallel corpus of
about 142K sentences and 4.4 million words
for translation model training data. The par-
allel text includes Arabic News (LDC2004T17),
2http://www.ldc.upenn.edu
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eTIRR (LDC2004E72), English translation of
Arabic Treebank (LDC2005E46), and Ummah
(LDC2004T18). Word alignment is done using
GIZA++ (Och and Ney, 2003). For language mod-
eling, we use 200M words from the Arabic Gi-
gaword Corpus (LDC2007T40) together with the
Arabic side of our training data. We used 5-grams
for all LMs implemented using the SRILM toolkit
(Stolcke, 2002).

MADA is used to tokenize the Arabic text and
produce lemmas and their accompanied morpho-
logical features. English preprocessing simply in-
cludes down-casing, separating punctuation and
splitting off “’s”.

All experiments are conducted using the Moses
phrase-based SMT system (Koehn et al., 2007).
The decoding weight optimization was done using
a set of 300 sentences from the 2004 NIST MT
evaluation test set (MT04). The tuning is based
on tokenized Arabic without detokenization. We
use a maximum phrase length of size 8. We re-
port results on the 2005 NIST MT evaluation set
(MT05). These test sets were created for Arabic-
English MT and have four English references. We
arbitrarily picked the first English reference to be
source and used the Arabic source as the only ref-
erence. We evaluate using BLEU-4 (Papineni et
al., 2002).

Our baseline replicates the work of El Kholy and
Habash (2010a), who determined that tokenizing
Arabic into the PATB tokenization scheme is op-
timal for phrase-based SMT models. The baseline
BLEU score is 29.48% using exactly the same data
sets used in the rest of the experiments.

5.2 Translation vs. Generation

We compare the performance of translating En-
glish and English plus POS into Arabic lemmas
plus different morphological feature combinations
followed by generation of the final Arabic inflected
form using the morphology generation step di-
rectly under the same conditions. The results are
presented in Table 5. The best performer across
all conditions is translating English words to Ara-
bic lemmas plus DET. This is the only setup that
beats the baseline system. The difference in BLEU
scores between this setup and the baseline is statis-
tically significant above the 95% level. Statistical
significance is computed using paired bootstrap re-
sampling (Koehn, 2004). This shows the impor-
tance of DET in lexical translation. English POS
oddly does not help. This is perhaps a result of the

Input A′ BLEU%
ENGWORD ARALEM 29.47
ENGWORD+POS ARALEM 29.26
ENGWORD ARALEM+NUM 28.96
ENGWORD+POS ARALEM+NUM 28.52
ENGWORD ARALEM+GEN 28.81
ENGWORD+POS ARALEM+GEN 28.65
ENGWORD ARALEM+DET 30.13
ENGWORD+POS ARALEM+DET 29.33
ENGWORD ARALEM+GENNUM 28.82
ENGWORD+POS ARALEM+GENNUM 28.65
ENGWORD ARALEM+GENNUMDET 29.19
ENGWORD+POS ARALEM+GENNUMDET 29.00

Table 5: End-to-end MT results for different settings of En-
glish input and Intermediate Arabic. Results are in (% BLEU)
on our MT05 set.

added sparsity in how we modeled them (as ENG-
WORD+POS). It is possible a factored MT model
can give different results. We plan to explore this
question in the future.

5.3 Prediction vs. Generation

We compare results of two translation settings and
a variety of added predicted features. The results
are presented in Table 6. We can see from the re-
sults that using predicted GEN by itself does not
help across the board yet it could be helpful when
combined with other features. It also seems that
predicting NUM when lexical translation is done
with lemmas only helps the performance but that
is not the case when the lexical translation is done
using Lemma plus DET. Another observation is
that combining GEN and NUM degrades the over-
all performance more than the GEN by itself; how-
ever, we get the best scores when DET is combined
with them. This shows that some synergies come
out when different features are combined together
even if they perform badly on their own. The only
fact that seems very robust is that translating En-
glish to Lemma plus DET and then predicting both
GEN and NUM gives the highest scores. Predicting
features using models trained on translated texts
seem to also consistently do better than using mod-
els that are trained on original Arabic. The best
result obtained is statistically significant compared
with the best reported score in the previous section
(ARALEM+DET translation).

5.4 Blind Test

We performed a blind test using the 2006 NIST
MT evaluation set (MT06) and compared the re-
sults to (MT05). MT06 is a harder set to translate
than MT05. However, the relative performance is
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Translation ENGWORD→ARALEM ENGWORD→ARALEM+DET
No Prediction 29.47 30.13
Prediction Predicted Morphological Features
Training GEN NUM DET GEN+NUM GEN+NUM+DET GEN NUM GEN+NUM

Gold Basic 28.62 29.54 29.67 28.41 29.81 29.85 29.91 30.36
+Syntax 28.64 29.51 29.67 28.40 29.86 29.85 29.90 30.38

Trans Basic 28.90 29.55 29.80 28.32 29.90 29.91 29.89 30.37
+Syntax 28.87 29.58 29.80 28.77 29.90 30.02 29.92 30.41

Gold+Trans Basic 28.96 29.59 29.77 28.77 30.02 29.98 30.01 30.42
+Syntax 28.93 29.60 29.77 28.75 30.03 29.99 30.01 30.43*

Table 6: End-to-end MT results for two translation settings and a variety of added predicted features. Results are in (%
BLEU) on our MT05 set. The best result in each column is bolded. The best overall result is marked with *.

maintained (around 3% relative BLEU) as shown
in Table 7. Translating through Lemma plus DET

and then predicting GEN and NUM is still the best
option.

Model MT05 MT06
Baseline 29.48 19.10
ENGWORD→ARALEM 29.47 18.90
ENGWORD→ARALEM+DET 30.13 19.36
ENGWORD→ARALEM+DET
with GEN+NUM Prediction 30.43 19.65

Table 7: Results comparing our baselines and best perform-
ing setup on MT05 and MT06 (blind). Results are in (%
BLEU).

5.5 Scaling Up
We performed experiments using a larger amount
of data (15 times the size of the original dataset;
also available from the LDC). Not surprisingly,
the effect of our approach diminished. Although
the general trends remained the same, none of the
alternative settings was able to beat the baseline.
We compared the percentage of the Exact Match,
Lemma Match and Unmatchable words with the
reference of the basic and scaled up systems. We
found out that the percentage of exact matches in-
creases while the percentage of unmatched words
decreases. This is not a surprising result of using
more data. The lemma match percentage decreases
across the different systems. This suggests that our
approach is more effective for conditions with low
and medium resource size.

5.6 Discussion
The generation of fully inflected forms from un-
inflected lemmas (Table 5) in a purely monolin-
gual setting such as our morphological generation
step is very hard – we get only 82.2% BLEU start-
ing with gold lemmas. Adding different combina-
tions of gold values of the three most problematic
morphological features improves the score by over

12% absolute BLEU to a higher performance ceil-
ing (94.8% BLEU).

Automatically modeling these features at a high
accuracy for SMT, however, turns out to be rather
hard. If we consider using them as part of the trans-
lation step together with lemmas, we find that they
almost always hurt the end-to-end (translation-
generation) MT system except for the DET feature
which improves over an inflected tokenized base-
line by about 0.6% BLEU.

Predicting the feature values using an indepen-
dent supervised learning step that has access to the
English word, POS and syntax features produces
accuracy scores ranging in mid to high 80s%.
Comparing the prediction accuracy of GEN, NUM

and DET (Table 3), we find NUM is the easiest
to predict, followed by DET and then GEN. This
makes sense given the information provided from
English, which is inflected for NUM, but not GEN.

The results in Table 6 show that DET, as a single
feature, helps more when it is part of the translation
step (30.13 BLEU) compared to being predicted
(29.67∼29.80). In both cases, it fares better than
simply leaving determining DET to the generation
step (29.47).

Neither GEN nor NUM, as single features, help
much (or at all) over the baselines when part of the
translation step or when predicted. However, when
both are combined with DET they consistently help
only when GEN and NUM are predicted, not trans-
lated. It is possible that the lower performance we
see as part of the translation is a product of how
we translate: we do not factor these features in
the translation – a direction we plan to consider in
the future. We postulate that the prediction step
helps because it has access to more information
than used in our translation step, e.g., source lan-
guage syntax.
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6 Conclusions and Future Work

We compared three methods of modeling morpho-
logical features in SMT from English to Arabic: as
part of core lexical translation, as part of morpho-
logical generation and using an independent mor-
phological prediction component. The best config-
uration for the three most problematic morpholog-
ical features for English-Arabic SMT models the
determiner as part of core translation and favors
predicting gender and number features separately
from generation. Our approach shows improve-
ments on a medium-size training data set but when
using a very large data set the advantage of using
morphological modeling disappears.

In the future, we plan to identify the best config-
uration for other morphological features in Arabic.
We also plan to apply our approach to other target
languages such as Persian and Hebrew. We will
also investigate how the features we studied here
can be used in a more elegant joint model such as
Factored MT.
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Abstract

Unknown words and word segmentation
granularity are two main problems in
Chinese word segmentation for Chinese-
Japanese Machine Translation (MT). In
this paper, we propose an approach of
exploiting common Chinese characters
shared between Chinese and Japanese in
Chinese word segmentation optimization
for MT aiming to solve these problem-
s. We augment the system dictionary of a
Chinese segmenter by extracting Chinese
lexicons from a parallel training corpus. In
addition, we adjust the granularity of the
training data for the Chinese segmenter to
that of Japanese. Experimental results of
Chinese-Japanese MT on a phrase-based
SMT system show that our approach im-
proves MT performance significantly.

1 Introduction

As there are no explicit word boundary markers
in Chinese, word segmentation is considered as an
important first step in MT. Studies showed that a
MT system with Chinese word segmentation out-
performs the one treating each Chinese character
as a single word, and the quality of Chinese word
segmentation affects the MT performance (Xu et
al., 2004; Chang et al., 2008). It has been found
that besides segmentation accuracy, segmentation
consistency and granularity of Chinese words are
also important for MT (Chang et al., 2008). More-
over, optimal Chinese word segmentation for MT
is dependent on the other language, therefore, a
bilingual approach is necessary (Ma and Way,
2009).

c© 2012 European Association for Machine Translation.

小坂 /先生/は/日本/臨床/麻酔/学会/の/ 創始/者 /である/。
小/坂 /先生/是/日本/临床/麻醉/学会/的/ 创始者 /。
Mr.  Kosaka  is the  founder  of The Japan Society for Clinical Anesthesiologists.

Zh:
Ja:
Ref:

Figure 1: Example of Chinese word segmentation
problems in Chinese-Japanese MT.

Most studies focus on language pairs between
Chinese and other languages that have white s-
paces between words (e.g. English). We focus
on Chinese-Japanese MT, where segmentation is
needed for both sides. Segmentation for Japanese
successfully achieves F-score nearly 99% (Kudo
et al., 2004), while that for Chinese is still about
95% (Wang et al., 2011). Therefore, we only do
word segmentation optimization for Chinese, and
keep the Japanese segmentation results.

Similar to the previous works, we think the fol-
lowing two problems of Chinese word segmenta-
tion are important for Chinese-Japanese MT. The
first problem is unknown words, which is the ma-
jor difficulty faced by a Chinese segmenter affect-
ing segmentation accuracy and consistency. Tak-
ing “Kosaka” in Figure 1 as an example, which is
a proper noun in Japanese. Because “Kosaka” is
a unknown word for the Chinese segmenter, it is
mistakenly segmented into two tokens, while the
Japanese word segmentation result is correct.

The second problem is word segmentation gran-
ularity. Most Chinese segmenters adapt the famous
Penn Chinese Treebank (CTB) standard (Xia et
al., 2000), while most Japanese segmenters adapt a
shorter unit standard. Therefore, the segmentation
unit in Chinese may be longer than Japanese even
for the same concept. This can increase the num-
ber of 1-to-n alignments which makes the word
alignment task more difficult. Taking “founder”

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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Meaning snow love begin
TC ê(U+96EA) �(U+611B) |(U+767C)
SC ê(U+96EA) 1(U+7231) Ñ(U+53D1)
Kanji ê(U+96EA) �(U+611B) z(U+767A)

Table 1: Examples of common Chinese characters
(TC denotes Traditional Chinese and SC denotes
Simplified Chinese).

in Figure 1 as an example, the Chinese segmenter
recognizes it as one token, while the Japanese seg-
menter splits it into two tokens because of the dif-
ferent word segmentation standards.

To solve the above problems, we propose an ap-
proach based on a bilingual perspective, and ex-
ploit common Chinese characters shared between
Chinese and Japanese in Chinese word segmen-
tation optimization for MT. We extract Chinese
lexicons from a parallel training corpus based on
common Chinese characters to augment the sys-
tem dictionary of a Chinese segmenter. In addi-
tion, we adjust the granularity of the training data
for the Chinese segmenter to that of Japanese by
means of extracted Chinese lexicons. We conduct-
ed experiments on Chinese-Japanese MT tasks us-
ing a phrase-based SMT system, and experimental
results indicate that our approach can improve MT
performance significantly.

2 Common Chinese Characters

Different from other language pairs, Chinese and
Japanese share Chinese characters. In Chinese
the Chinese characters are called Hanzi, while in
Japanese they are called Kanji. Hanzi can be di-
vided into two groups, Simplified Chinese (used
in mainland China and Singapore) and Traditional
Chinese (used in Taiwan, Hong Kong and Macao).
The number of strokes needed to write character-
s has been largely reduced in Simplified Chinese,
and the shapes may be different from the ones in
Traditional Chinese. Because Kanji characters o-
riginated from ancient China, many common Chi-
nese characters exist between Hanzi and Kanji. Ta-
ble 1 gives some examples of common Chinese
characters in Traditional Chinese, Simplified Chi-
nese and Japanese with their Unicode.

Chinese characters contain significant seman-
tic information, and common Chinese character-
s share the same meaning, so they can be valu-
able linguistic clues for many Chinese-Japanese
NLP tasks. Many studies have been done to ex-
ploit common Chinese characters. Tan et al. (1995)

used the occurrence of identical common Chinese
characters (e.g. “snow” in Table 1) in automatic
sentence alignment task. Goh et al. (2005) de-
tected common Chinese characters where Kanji
are identical to Traditional Chinese but differen-
t from Simplified Chinese (e.g. “love” in Table 1).
They used Chinese encoding converter1 which can
convert Traditional Chinese into Simplified Chi-
nese, and built a Japanese-Simplified Chinese dic-
tionary. Chu et al. (2011) made use of the Uni-
han database2 to detect common Chinese charac-
ters which are visual variants of each other (e.g.
“begin” in Table 1), and proved the effectiveness of
common Chinese characters in Chinese-Japanese
phrase alignment. In this paper, we focus on Sim-
plified Chinese-Japanese MT and exploit common
Chinese characters in Chinese word segmentation
optimization.

3 Chinese Word Segmentation
Optimization

3.1 Chinese Lexicons Extraction
We extract Chinese lexicons from a parallel train-
ing corpus through the following steps:

• Step 1: Segment Chinese and Japanese sen-
tences in the parallel training corpus.

• Step 2: Convert Japanese tokens which are
made up of Kanji only3 into Simplified Chi-
nese using the Kanji to Hanzi conversion
method described in (Chu et al., 2011).

• Step 3: Extract the converted tokens as Chi-
nese lexicons if they exist in the correspond-
ing Chinese sentence. Here, we propose two
extraction strategies:

– Strategy 1: Only extract tokens which
have a different word boundary in the
segmented Chinese sentence.

– Strategy 2: Extract all tokens.

For example, using Strategy 1, “�B(Kosaka)”,
“�Ë(found)” and “�(person)” in Figure 1 are
extracted, but using Strategy 2, “H�(Mr.)”, “å
,(Japan)”, “4�(clinical)”, “»�(anesthesia)”
and “f�(society)” are also extracted. Note
that although “�Ë↔uË(found)”, “4�↔è
1http://www.mandarintools.com/zhcode.html
2http://unicode.org/charts/unihan.html
3Japanese has several kinds of character types other than Kan-
ji.
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CTB JUMAN
AD o^(adverb)
CC ¥�^(conjunction)
CD ^(noun)[p^(numeral noun)]
FW *�©�(undefined word)[¢ëÕ¡ÙÃÈ(alphabet)]
IJ �Õ^(interjection)
M ¥>�(suffix)[^'^©p�(measure word suffix)]

NN ^(noun)[n�^(common noun)/µ	^(sahen noun)/b�^(formal noun)/
o^�^(adverbial noun)],¥>�(suffix)[^'^¥>�(noun suffix)/
^'y�¥>�(special noun suffix)]

NR ^(noun)[ú	^(proper noun)/0(place name)/
º(person name)/DT(organization name)]

NT ^(noun)[Bø^(temporal noun)]
PU y�(special word)
VA b¹^(adjective)
VV Õ^(verb)/^(noun)[µ	^(sahen noun)]

Table 2: Chinese-Japanese POS tags mapping table.

�(clinical)” and “» �↔» T(anesthesia)”
are not identical, because “�↔u(create)”,
“4↔è(arrive)” and “�↔T(drunk)” are com-
mon Chinese characters, “uË(found)” is convert-
ed into “�Ë(found)”, “è�(clinical)” is convert-
ed into “4�(clinical)” and “»T(anesthesia)” is
converted into “»�(anesthesia)” in Step 2.

In preliminary experiments, we extracted
14,359 lexicons using Strategy 1, and 18,584 lexi-
cons using Strategy 2 from a paper abstract parallel
corpus containing 680K sentence pairs.

3.2 Chinese Lexicons Incorporation
Several studies showed that using a system dic-
tionary is helpful for Chinese word segmenta-
tion (Low et al., 2005; Wang et al., 2011). There-
fore, we use a corpus-based Chinese word segmen-
tation and POS tagging tool with a system dictio-
nary. We incorporate the extracted lexicons into
the system dictionary. The extracted lexicons are
not only effective for the unknown word problem,
but also helpful to solve the word segmentation
granularity problem.

However, setting POS tags for the extracted lex-
icons is problematic. To solve this problem, we
made a POS tags mapping table between Chinese
and Japanese by hand. For Chinese, we use the
POS tagset used in CTB which is also used in our
Chinese segmenter. For Japanese, we use the POS
tagset defined in the morphological analyzer JU-
MAN (Kurohashi et al., 1994). JUMAN adapts a
POS tagset containing sub POS tags. For exam-
ple, the POS tag “^(noun)” contains sub POS

tags such as “n�^(common noun)”, “ú	
^(proper noun)”, “Bø^(temporal noun)”
etc. Table 2 shows a part of the Chinese-Japanese
POS tags mapping table we made, the sub POS
tags of JUMAN are written inside of the brackets.

We assign POS tags for the extracted Chinese
lexicons by converting the POS tags of Japanese
tokens assigned by JUMAN into POS tags of CTB.
Note that not all POS tags of JUMAN can be con-
verted into POS tags of CTB, and vice versa. For
the ones that cannot be converted, we do not incor-
porate them into the system dictionary. In prelim-
inary experiments, 294 lexicons in Strategy 1 and
1,581 lexicons in Strategy 2 were discarded.

3.3 Short Unit Transformation
Bai et al. (2008) showed that adjusting Chinese
word segmentation to make tokens 1-to-1 mapping
as many as possible between a parallel sentences
can improve alignment accuracy which is crucial
for corpus-based MT. Wang et al. (2010) proposed
a short unit standard for Chinese word segmen-
tation that is more similar to the Japanese word
segmentation standard, which can reduce the num-
ber of 1-to-n alignments and improve MT perfor-
mance.

Here, we propose a method to transform the an-
notated training data of Chinese segmenter into
Japanese word segmentation standard using the ex-
tracted Chinese lexicons, and use the transformed
data for training the Chinese segmenter. Because
the extracted lexicons are derived from Japanese
word segmentation results, they follow Japanese
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从_P/ 有效性_NN  /高_VA/的_DEC/  格要素_NN  /…
从_P/  有效_NN/性_NN  /高_VA/的_DEC/  格_NN/要素_NN  /…Short: 

CTB: 
Lexicon: 有效 (effective) Lexicon : 要素 (element)

From case element with high effectiveness …Ref:
Figure 2: Example of short unit transformation.

word segmentation standard. Therefore, we uti-
lize these lexicons for short unit transformation.
We use Chinese lexicons extracted by Strategy 2
described in Section 3.1 and modify every token
in the training data for the Chinese segmenter.
If the token is longer than a extracted lexicon,
we simply split it. Figure 2 gives an example
of this process, where “	H(effective)” and “�
 (element)” are both extracted lexicons. Be-
cause “	H'(effectiveness)” is longer than “	
H(effective)”, it is split into “	H(effective)” and
“'” (a noun suffix), and “<� (case elemen-
t)” is longer than “� (element)”, it is split into
“<(case)” and “� (element)”. For POS tags,
we keep the originally annotated one for the split
tokens.

We do not use extracted lexicons that are com-
posed of only one Chinese character, because these
lexicons may lead to undesirable transformation
results. Taking the Chinese character “L(song)”
as an example, “L(song)” can be used as a single
word, but we also can use “L(song)” to construc-
t other words by combining it with other Chinese
characters, such as “L�(praise)”, “×L(poem)”
etc. Obviously, splitting “L�(praise)” into
“L(song)” and “�(eulogy)”, or splitting “×
L(poem)” into “×(poem)” and “L(song)” is un-
desirable. Also, there are few consecutive tokens
in the training data that can be combined to one
extracted lexicon, we do not consider this pattern.

4 Experiments

We conducted Chinese-Japanese translation ex-
periments to show the effectiveness of exploiting
common Chinese characters in Chinese word seg-
mentation optimization.

4.1 Settings

4.1.1 Parallel Training Corpus
The parallel training corpus we used is a paper

abstract corpus provided by JST4 and NICT5. This

4http://www.jst.go.jp
5http://www.nict.go.jp/

Ja Zh
# sentences 680k
# words 21.8M 18.2M
# Chinese characters 14.0M 24.2M
average sentence length 32.9 22.7

Table 3: Statistics of Chinese-Japanese training
corpus.

corpus was created by the Japanese project “Devel-
opment and Research of Chinese-Japanese Natural
Language Processing Technology”. The statistics
of this corpora are shown in Table 3.

4.1.2 Chinese Annotated Corpus
We used two types of manually annotated Chi-

nese corpus for training the Chinese segmenter.
One is NICT Chinese Treebank, which is from the
same domain as the parallel training corpus and
contains 9,792 sentences. Note that the annotat-
ed sentences in this corpus are not included in the
parallel training corpus. The other corpus is CTB 7
(LDC2010T07)6. We made the training data from
CTB 7 using the same method described in (Wang
et al., 2011), and it contains 31,131 sentences.

4.1.3 Chinese and Japanese Segmenters
For Chinese, we used a corpus-based word seg-

mentation and POS tagging tool with a system dic-
tionary, weights for the lexicons in the system dic-
tionary are automatically learned from the training
data using averaged structured perceptron (Collins,
2002). For Japanese, we used JUMAN (Kurohashi
et al., 1994).

4.1.4 SMT Model
We used the state-of-the-art phrase-based SMT

toolkit Moses (Koehn et al., 2007) with default
options, except for the distortion limit (6→20). It
was tuned by MERT using another 500 develop-
ment sentence pairs.

4.1.5 Test Sets
We translated 5 test sets of Chinese sentences

from the same domain as the parallel training cor-
pus. The statistics of the test sets are shown in Ta-
ble 4. Note that all sentences in the test sets are not
included in the parallel training corpus.

4.2 Results and Evaluation

We conducted Chinese-Japanese translation exper-
iments on NICT Chinese Treebank and CTB 7,
6http://www.ldc.upenn.edu/
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T1 T2 T3 T4 T5
# sentences 255 336 391 395 393
# words 6.5K 8.7K 10.0K 11.7K 16.5K
# CC 8.6K 10.6K 12.9K 15.8K 22.0K
avg. sen. len. 44.9 47.0 45.4 52.2 74.1

Table 4: Statistics of test sets (T denotes test set
and CC denotes Chinese characters).

comparing the following four experimental set-
tings:

• Baseline: Only using the lexicons extracted
from Chinese annotated corpus as the system
dictionary for the Chinese segmenter.

• Strategy 1: Incorporate the Chinese lexicon-
s extracted by Strategy 1 described in Sec-
tion 3.1 into the system dictionary.

• Strategy 2: Incorporate the Chinese lexicon-
s extracted by Strategy 2 described in Sec-
tion 3.1 into the system dictionary.

• Short unit: Incorporate the Chinese lexicons
extracted by Strategy 2 into the system dictio-
nary and train the Chinese segmenter on the
short unit training data transformed in Sec-
tion 3.3.

Table 5 shows the BLEU scores for Chinese-
to-Japanese translation using NICT Chinese Tree-
bank. Short unit achieved best MT performance.
The extracted Chinese lexicons also improved
BLEU scores significantly. Besides test set 2 and
test set 5, Strategy 2 achieved better improvement
than Strategy 1. We think the reason is that Strat-
egy 2 extracted more lexicons which is helpful to
solve the unknown word problem.

Table 6 shows the BLEU scores for Chinese-to-
Japanese translation using CTB 7. Although S-
trategy 2 obtained higher BLEU scores than the
baseline, compared to Strategy 1, the improvement
is not significant. We investigated the reason and
found that there are many overlaps between lex-
icons extracted from the parallel training corpus
and lexicons extracted from the annotated training
data. For example, “Ë}((protein)” was extract-
ed from the annotated training data and overlaps
“Ë}(protein)” and “((quality)” extracted from
the parallel training corpus. When the Chinese
segmenter tries to segment “Ë}((protein)”, the
overlap can lead to inconsistent segmentation re-
sults. Although more extracted Chinese lexicons

BLEU T1 T2 T3 T4 T5
baseline 48.86 47.09 37.18 27.21 24.29
strategy 1 50.41 48.22 39.25 28.33 26.44
strategy 2 50.77 47.96 39.83 28.54 26.29
short unit 52.04 49.55 39.96 28.73 26.63

Table 5: Results of Chinese-to-Japanese transla-
tion experiments using NICT Chinese Treebank.

BLEU T1 T2 T3 T4 T5
baseline 51.03 48.98 40.52 29.20 26.08
strategy 1 52.42 51.78 41.20 30.61 28.20
strategy 2 51.53 50.47 41.30 29.57 26.77
short unit 52.83 51.13 41.57 31.01 28.82

Table 6: Results of Chinese-to-Japanese transla-
tion experiments using CTB 7.

is more helpful to solve the unknown word prob-
lem, it also leads to more overlaps. Because Strate-
gy 2 extracted more lexicons than Strategy 1, more
overlaps are also produced. We investigated the
number of overlaps. For CTB 7, the overlap num-
ber between Strategy 2 is 2,399, it greatly exceed-
s the number between Strategy 1 which is 1,388.
While for NICT, the overlap number between S-
trategy 2 is 1,759, and between Strategy 1 is 1,694,
the difference is not significant. In brief, there is a
tradeoff between the unknown word problem and
the overlap problem using our proposed method.
However, by short unit transformation, the overlap
problem can be solved. Taking the same exam-
ple “Ë}((protein)”, because it is split into “Ë
}(protein)” and “((quality)” in short unit trans-
formation, overlaps will not exist any more. There-
fore, short unit using CTB 7 also showed the best
MT performance.

Comparing Table 5 with Table 6, we notice that
the BLEU scores using NICT Chinese Treebank
are lower than using CTB 7. We think the reason is
the size of the training data. The number of anno-
tated sentences in NICT Chinese Treebank is less
than 1/3 of CTB 7. Therefore, less lexicons are ex-
tracted from NICT Chinese Treebank than CTB 7.
The number of extracted lexicons from NICT Chi-
nese Treebank is only 13,471, while from CTB 7
it is 26,202. Also, the weights for many lexicons
extracted from the parallel training corpus can not
be learned correctly using NICT Chinese Treebank
as training data. However, short unit using NIC-
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Baseline (BLEU=49.38)Input: 本/论文/中/，/提议/考虑/现存/实现/方式/的/  功能 /  适应性 /决定/对策/目标/的/保密/基本/设计法/。Output: 本/論文/で/は/，/提案/する/  適応/的 /対策/を/決定/する/セキュリティ/基本/設計/法/を/考える/現存/の/実現/方式/の/  機能 /を/目標/と/して/いる/．Short unit (BLEU=56.33)Input:本/论文/中/，/提议/考虑/现存/实现/方式/的/  功能 /  适应/性 /决定/对策/目标/的/保密/基本/设计/法/。Output: 本/論文/で/は/，/提案/する/考え/現存/の/実現/方式/の/  機能/的 /  適応/性/を/決定/する/対策/目標/の/セキュリティ/基本/設計/法/を/提案/する/．Reference本/論文/で/は/，/対策/目標/を/現存/の/実現/方式/の/   機能/的 /  適合/性 /も/考慮/して/決定/する/セキュリティ/基本/設計/法/を/提案/する/．(In this paper, we propose a basic security design method also consider functional  suitability of the existing implementation method  for determining countermeasures target.)
Figure 3: Example of translation improvement.

T Chinese Treebank still achieved even better MT
performance than the baseline using CTB 7.

We also conducted Japanese-to-Chinese transla-
tion experiments. Results show that our proposed
approach also can improve the MT performance.
However, compared to Chinese-to-Japanese trans-
lation, the improvement is not significant. We
think the reason is the input sentence. For Chinese-
to-Japanese translation, the segmentation of input
Chinese sentences has been optimized. While for
Japanese-to-Chinese translation, our proposed ap-
proach does not change the segmentation results of
input Japanese sentences.

4.3 Discussion

4.3.1 Changes in Vocabulary and Phrase
Table Size

We compared the Chinese vocabulary and
phrase table size changes before and after exploit-
ing common Chinese characters in Chinese word
segmentation optimization. Table 7 shows the
comparison results using NICT Chinese Treebank
and CTB 7. The decrease of Chinese vocabu-
lary size after optimization indicates the improve-
ment of Chinese segmentation consistency, while
the increase of phrase table size after optimization
means the increase of translation knowledge.

4.3.2 Short Unit Effectiveness
Experimental results indicate that our proposed

approach can improve MT performance signifi-
cantly, especially for short unit. We present one
example to show the effectiveness of short unit.

vocabulary phrase table
NICT CTB 7 NICT CTB 7

baseline 653K 509K 848M 861M
strategy 1 523K 439K 859M 867M
strategy 2 527K 438K 858M 868M
short unit 461K 396K 881M 896M

Table 7: Comparison of vocabulary and phrase ta-
ble size changes before and after optimization.

Figure 3 shows an example of translation improve-
ment by short unit compared to the baseline. The
difference between short unit and the baseline is
whether “��'(suitability)” is split in Chinese
or not, while the Japanese segmenter splits it. By s-
plitting it, short unit improves word alignment and
phrase extraction which eventually effects the de-
coding process. In decoding, short unit treats “�
ý��'(functional suitability)” as one phrase,
while the baseline separates it leading to a undesir-
able translation result.

4.3.3 Short Unit Transformation Percentage
One encouraging result is that, although the Chi-

nese lexicons used for short unit transformation
were extracted from a paper abstract domain cor-
pus which is not the same domain that CTB 7 be-
longs to, short unit still achieved significant MT
performance improvement using CTB 7. To iden-
tify the reason, we investigated the percentage of
transformed tokens. In NICT Chinese Treebank,
there are 6,623 tokens out of 257,825 been trans-
formed to 13,469 short unit tokens, the percentage
is about 2.57%. In CTB 7, there are 19,983 token-
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s out of 718,716 been transformed to 41,336 short
unit tokens, the percentage is about 2.78%. This
result shows the strength of our proposed short u-
nit transformation method. Although the lexicon-
s used for short unit transformation are extracted
from a paper abstract domain, these lexicons also
work well for short unit transformation on Chinese
annotated corpus of other domains (i.e. CTB 7).

4.3.4 Short Unit Transformation Problems
Furthermore, we investigated the details of the

transformed tokens. Based on our manual inves-
tigation, over 90% of the transformed results are
correct. However, some transformation problems
still exist. One problem is transformation ambigu-
ity. We present one example to show this kind of
problem. There is a long token “E5h(charger)”
in the annotated training data, and a lexicon “5
h(electric equipment)” extracted from the paral-
lel training corpus, so the long token is split in-
to “E(charge)” and “5h(electric equipment)”,
which is undesirable. However, we found that a
extracted lexicon “E5(charge)” also exists and
using this lexicon the long token can be split into
“E5(charge)” and “h(device)” successfully. We
think this kind of ambiguity can be solved using a
statistical method.

Another problem is POS tag assignment for
the transformed short unit tokens. Our proposed
method simply keep the originally annotated POS
tag of the long token for the transformed short u-
nit tokens, it works well in most cases. However,
there are also some exceptions. For example, there
is a long token “«���(test subject)” in the an-
notated training data, and a lexicon “��(test)”
extracted from the parallel training corpus, so the
long token is split into “«(be)”, “��(test)” and
“�(person)”. As the POS tag for the original long
token is NN, the POS tags for the transformed
short unit tokens are all assigned to NN, which is
undesirable for “«(be)”. The correct POS tag for
“«(be)” should be LB. We think a external dictio-
nary would be helpful to solve this problem. Fur-
thermore, the transformed short unit tokens may
have more than one possible POS tags. All these
problems are future work of this study.

5 Related Work

Exploiting lexicons from external resources (Peng
et al., 2004; Chang et al., 2008) is a way to deal
with the unknown word problem. However, the
external lexicons may not be very efficient for a

specific domain. Some studies (Xu et al., 2004;
Ma and Way, 2009) used a method of learning
a domain specific dictionary from the character-
based alignment results of a parallel training cor-
pus, which separate every Chinese character, and
consider consecutive Chinese characters as a lex-
icon in n-to-1 alignment results. Our proposed
method differs from previous studies, we obtain a
domain specific dictionary by extracting Chinese
lexicons directly from a segmented parallel train-
ing corpus, making word alignment is unnecessary.

The goal of our proposed short unit transforma-
tion method is to make the segmentation results of
Chinese and Japanese a 1-to-1 mapping, which can
improve alignment accuracy and MT performance.
Bai et al. (2008) proposed a method of learning
affix rules from a aligned Chinese-English bilin-
gual terminology bank to adjust Chinese word seg-
mentation in the parallel corpus directly aiming to
achieve the same goal. Our proposed method does
not adjust Chinese word segmentation directly. In-
stead, we utilize the extracted Chinese lexicons to
transform the annotated training data of a Chinese
segmenter into short unit standard, and do segmen-
tation using the retrained Chinese segmenter.

Wang et al. (2010) also proposed a short unit
transformation method. The proposed method is
based on transfer rules and a transfer database. The
transfer rules are extracted from alignment result-
s of annotated Chinese and segmented Japanese
training data. The transfer database is construct-
ed using external lexicons, and is manually modi-
fied. Our proposed method learns transfer knowl-
edge based on common Chinese characters. More-
over, we do not use external lexicons, and manual
work is not needed.

6 Conclusions

In this paper, we pointed out two main problems in
Chinese word segmentation for Chinese-Japanese
MT, namely unknown words and word segmenta-
tion granularity. To solve the problems, we pro-
posed an approach of exploiting common Chinese
characters shared in Chinese and Japanese. Com-
mon Chinese characters have been successfully ex-
ploited in many Chinese-Japanese NLP tasks, we
exploited them in Chinese word segmentation op-
timization for MT in this study. Experimental re-
sults of Chinese-Japanese MT on a phrase-based
SMT system indicated that our approach can im-
prove MT performance significantly.
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However, there are still some problems in our
proposed short unit transformation method. We
plan to solve these problems to further improve
MT performance. Furthermore, we only evaluated
our proposed approach on a parallel corpus from
abstract paper domain, where Chinese character-
s are more frequently used than general domains
in Japanese. In the future, we plan to evaluate the
proposed approach on parallel corpus of other do-
mains.

References
Bai, Ming-Hong, Keh-Jiann Chen, and Jason S.Chang.

2008. Improving word alignment by adjusting chi-
nese word segmentation. In Proceedings of the Third
International Joint Conference on Natural Language
Processing, pages 249–256, Hyderabad, India, Jan-
uary. Association for Computational Linguistics.

Chang, Pi-Chuan, Michel Galley, and Christopher D.
Manning. 2008. Optimizing Chinese word segmen-
tation for machine translation performance. In Pro-
ceedings of the Third Workshop on Statistical Ma-
chine Translation, pages 224–232, Columbus, Ohio,
June. Association for Computational Linguistics.

Chu, Chenhui, Toshiaki Nakazawa, and Sadao Kuro-
hashi. 2011. Japanese-chinese phrase alignment us-
ing common chinese characters information. In Pro-
ceedings of MT Summit XIII, pages 475–482, Xia-
men, China, September.

Collins, Michael. 2002. Discriminative training meth-
ods for hidden markov models: Theory and experi-
ments with perceptron algorithms. In Proceedings of
the 2002 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1–8. Association for
Computational Linguistics, July.

Goh, Chooi-Ling, Masayuki Asahara, and Yuji Mat-
sumoto. 2005. Building a Japanese-Chinese dictio-
nary using kanji/hanzi conversion. In Proceedings of
the International Joint Conference on Natural Lan-
guage Processing, pages 670–681.

Koehn, Philipp, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertol-
di, Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondrej Bojar, Alexan-
dra Constantin, and Evan Herbst. 2007. Moses:
Open source toolkit for statistical machine transla-
tion. In Proceedings of the 45th Annual Meeting of
the Association for Computational Linguistics Com-
panion Volume Proceedings of the Demo and Poster
Sessions, pages 177–180, Prague, Czech Republic,
June. Association for Computational Linguistics.

Kudo, Taku, Kaoru Yamamoto, and Yuji Matsumo-
to. 2004. Applying conditional random fields to
japanese morphological analysis. In Lin, Dekang
and Dekai Wu, editors, Proceedings of EMNLP

2004, pages 230–237, Barcelona, Spain, July. Asso-
ciation for Computational Linguistics.

Kurohashi, Sadao, Toshihisa Nakamura, Yuji Mat-
sumoto, and Makoto Nagao. 1994. Improvements of
Japanese morphological analyzer JUMAN. In Pro-
ceedings of the International Workshop on Sharable
Natural Language, pages 22–28.

Low, Jin Kiat, Hwee Tou Ng, and Wenyuan Guo. 2005.
A maximum entropy approach to chinese word seg-
mentation. In Proceedings of the 4th SIGHAN Work-
shop on Chinese Language Processing (SIGHAN05),
pages 161–164.

Ma, Yanjun and Andy Way. 2009. Bilingually motivat-
ed domain-adapted word segmentation for statistical
machine translation. In Proceedings of the 12th Con-
ference of the European Chapter of the ACL (EACL
2009), pages 549–557, Athens, Greece, March. As-
sociation for Computational Linguistics.

Peng, Fuchun, Fangfang Feng, and Andrew McCallum.
2004. Chinese segmentation and new word detection
using conditional random fields. In Proceedings of
Coling 2004, pages 562–568, Geneva, Switzerland,
Aug 23–Aug 27. COLING.

Tan, Chew Lim and Makoto Nagao. 1995. Automatic
alignment of Japanese-Chinese bilingual texts. IE-
ICE Transactions on Information and Systems, E78-
D(1):68–76.

Wang, Yiou, Kiyotaka Uchimoto, Junichi Kazama,
Canasai Kruengkrai, and Kentaro Torisawa. 2010.
Adapting chinese word segmentation for machine
translation based on short units. In Proceedings of
the Seventh conference on International Language
Resources and Evaluation (LREC’10), Valletta, Mal-
ta, may.

Wang, Yiou, Jun’ichi Kazama, Yoshimasa Tsuruoka,
Wenliang Chen, Yujie Zhang, and Kentaro Tori-
sawa. 2011. Improving chinese word segmentation
and pos tagging with semi-supervised methods using
large auto-analyzed data. In Proceedings of 5th In-
ternational Joint Conference on Natural Language
Processing, pages 309–317, Chiang Mai, Thailand,
November. Asian Federation of Natural Language
Processing.

Xia, Fei, Martha Palmerand Nianwen Xue, Mary Ellen
Okurowski, John Kovarik, Fu dong Chiou, and
Shizhe Huang. 2000. Developing guidelines and
ensuring consistency for chinese text annotation. In
Proceedings of the 2nd International Conference
on Language Resources and Evaluation, Athens,
Greece.

Xu, Jia, Richard Zens, and Hermann Ney. 2004. Do we
need chinese word segmentation for statistical ma-
chine translation? In Streiter, Oliver and Qin Lu,
editors, ACL SIGHAN Workshop 2004, pages 122–
128, Barcelona, Spain, July. Association for Compu-
tational Linguistics.

42



Hebrew Morphological Preprocessing for Statistical Machine Translation

Nimesh Singh and Nizar Habash
Center for Computational Learning Systems

Columbia University
nks2118@columbia.edu

habash@ccls.columbia.edu

Abstract

This paper presents a range of preprocess-
ing solutions for Hebrew-English statisti-
cal machine translation. Our best system,
using a morphological analyzer, increases
3.5 BLEU points over a no-tokenization
baseline on a blind test set. The next best
system uses Morfessor, an unsupervised
morphological segmenter, and obtains al-
most 3.0 BLEU points over the baseline.

1 Introduction

Much research in statistical machine translation
(SMT) has shown the importance of morpholog-
ical preprocessing (aka, tokenization, segmenta-
tion) on translation quality. The common wisdom
in the field is that such preprocessing helps, es-
pecially for morphologically rich languages, such
as Arabic, Spanish or Finnish, because it reduces
model sparsity and increases source-target sym-
metry (particularly when the target is morpholog-
ically poor, as in English). However, the value
of preprocessing generally decreases with added
training data, and is highly dependent on the lan-
guage pair and particular preprocessing approach
(Popović and Ney, 2004; Lee, 2004; Goldwater
and McClosky, 2005; Habash and Sadat, 2006;
Fishel and Kirik, 2010; Al-Haj and Lavie, 2012).

In this paper, we present results from a set of
experiments to determine an optimal preprocess-
ing method for Hebrew-English SMT, a language
pair with limited previously published work (Lavie
et al., 2004; Lembersky et al., 2011). We report on
three types of preprocessing techniques using de-
terministic regular-expressions, unsupervised mor-
phology learning, and morphological analysis and

c© 2012 European Association for Machine Translation.

disambiguation. Our results show that using a mor-
phological analyzer helps translation quality the
most, followed by using an unsupervised morpho-
logical segmenter.

The paper is structured as follows: Section 2
presents relevant related work. Section 3 discusses
the linguistic challenges of translating Hebrew to
English. Section 4 describes the different pre-
processing techniques we study. And Section 5
presents our evaluation results.

2 Related Work

A wide range of preprocessing techniques have
been studied for a variety of language pairs requir-
ing different treatments. Nießen and Ney (2004)
studied the impact of various types of morpho-
syntactic restructuring on German-English SMT
and Popović and Ney (2004) studied the effect of
splitting words into stems and suffixes on SMT
into English from Spanish, Catalan and Serbian.
Their results show significant error reduction when
stemming is used. Koehn and Knight (2003) com-
pared different methods for compound splitting
when translating from German to English. All
of their methods improve SMT quality over a no-
splitting baseline; however, the methods with the
highest accuracy are not the best SMT performers.
Lee (2004) investigated the use of automatic align-
ment of POS tagged English and affix-stem seg-
mented Arabic to determine whether affixes should
be kept separate, deleted or reattached to stems.
Her results show that morphological preprocess-
ing helps, but only for the smaller corpora sizes
she investigated. As size increases, the benefits di-
minish. Goldwater and McClosky (2005) showed
that incorporating various methods for specifying
morphological information in Czech-English SMT
(e.g., lemmatization and different styles of seg-

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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mentation) improves translation quality especially
when the different methods are combined. Habash
and Sadat (2006) compared a variety of what they
called tokenization schemes and techniques for
Arabic-English SMT. Their work and that of Lee
(2004) are especially relevant since Arabic is a
Semitic language like Hebrew. This paper is clos-
est in its approach to Habash and Sadat (2006).
We refer to their work further below. We do not
discuss efforts on translation into morphologically
rich languages although similar approaches have
been investigated (El Kholy and Habash, 2012a;
Al-Haj and Lavie, 2012)

As for the use of unsupervised morphology in
SMT, Virpioja et al. (2007) and Fishel and Kirik
(2010) presented some experiments with mixed re-
sults. They suggested that language pairs different
from those they studied (Danish-Finnish-Swedish
and Estonian-English, respectively), may benefit
from unsupervised morphology. Snyder and Barzi-
lay (2008) presented results on learning Hebrew
morphology using parallel and monolingual re-
sources.

Until recently, there has not been much paral-
lel Hebrew-English data (Tsvetkov and Wintner,
2010), and consequently little work on Hebrew-
English SMT. Lavie et al. (2004) built a transfer-
based translation system for Hebrew-English and
so did Shilon et al. (2012) for translation between
Hebrew and Arabic. Lembersky et al. (2011),
using the above-mentioned parallel corpus, com-
pared the behavior of different SMT systems using
training data sets that vary in reference translation
directionality.

To our knowledge this is the first study compar-
ing different tokenization techniques for Hebrew-
English SMT. We successfully show that unsuper-
vised morphology segmentation helps for Hebrew-
English SMT, but a more linguistically sophisti-
cated system with a morphological analyzer does
best.

3 Hebrew in the Context of SMT

We present in this section some relevant Hebrew
linguistic facts. This is followed by an analysis
of out-of-vocabulary errors in the baseline system
described in Section 5.

3.1 Hebrew Linguistic Facts

Hebrew poses computational processing chal-
lenges typical of Semitic languages such as Ara-

bic (Itai and Wintner, 2008; Shilon et al., 2012;
Habash, 2010). Similar to Arabic, Hebrew or-
thography uses optional diacritics and its morphol-
ogy uses both root-pattern and affixational mecha-
nisms. Hebrew inflects for gender, number, per-
son, state, tense and definiteness. Furthermore,
Hebrew has a set of attachable clitics that are typ-
ically separate words in English, e.g., conjunc-
tions (such as ו!+ w+ ‘and’),1 prepositions (such as
ב!+ b+ ‘in’), the definite article ה!+) h+ ‘the’), or
pronouns (such as !Mה+ +hm ‘their’). These issues
contribute to a high degree of ambiguity that is a
challenge to translation from Hebrew to English or
to any other language. Some of these clitics un-
dergo morphotactic transformations that only add
to the words’ ambiguity. For example, the se-
quence of the preposition + article ב!+ה!+ b+h+ ‘in
the’ results in the deletion of the letter for the arti-
cle: ב!+ b+ ‘in the’. This makes the string ב!+ b+
ambiguous as ‘in a’ or ‘in the’.2

The different clitics appear in a generally strict
order around the base word:

conjunction
relativizer

preposition
definite article

base word
pronominal clitic.

The definite article and the pronominal clitics do
not co-occur. The conjunction ו!+ w+ ‘and’ and
relativizer ש!+ š+ ‘that/who’ can appear with all
parts-of-speech (nouns, verbs, prepositions, pro-
nouns, etc.). Prepositions are mostly nominal and
the definite article is strictly nominal.3 Pronomi-
nal clitics can attach to nouns and prepositions and
infrequently to verbs (archaic).4 For example, the
word בשורה! bšwrh has the following possible nom-
inal analyses among others: בשורה! bšwrh ‘gospel’,
ב!+שורה! b+šwrh ‘in+(a/the) line’, and ב!+שור!+ה!
b+šwr+h ‘in her bull [lit. in+bull+her]’.
1The following Hebrew 1-to-1 transliteration is used (in He-
brew lexicographic order): abgdhwzxTiklmns‘pcqršt. All ex-
amples are undiacritized and final forms are not distinguished
from non-final forms.
2The deleted article survives as a vowel which is written as an
optional diacritic.
3Infinitive verbs in Hebrew have a prefix ל!+ l+ that can be
considered a verbal particle ‘to’.
4Hebrew has an interrogative particle proclitic ה!+ h+ ‘is it true
that ...?’ that is now archaic. The subordinating conjunction
proclitic כש!+ kš+ ‘as, when’ can also attach to most words.
Some prepositions can violate the order described above when
they appear before the relativizer ש!+ š+, e.g., מ|!+ש!+ m+š+
‘from that’. We do not handle these cases in our regular ex-
pression methods.
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In this paper, we focus on the question of
morphological segmentation of clitics in Hebrew
words to make them easier to translate into En-
glish. We do not investigate deeper models of
morphology that target lemmatization or inflec-
tional features such as gender, number, and tense
(El Kholy and Habash, 2012b).

3.2 Hebrew Out-of-Vocabulary Errors

The Out-of-Vocabulary (OOV) rate in our baseline
development set is rather high: 7.0% of all tokens
and almost 18% of all types. This is primarily
due to the limited size of the parallel text we have
access to (Tsvetkov and Wintner, 2010). The re-
source limitation is a good reason to consider mor-
phological preprocessing given insights from pre-
vious published work (Lee, 2004; Habash and Sa-
dat, 2006). We analyzed 10% of all the OOVs, a
total of 80 cases from 40 sentences. Verbs are the
most frequent part-of-speech (43%) followed by
nouns (31%), adjectives (21%) and proper nouns
(5%). The definite article ה!+ h+ appears in one-
quarter of all cases, and the conjunction ו!+ w+
‘and’ in one-fifth. Various prepositional clitics ap-
pear a total of 20% and the relativizer ש!+ š+ oc-
curs in one-tenth of all cases. Only one case of
a pronominal enclitic was in the sample studied
(1.25%). About two-fifths of all cases do not in-
volve any attached clitics (39%), almost one-half
have one clitic (47%) and less than one-seventh
have two (14%). About 60% of these cases can
be potentially addressed by clitic tokenization.

4 Hebrew Preprocessing Techniques

We consider three preprocessing techniques:
regular-expressions, unsupervised morphology
learning (Creutz and Lagus, 2007), and morpho-
logical analysis and disambiguation (Adler, 2009).

4.1 Regular Expression Segmentation

In the first technique, we use simple regular ex-
pressions that deterministically segment the He-
brew word. We define four levels of segmenta-
tion schemes which we call S1, S2, S3, and S4.
S1 splits off the conjunction ו!+ w+ ‘and’ and the
relativizer ש!+ š+ ‘that/who’. S2 includes S1, and
additionally splits off the preposition clitics ב!+ b+
‘in/on’, כ|!+ k+ ‘like/as’, ל!+ l+ ‘to/for’, and מ|!+ m+
‘from’. S3 includes S2, and additionally splits off
ה!+ h+ ‘the’. Finally, S4 includes S3, and addi-
tionally splits off pronominal enclitics (unless the

definite article is present). The relative order of
the these components, which is discussed in Sec-
tion 3, is strictly preserved. The clitics’ order and
form are the only linguistic information utilized
in this technique. These segmentation schemes
are comparable to the tokenization schemes used
by Habash and Sadat (2006) for Arabic: S1≈D1,
S2≈D2, and S4≈D3. S3 is in between D2 and
D3. To distinguish between schemes and tech-
niques, we use REGEX-scheme to designate the
regular expression techniques, e.g., REGEX-S1 is
the regular expression technique targeting the S1
scheme.

The regular expressions directly apply these
rules using no word-context information. As a re-
sult, this technique is very fast and is likely to make
a lot of errors. Since the phrase-based SMT ap-
proach is robust to such segmentation errors (to a
limit), we still expect this technique to help over
the baseline.

4.2 Morfessor: Unsupervised Morphology

In the second technique, we use Morfessor
(MORF), a state-of-the-art tool for unsupervised
segmentation of words into morphemes (Creutz
and Lagus, 2007). It is language independent, i.e.,
uses no linguistic knowledge. Instead, it creates
a lexicon of morphs, such that the lexicon is both
concise and can be used to build any word in the
input. The conciseness is measured by combin-
ing a cost of the text based on its probability when
represented by the morphemes in the lexicon with
a cost based on the size of the lexicon. MORF then
searches the space of segmentations to minimize
that cost. It can be used in one of two modes, ei-
ther learning a model directly from the input it is
segmenting, or learning a model from one training
set, and applying that segmentation model to an in-
dependent input set. In our experiment, we trained
MORF on the word list of the combined training
and tuning data sets, then applied that model to
each data set, training, tuning, development, and
test, in the second mode. We did not use additional
monolingual data for training MORF in this paper
although this is an interesting idea to study in the
future. MORF is fairly quick, but slower than reg-
ular expressions. Similar to regular expressions,
MORF does not use word-context, i.e., the segmen-
tation is deterministic once a model is built. Fur-
thermore, the produced segmentation is not guar-
anteed to be a well-defined tokenization scheme or
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Base Gloss REGEX-S1 REGEX-S2 REGEX-S3 REGEX-S4 MORF HTAG

להבדיל! to distinguish להבדיל! ל+הבדיל! ל+ה+בדיל! ל+ה+בדיל! להבדיל! להבדיל!
3 lhbdyl 3 lhbdyl l+hbdyl l+h+bdyl l+h+bdyl 3 lhbdyl 3 lhbdyl

שליט! ruler ש+ליט! ש+ל+יט! ש+ל+יט! ש+ל+יט! שליט! שליט!
3 šlyT š+lyT š+l+yT š+l+yT š+l+yT 3 šlyT 3 šlyT
!Mהשלו the peace !Mהשלו !Mהשלו !Mה+שלו !Mה+שלו !Mה+שלו !Mה+שלו
hšlwm hšlwm hšlwm 3 h+šlwm 3 h+šlwm 3 h+šlwm 3 h+šlwm
!Mלהלאי to nationalize !Mלהלאי !Mל+הלאי !Mל+ה+לאי !Mל+ה+לאי !Mל+ה+לא+י !Mלהלאי

3 lhlaym 3 lhlaym l+hlaym l+h+laym l+h+laym l+h+la+ym 3 lhlaym
לאור! in light of לאור! ל+אור! ל+אור! ל+אור! לאור! ל+אור!
lawr lawr 3 l+awr 3 l+awr 3 l+awr lawr 3 l+awr

Table 1: Word Segmentation Examples. Linguistically valid segmentations that are consistent with the
gloss are marked with 3.

Token Similarity Accuracy
Increase to Baseline Gold-S4 Gold (Scheme)

REGEX-S1 113% 87.4% 70.1% 99.7% (S1)
REGEX-S2 141% 62.2% 65.3% 79.1% (S2)
REGEX-S3 163% 46.3% 68.2% 70.6% (S3)
REGEX-S4 190% 33.8% 54.5%

MORF 124% 81.6% 72.9%
HTAG 130% 71.8% 94.0%

Gold-S4 136% 68.4%

Table 2: Tokenization system statistics.

to be linguistically correct. These are clearly im-
portant limitations given what we know about He-
brew morphology.

4.3 Hebrew Morphological Analysis and
Disambiguation

In the third technique, we use a Hebrew morpho-
logical tagger (HTAG) (Adler, 2009). The tag-
ger uses a morphological analysis component (or
dictionary) together with a disambiguation com-
ponent trained in an unsupervised manner. The
tokenization produced by this tool resembles the
S4 scheme discussed above but is context sen-
sitive. This technique is the most linguistically
rich of the three techniques used. This results in
the most accurate segmentation of words into true
morphemes; however, it is the slowest of all the
methods. We do not experiment with variations
of the schemes based on the tagger’s choices as
Habash and Sadat (2006) did for Arabic.

4.4 Comparing the Techniques

Table 1 presents some examples of the output
of different techniques from our development set.

Linguistically correct (at least with regards to the
chosen glosses) are indicated.

Table 2 presents three comparison angles con-
trasting the different techniques presented above.
All statistics are computed over a 50-sentence sam-
ple consisting of 600 hand-annotated (gold ref-
erence) words from the development set. The
gold annotations are in a linguistically correct S4
scheme (the maximally verbose scheme). The first
column, labeled Token Increase, shows the ratio
of the number of tokens in a particular scheme to
the corresponding number in the baseline system
(no tokenization). As expected, the ratio increases
as the number of segmentation decisions increases,
with REGEX-S4 having the highest ratio. MORF

and HTAG have similar numbers and are in be-
tween REGEX-S1 and REGEX-S2. The general
trends in the full development set are consistent
with the studied sample except that the ratios are
around 4% lower on average.

The second column presents similarity to the
no-tokenization baseline, or in other words, the
percentage of unchanged words in the input.
As expected REGEX-S1 and REGEX-S4 are the
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least and most aggressive techniques, respectively.
MORF is not as aggressive as HTAG.

The last two columns list the accuracy of the to-
kenization techniques against the gold annotation
in S4 scheme as well as against a matching scheme
converted from the human annotation to match the
appropriate less verbose schemes (S1, S2 and S3).
REGEX-S1 is highly accurate (99.7%) in its lim-
ited decisions. But HTAG has the best accuracy on
the most verbose scheme (S4). The worst accu-
racy is for REGEX-S4. It is hard to judge MORF

since it is not necessarily intended to match an S4
scheme, but we provide the number for compari-
son reasons. In close inspection, MORF seems to
make odd decisions: in ≈82% of the time, no tok-
enization is made, but in the other 18% very wild
and excessive decisions take place.

5 Evaluation

5.1 Experimental Settings

We test a total of six systems (REGEX-S1,
REGEX-S2, REGEX-S3, REGEX-S4, MORF,
HTAG), as well as a no-tokenization baseline. For
all of the systems, our data is a Hebrew-English
sentence-aligned corpus produced by Tsvetkov
and Wintner (2010). We split the data into train-
ing, tuning, development, and test sets. The train-
ing and tuning data sets are used for training and
tuning the translation models. Experiments were
initially run on the development data set, and fi-
nally run on the test data set when all settings and
schemes were finalized. Table 3 presents the data
subset details.

In the baseline, the Hebrew data is tokenized
just to split punctuation. English data is white-
space/punctuation tokenized and lowercased. The
English MT output is true-cased using the recaser
tool that is part of the Moses toolkit (Koehn et al.,
2007). The recaser is trained on the English side of
the training and tuning sets. For the baseline and
all of the experiments, the preprocessing is applied
to all data sets - training, tuning, development, and
test. After preprocessing, but before training, we
filter down to sentences of 100 tokens or less in
length. As a result, with more tokenization, there
are fewer eligible sentences. The difference is mi-
nor, however. We train the translation models and
decode with the Moses toolkit (Koehn et al., 2007).
We used two English language models, held con-
stant across all experiments: a trigram language
model from the English side of the training data

and a large 5-gram language model that preexisted
this effort from English Gigaword (Graff and Cieri,
2003). Feature weights are tuned to maximize
BLEU (Papineni et al., 2002) using Minimum Er-
ror Rate Training (Och, 2003) for each system sep-
arately.

5.2 Results and Discussion

The results are summarized in Table 4. Results
are presented in terms of BLEU (Papineni et al.,
2002), NIST (Doddington, 2002) and METEOR
(Banerjee and Lavie, 2005).5

There is a general trend of improvement in
BLEU score going down the table. Each subse-
quent experiment does better than the last in both
the development and test data sets, with the excep-
tions of REGEX-S3 and REGEX-S4 as compared
to REGEX-S2. This is a similar trend to Arabic
(Habash and Sadat, 2006). Morphological analysis
has a clear impact on translation quality, with both
MORF and HTAG scoring higher than the regular
expression systems. HTAG also is consistently the
best performer in terms of all studied metrics. All
differences in BLEU and NIST scores between all
systems and the baseline and between MORF and
HTAG are statistically significant above the 95%
level. The differences between MORF and HTAG

and each of REGEX-S1 through REGEX-S4 are
also significant. Statistical significance is com-
puted using paired bootstrap resampling with 1000
samples (Koehn, 2004).

The METEOR results support HTAG being the
best system; however, the METEOR difference be-
tween HTAG and MORF is much bigger than in
BLEU; and MORF is not consistently ranked sec-
ond best.

It’s notable that although MORF has no Hebrew-
specific linguistic knowledge behind it, it is com-
petitive with the REGEX techniques. This seems
to show that linguistic information may not be suf-
ficient to make a non-sophisticated technique per-
form well, and that unsupervised segmentation can
go quite far.

Loosely, OOV levels drop as scores improve,
but there are a few exceptions. REGEX-S4 has
a lower OOV level than the other regular expres-
sion experiments, but its performance varies. A
particularly notable exception is HTAG compared
to MORF, where MORF has a significantly lower

5We used METEOR v1.2 with HTER task mode (Denkowski
and Lavie, 2010).
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Data Set Sentences Tokens Types Token OOV Type OOV
Training 64,155 853,827 83,606
Tuning 500 7,299 3,762 683 (9.4%) 677 (18.0%)

Development 1,000 11,405 4,386 798 (7.0%) 786 (17.9%)
Test 1,000 14,354 6,249 1311 (9.1%) 1288 (20.6%)

Table 3: Data set statistics.

Development Test
BLEU % NIST METEOR OOV BLEU % NIST METEOR OOV

Base 20.96 5.3015 42.99 798 19.31 5.4951 44.36 1311
REGEX-S1 21.54 5.3805 44.61 587 20.39 5.6468 45.46 985
REGEX-S2 22.21 5.4491 43.26 401 21.69 5.8082 46.50 671
REGEX-S3 22.38 5.5365 44.33 318 21.61 5.8761 46.60 567
REGEX-S4 21.24 5.4021 42.22 273 21.07 5.8067 46.03 461
MORF 23.06 5.5590 43.16 28 22.25 5.9751 46.53 48
HTAG 23.09 5.6317 44.87 349 22.79 6.1033 48.20 556
COMBO1 22.69 5.5612 43.47 44 22.72 6.0381 47.20 74
COMBO2 22.68 5.5458 43.78 159 22.69 6.0275 47.17 250

Table 4: Results on development and test sets in multiple MT evaluation metrics. OOVs are presented in
absolute (not percentage) counts.

Hebrew מעמדו!. את ויחזק הזה מהשפע ייהנה החמאס
Reference Hamas will benefit from this bonanza.
Base Hamas ייהנה! this מהשפע! ויחזק! his status.
S1 Hamas ייהנה! מהשפע! and will the status.
S2 Hamas will benefit from abundance this will his status.
S3 Hamas will benefit from abundance and adds the status.
S4 Hamas will this affect this abundance standing and adds.
MORF Hamas will be here what plenty and he adds the status.
HTAG Hamas will benefit from abundance and will his status.
Hebrew בחדר!. ופלאטה Mקומקו לנו יש
Reference We have an electric kettle and a hotplate in our room.
Base We have brought ופלאטה! in the room.
S1 We have !Mקומקו and פלאטה! in the room.
S2 We have !Mקומקו and פלאטה! in the room.
S3 We’ve got !Mקומקו and פלאטה! in the room.
S4 We have kettle and ופלאט! room.
MORF We’ve got a complete wonder anywhere.
HTAG We’ve got kettle and פלאטה! in the room.

Table 5: Translation examples.
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OOV level, but also lower scores. By looking at
the data, it is very clear that MORF’s aggressive
segmentation is behind the low OOV level, while
it seems that HTAG always does the correct level
of segmentation. Because of this, MORF’s lower
OOV level does not necessarily seem to contribute
to better MT quality.

The example translations in Table 5 demonstrate
some of these points. In the first example, OOV
words are a major problem for the baseline sys-
tem. By REGEX-S2, OOV is no longer a problem.
Systems that segment more begin to produce more
extraneous words. Finally, HTAG, instead of over-
segmenting, produces the same output as REGEX-
S2. In the second example, much more segmenta-
tion is required to deal with the OOV words. Once
again, HTAG closely matches the REGEX-based
system with the best output, and manages to suc-
cessfully translate one of the OOV words. On the
other hand, MORF shows its overaggressive seg-
mentation, as it eliminates OOV words, but comes
up with completely unrelated words instead.

Preliminary Combination Experiments In a
preliminary combination experiment, we consid-
ered two simple ideas to combine the power of
HTAG with other systems. First, for every sentence
in the output of HTAG, if the sentence has an OOV,
and MORF does not, we replace the HTAG output
with the MORF output (COMBO1 in Table 4). Note
that if a MORF sentence has even one OOV word,
the corresponding HTAG sentence would not be re-
placed, even if it had several OOV words. Sec-
ond, we retranslate the HTAG sentence after we re-
place each HTAG OOV with a tokenization from
one of the other systems that makes the OOV in-
vocabulary in HTAG (COMBO2 in Table 4). This
is done with a preference for the most conser-
vative REGEX-S1 down to the least conservative
REGEX-S4 and then backing off to MORF. A re-
placement would not happen if either no method
had a tokenization, or the tokenization didn’t pro-
duce tokens in the phrase table for HTAG. This
second scenario was especially likely for MORF

tokenizations. The results are not promising, scor-
ing lower than HTAG. These experiments suggest
that the OOVs that are unhandled are very hard
to address without additional data or more inten-
sive language-specific OOV handling approaches
(Habash, 2008). More sophisticated approaches
to MT combination can be explored in the future
(Rosti et al., 2007).

6 Conclusions and Future Work

We explored a range of preprocessing solutions for
Hebrew-English SMT. Our best system, using a
morphological analyzer and tagger, increases 3.5
BLEU points over a no-tokenization baseline on
a blind test set. The next best result we got (as
measured by BLEU) uses Morfessor, an unsuper-
vised morphological segmenter. In the future, we
plan to explore combinations of the different tok-
enization schemes, both pre- and post-translation,
perhaps using lattices (Dyer et al., 2008). We also
plan to consider Hebrew-specific OOV solutions
similar to work by Habash (2008) on Arabic.
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Abstract 

We report the early stages of an indus-

trial-academic collaboration to build 

translation awareness within a global 

Japanese company where non-
professional authors are called upon to 

write ‘global job manuals’ for internal 

dissemination. Following an analysis of 
current practice, we devised a document 

template and simple writing rules which 

we tested experimentally with two MT 
systems. Overall, native-speaker judges 

found that the quality of the Japanese was 

maintained or improved, while the im-

pact on the raw English translations var-
ied according to MT system. The case 

study has wider implications for the ac-

ceptance of structured authoring by non-
professional and occasional writers. 

1 Starting Points 

1.1 User profile and need 

Toyota Boshoku Corporation is a Japanese com-
pany with a global presence in the design and 

manufacturing of automobile components. Oper-

ating in around 90 companies worldwide, the 
group is aware that the use of Japanese will be-

come problematic as it further globalizes its op-

erations. The designation of English as the offi-

cial company language is under consideration. 
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Toyota Boshoku Corporation also has a dis-

tinctive ethos, which places high value on Corpo-

rate Social Responsibility, on building ties with 
local communities and on employee welfare. In 

day-to-day management it adheres at every level 

to the twin principles of kaizen (continuous im-
provement) and genchi-genbutsu, code of action 

based on establishing the root cause of problems. 

To promote on the job training and education, 

the company pairs new recruits with ‘workplace 
seniors’. As an extension of this concept, key 

staff in Japan are now being asked to capture 

their know-how in ‘global job manuals’ so that 
their expertise can be shared widely across the 

company network, within and outside Japan. 

This will entail translation, initially into English. 
The current project was set up to explore the 

use of MT as a cost-effective means of meeting 

this need. 

1.2 Writers and readers 

From an MT perspective, it is widely acknowl-
edged that the typological ‘distance’ between 

Japanese and English hampers the achievement 

of high-quality translation. A well-known way of 
mitigating this problem is the Controlled Lan-

guage (CL) approach. However, as Nyberg et al. 

(2003) stress, the main condition for the success-

ful implementation of CL is to employ trained, 
professional authors. The challenge of the current 

project is to promote consistency and clarity of 

writing by people who do not see themselves 
primarily as authors and who are called upon 

only occasionally to write for a readership be-

yond their immediate working environment. 
Thus, they bring no prior training to the task and 

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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cannot be expected to invest great effort in ex-

tending their language awareness. 
At the same time, their readers are ‘insiders’ 

with experience of the corporate culture and can 

be expected to tolerate some infelicity of expres-

sion provided the content is understandable. 
These constraints suggest that some form of 

‘CL-lite’ may be appropriate. But is it feasible? 

1.3 Document format and style 

We based our diagnosis of the current situation 
on three work manuals comprising 33, 20, and 53 

pages, or 177,742, 10,433, and 32,366 characters 

respectively. Using Systran 7 Premium we ma-
chine translated all three documents and had one 

post-edited by a professional translator. 

The documents were rendered in Excel, which 

is a format widely used in Japan in both the tech-
nical and administrative domains. As a result, 

many sentences were broken across two or more 

cells, which had a predictably negative impact on 
MT quality. Repairing the breaks improved raw 

translation quality but destroyed the layout of the 

exported document. A considerable proportion of 

the text was embedded in figures and other 
graphic objects, and much of this was not ex-

tracted by the Systran filters. Together, these two 

factors increased translation costs by an esti-
mated 20%. 

The documents were very heterogeneous in 

wording and style. MT output quality was corre-
spondingly patchy, even when we applied a user 

dictionary created from the glossary accompany-

ing the manual, augmented with terms identified 

by the translator. 

2 Proposed Remedies 

2.1 Word template 

With an ultimate goal of implementing some sort 

of XML format, such as DITA, we designed a 

MS Word template that organises information 

into concepts, tasks, reference, etc. It also re-
quires an explicit characterization of readers and 

their purpose in consulting the document, in or-

der to encourage a user-oriented mindset in the 
writer. 

As an incentive for the next set of authors to 

abandon Excel, we implemented a full stylesheet, 

and provided a simple tool for extracting candi-
date terms from the document and inserting them 

into a formatted glossary. 

2.2 Authoring guidelines 

Authors of the existing manuals received no 
guidance on writing style as such. We reviewed 

the relatively scarce work on CL in Japanese, 

which dates back to (Nagao and Tanaka, 1984), 

who describe a ‘machine-readable’ Japanese. 
Yoshida (1987) outlines a framework for design-

ing a ‘standardised’ Japanese for MT. Kaji 

(1999) offers a few Japanese examples. Sato et 
al. (2003) focus on interaction, while the efficacy 

of the rules proposed by Ogura et al. (2010) is 

not validated with empirical evidence. General 
technical and business writing guidebooks

1
 pro-

vided suggestions for some of the guidelines we 

formulated. Others were chosen to remedy 

known problems of Japanese to English MT. 
We ended up with the following 10 guidelines 

which we believed to be accessible and easy to 

implement. 

a. Do not use single-byte Katakana characters 

Katakana is the only one of the three writing 

systems of Japanese that can also be written in 
single byte, which can perturb tokenisation by 

MT systems. 

b. Do not use mathematical symbols in sen-

tences 

Symbols are often used in sentences to repre-

sent relations concisely. 

c. Do not use nakaguro (bullet) as a delimiter 

Nakaguro is often used to separate parallel list 

items in a sentence. MT systems can fail to dis-

tinguish parallel items (underlined) from the sur-

rounding text. 

会社のステージ・業績に応じた賃金、

賞与の水準 

d. Avoid using inappropriate Kanji characters 

This equates to spelling mistakes in English. 

e. Avoid creating long noun strings 

f. Do not use ‘perform’ to create a sa-verb 

Sa-verbs are widely used and are formed by 

adding a ‘do’ verb after a noun. Instead of using 

the simple する, writers commonly add ‘perform’ 

or ‘execute’ (行う／実行する). 

g. Avoid topicalisation 

                                                
1 日本語スタイルガイド 第 2版 (一般財団法人テクニカルコ

ミュニケーター協会編著), 説得できる文章・表現 200の鉄
則 (日経 BP社出版局) 

54



Japanese is a ‘topic-prominent’ language. 

Some MT systems fail to translate non-subject 
topics correctly when they are signalled by the 

default topic particle は. 

h. Do not connect sentences to make a long 

sentence 

i. Do not interrupt a sentence with a bulleted 

list 

j. Avoid listing numerous parallel items in a 
sentence; use a bulleted list instead 

3 Trial evaluation 

From the existing manuals we selected six sen-
tences violating each of the 10 rules and edited 

them according to the guidelines. We translated 

both versions with Excite
2
 and Google Translate

3
, 

‘off the shelf’. Native-speaker judges were re-

cruited within the company to evaluate both the 

Japanese and the English MT outputs. 

3.1 Questionnaire design and completion 

We wanted to establish whether the quality of the 
Japanese source text written according to the 

guidelines is as good as or better than that of the 

text written without guidelines. We also wanted 
to know whether one or both are acceptable or 

not. The 20 judges were shown a pair of ‘before’ 

and ‘after’ sentences at a time and asked to eval-

uate each of them on the four-point scale in Fig-
ure 1. (For convenience we provide the questions 

in English gloss.) 

 

The following two sentences convey the same 

content but are written using different words. 

Please evaluate the readability of each sentence. 

A  欠勤･早退･遅刻･離業など、業務に

従事していないときの賃金は、原則として

支払いません。 

B  欠勤･早退･遅刻･離業など、業務に

従事していないときは、原則として賃金を

支払いません。 

How readable is A? Tick the closest option: 

○ Easy ○ Fairly easy ○ Fairly difficult ○ Difficult 

How readable is B? Tick the closest option: 
○ Easy ○ Fairly easy ○ Fairly difficult ○ Difficult 

Figure 1. Question to judges of Japanese 

 

We surmised that showing two sentences at a 

time would lead the judges to focus on readabil-

                                                
2 http://www.excite.co.jp/world/ 
3 http://translate.google.com/ 

ity in terms of expression rather than content. 

Moreover, although the judges were not explic-
itly asked to compare the two and decide which 

was better, we thought that, if they perceived a 

difference in readability between the two texts, 

they might differentiate between them in their 
judgment. 

In evaluating the English translations we 

asked the judges to say whether they thought 
sentence A more readable than B, B more read-

able than A, or A and B equally readable. This 

decision was dictated by the small number of 
judges available (eight). 

The ordering of the ‘before’ and ‘after’ pairs 

was randomised for both languages. For the Eng-

lish translations, each judge saw (in random or-
der) an equal number of outputs from each MT 

system, and no judge saw translations by both 

systems of the same Japanese source pair. We 
obtained four judgments for each source and tar-

get pair. The questionnaires were answered 

online. 

3.2 Readability of the Japanese 

The questionnaire design enabled us to draw 
conclusions on both the relative and absolute 

readability of the Japanese text. 

Figure 2. Japanese readability gains 

 
In relative terms, Figure 2 shows that most of 

the guidelines achieved the objective of improv-

ing or at least maintaining the quality of the text, 
in so far as they were valued as Better or Same 

by at least two thirds of the judges. 

The exceptions were b (Avoid symbols) and g 

(Avoid topicalisation). Guideline c (Avoid 
nakaguro) also received a rather low evaluation, 

which suggests that the use of non-linguistic de-

vices to relate meaningful parts of a sentence 
promotes concision. The result for g was some-

what expected, since topicalisation does not usu-

ally compromise readability for humans and edit-
ing sentences to eliminate topicalisation can re-

sult in wordiness. 

The greatest positive impact on readability 

was registered by guidelines i (Do not interrupt 
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the sentence before bulleted lists) and j (Avoid 

listing parallel items in a sentence). 
To ground the absolute readability of the text, 

we converted the rating options to numbers as 

follows: ‘Easy to read’ = 4, ‘Fairly easy’ = 3, 

‘Fairly difficult’ = 2, ‘Difficult’ = 1. 
Table 1 compares the median values of the 

evaluation results for JAO (‘original’) and JAR 

(‘rewritten’). We see that overall readability for 
both JAO and JAR is rather good; there is no 

category whose median value is lower than 2. 

This is not surprising, however, since all sen-
tences have been written by a human. 

More important, there are no categories for 

which JAR received a lower score. This suggests 

that the guidelines we used for this experiment 
was generally successful in maintaining and even 

raising the quality of Japanese sentences. 

 

 JAO JAR EXC GOO 

a 3 4 0 1 

b 3 3 1 -4 

c 3 3 0 -1 
d 2.5 3 1 1 

e 3 4 -3 3 

f 3 3 3 -1 
g 3 3 -1 3 

h 3 3 -5 2 

i 2 4 5 2 
j 2 4 2 -2 

Table 1. Readability and translation quality 

3.3 Translation quality of the English 

The last two columns of Table 1 give the net sum 

of the judgments comparing ENO/ENR-Excite 
and ENO/ENR-Google, respectively, in the range 

+12 to -12. It appears that only with rules d and i 

do all three indicators improve. Hartley et al. 

(2012) discuss the conflicting impacts of the 
rules on Excite (RBMT) and Google (SMT). 

Note that these are relative changes in the per-

formance of the same system given modified 
inputs. Limitations on the availability of compe-

tent judges prevented us from grounding the 

judgments in terms of the acceptability of the 
sentences, as we did with the Japanese input. 

4 Conclusions 

The fact that we are dealing with non-
professional and possibly reluctant writers is a 

big factor. We have emphasized readability of 

the Japanese since, if it is perceived to suffer, 
authors will be likely to simply reject the guide-

lines. But the fact that simple rules did consis-

tently maintain or improve readability may moti-

vate the writers to use them, even if only two 
rules also consistently raise MT quality. 

Some 90 authors are creating global job man-

uals by a June 2012 deadline. Although use of 

the template is not mandatory, a majority are ex-
pected to use it. 

The next step is to translate the manuals and 

establish, with Toyota Boshoku staff, the neces-
sary quality benchmark for post-editing. This 

may be attainable using either Japanese transla-

tors without English native review or by Toyota 
Boshoku staff outside Japan who are not profes-

sional translators. We will also investigate how 

closely the authors adhered to the guidelines. 
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Abstract

This paper presents a novel efficiency-
based evaluation of sentence and word
aligners. This assessment is critical in or-
der to make a reliable use in industrial sce-
narios. The evaluation shows that the re-
sources required by aligners differ rather
broadly. Subsequently, we establish lim-
itation mechanisms on a set of aligners
deployed as web services. These results,
paired with the quality expected from the
aligners, allow providers to choose the
most appropriate aligner according to the
task at hand.

1 Introduction

Aligners refer in this paper to tools that, given a
bilingual corpus, identify corresponding pairs of
linguistic items, be they sentences (sentence align-
ers) or words (word aligners). Alignment is a key
component in corpus-based multilingual applica-
tions. First, alignment is one of the most time-
consuming tasks in building Machine Translation
(MT) systems. In terms of quality, good align-
ment is decisive for the final quality of the MT
system; bad alignment decreases MT quality and
inflates the phrase table with spurious translations
with very low probabilities, which reduces system
performance. Finally, for terminology acquisition,
the choice of a good aligner determines whether
the results of a term extraction tool are usable or
not; alignment quality on phrase level differs from
∗We would like to thank Daniel Varga and Adrien Lardilleux
for their feedback on Hunalign and Anymalign, respectively.
We would like to thank Joachim Wagner for his help on using
the cluster. This research has been partially funded by the EU
project PANACEA (7FP-ITC-248064).
∗c© 2012 European Association for Machine Translation.

less than 5% (usable) to more than 40% (unusable)
error rate (Aleksic and Thurmair, 2012).

The performance of aligners is commonly eval-
uated extrinsically, i.e. by measuring their im-
pact in the result obtained by a MT system that
uses the aligned corpus (Abdul-Rauf et al., 2010;
Lardilleux and Lepage, 2009; Haghighi et al.,
2009). Intrinsic evaluations have also been car-
ried out, mainly by measuring the Alignment Error
Rate (AER), precision and recall (von Waldenfels,
2006; Varga et al., 2005; Moore, 2002; Haghighi
et al., 2009). Intrinsic evaluation is less popular
due to two reasons (Fraser and Marcu, 2007): (i)
it requires a gold standard and (ii) the correlation
between AER and MT quality is very low. Both
types of evaluation have, however, a common as-
pect; they focus on measuring the quality of the
output produced by aligners. Conversely, seldom
if at all has it been considered to assess the ef-
ficiency of aligners, i.e. to measure the compu-
tational resources consumed (e.g. execution time,
use of memory). However, this assessment is crit-
ical if the aligners are to be exploited in an indus-
trial scenario.

This work is part of a wider project, whose ob-
jective is to automate the stages involved in the
acquisition, production, updating and maintenance
of language resources required by MT systems.
This is done by creating a platform, designed as
a dedicated workflow manager, for the composi-
tion of a number of processes for the production
of language resources, based on combinations of
different web services.

The present work builds upon (Toral et al.,
2011), where we presented a web service architec-
ture for sentence and word alignment. Here we
extend this proposal by evaluating the efficiency
of the aligners integrated, and subsequently im-
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proving the architecture by implementing limita-
tion mechanisms that take into account the results.

2 Evaluation

We have integrated a range of state-of-the-art
sentence and word aligners into the web ser-
vice architecture. The sentence aligners included
are Hunalign (Varga et al., 2005), GMA1 and
BSA (Moore, 2002). As for word aligners,
they are GIZA++ (Och and Ney, 2003), Berke-
leyAligner (Haghighi et al., 2009) and Anyma-
lign (Lardilleux and Lepage, 2009). For a detailed
description of the integration please refer to (Toral
et al., 2011).

In order to evaluate the efficiency of the align-
ers, we have run them over different amounts of
sentences of a bilingual corpus (from 5k to 100k
adding 5k at a time for sentence alignment and
from 100k to 1.7M adding 100k at a time for
word alignment). For all the experiments we use
sentences from the Europarl English–Spanish cor-
pus,2 which contains over 1.7M sentence pairs.
The aligners are executed using the default val-
ues for their parameters. All the experiments have
been run in a cluster node with 2 Intel Xeon X5670
6-core CPUs and 96 GB of RAM. The OS is
GNU/Linux. The resources consumed have been
measured using the following parameters of the
GNU command time:

• %S (CPU-seconds used by the system on be-
half of the process) plus %T (CPU-seconds
that the process used directly), to measure the
execution time. We limit our experiments to
100k seconds.

• %M (maximum resident set size of the process
during its lifetime, in Kilobytes), to measure
the memory used.

Figure 1 shows the execution times (logarithmic
scale) of the sentence aligners. It emerges that the
time required by GMA is considerable higher com-
pared to the other two aligners (e.g., for 45k sen-
tences GMA takes approximately 16 and 20 times
longer than BSA and Hunalign, respectively). The
gap grows exponentially with the input size.

Figure 2 shows the memory consumed by the
sentence aligners. Hunalign has a steeper curve
(for 45k sentences, Hunalign uses 6 and 4 times
more memory than BSA and GMA, respectively).
1http://nlp.cs.nyu.edu/GMA/
2http://www.statmt.org/europarl/
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Figure 1: Execution time for sentence aligners

In fact Hunalign was not able to align inputs of
more than 45k sentences due to memory issues.3

Table 1 contains all the measurements for sentence
alignment.
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Figure 2: Memory used by sentence aligners

Time (seconds) Memory (M bytes)
i hun bsa gma hun bsa gma
5 11 54 103 584 684 3,677

10 33 105 405 1,616 1,079 5,749
15 66 185 950 3,146 1,337 5,305
20 113 247 1,866 6,115 1,597 6,126
25 168 305 3,004 8,803 1,807 5,878
30 234 364 4,370 12,104 2,070 6,276
35 319 436 6,578 19,211 2,559 6,390
40 412 494 7,775 23,827 2,919 6,433
45 510 659 10,609 28,892 4,679 6,415
50 - 721 11,947 - 5,297 6,594
55 - 797 13,768 - 5,824 6,915
60 - 878 17,780 - 6,347 6,888
65 - 973 25,787 - 6,872 7,061
70 - 1,053 25,251 - 7,415 7,143
75 - 1,120 30,513 - 7,940 7,692
80 - 1,165 31,591 - 8,469 7,832
85 - 1,277 34,664 - 8,991 7,872
90 - 1,348 42,720 - 9,518 7,730
95 - 1,391 48,823 - 10,043 7,969

100 - 1,863 54,350 - 14,537 7,911
Table 1: Detailed results for sentence aligners. i
input sentences (thousand), hun hunalign

Figure 3 shows the execution times for word
aligners. GIZA++ is the most efficient word
aligner, consistently across the different inputs.
3A constant in the source code of Hunalign establishes the
maximum amount of memory it will use, by default 4GB;
we increased it to 64GB. Moreover, it can split the input into
smaller chunks with partialAlign (it cuts the data into chunks
of approximately 5,000 sentences each, based on hapax clues
found on each side), however we did not use this preprocess-
ing tool but only the aligner itself.
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The performance of Berkeley is similar to that of
GIZA++ for the first runs but the difference of
execution time grows with the size of the input.
There are no results for Berkeley for over 1,1M
sentences as the time limit is exceeded. Finally,
the behaviour of Anymalign does not correlate at
all with the size of the input. This has to do with
the very nature of this aligner.4
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Figure 3: Execution time for word aligners
Figure 4 shows the memory required by word

aligners. Berkeley consistently requires more
memory than both GIZA++ and Anymalign. The
requirements of GIZA++ and Anymalign are sim-
ilar, although slightly lower for the latter. Table 2
contains all the measurements for word alignment.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

0

10,000,000

20,000,000

30,000,000

40,000,000

50,000,000

60,000,000

gizapp
berkeley
anymalign

Input size (thousand sentences)

M
e

m
o

ry
 (

ki
lo

b
yt

e
s)

Figure 4: Memory used by word aligners

3 Limiting web services

The previous section has shown that the computa-
tional resources required by state-of-the-art align-
ers are very different. These resources are limited
and must be taken into account when they are be-
ing shared by users using web services.

We have studied ways on establishing limita-
tions for the aligners deployed as web services.
Two kinds of limitations are explored and imple-
mented: (i) the number of concurrent executions
and (ii) the input size allowed for each aligner.

The web services are developed using
Soaplab2.5 This tool allows to deploy web
4Anymalign runs are random, its stop criterion can be based
on the number of alignments it finds per second, we set this
parameter to the most conservative value supported, i.e. 1
alignment per second.
5http://soaplab.sourceforge.net/soaplab2/

Time (k seconds) Memory (M bytes)
i giz brk any giz brk any
1 1.7 9,0 31,9 1,894 23,906 1,582
2 3.4 18,8 21,4 3,181 24,619 2,277
3 5.1 29,2 33,2 4,293 24,222 3,142
4 6,9 37,3 39,0 5,292 28,190 3,818
5 8,7 43,6 12,4 6,245 32,586 3,525
6 10,5 58,0 9,0 7,144 36,773 4,304
7 12,3 66,2 26,5 8,008 45,999 5,017
8 14,2 77,3 17,8 8,807 46,545 5,531
9 15,9 84,7 12,4 9,565 52,437 5,407

10 17,7 97,0 11,8 10,313 50,977 5,522
11 19,3 - 18,9 11,030 - 6,800
12 21,2 - 4,1 11,713 - 6,107
13 23,6 - 10,1 12,403 - 6,301
14 25,4 - 14,8 13,057 - 7,382
15 27,0 - 16,5 13,688 - 8,931
16 28,2 - 24,2 14,272 - 9,469
17 30,2 - 17,9 15,270 - 8,860

Table 2: Detailed results for word aligners. i input
sentences (hundred thousand), giz GIZA++, brk
Berkeley, any Anymalign

services on top of command-line applications by
writing files that describe the parameters of these
services in ACD format.6 Soaplab2 then converts
the ACD files to XML metadata files which con-
tain all the necessary information to provide the
services. The Soaplab server is a web application
run by a server container (Apache Tomcat7 in our
setup) which is in charge of providing the services
using the generated metadata.

Figure 5 shows the diagram of the program flow
for web services that incorporates limitation mech-
anisms.8 The modules are the following:

• tool.acd (e.g. bsa.acd), contains the meta-
data of the web service in ACD format.

• ws.sh, controls other modules that imple-
ment the waiting and execution mechanisms.

• init_ws.sh, contains the code that imple-
ments the limitation on the number of concur-
rent executions and waiting queue. The web
service is in waiting state while it is executing
this script.

• tool.sh (e.g. bsa.sh), executes the tool. The
web service is in executing state while it is
executing this script.

• ws_vars.sh, contains all the variables
used by the different web services.

• ws_common.sh, contains code routines
shared by different web services.

6http://soaplab.sourceforge.net/soaplab2/
MetadataGuide.html
7http://tomcat.apache.org/
8The code is available under the GPL-v3 license at BLIND
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Figure 5: Diagram of the program flow

3.1 Limitation of concurrent executions

The limitation of concurrent executions is con-
trolled by two variables, MAX_WS_WAIT and
MAX_WS_EXE, set in ws_vars.sh. They hold
the maximum number of web services that can be
concurrently waiting and executing, respectively.

The following actions are carried out when a
web service is executed. First, tool.acd calls
ws.sh. This one calls sequentially two scripts:
init_ws.sh and tool.sh. init_ws.sh checks
if the waiting queue is full and aborts the execution
if so. Otherwise it puts the execution in waiting
state and checks periodically whether the execu-
tion queue is full. When there is a free execution
slot, init_ws.sh exits returning the control to
ws.sh, which changes the state to executing and
calls tool.sh.

3.2 Limitation of input size

The limitation of input/output data size can be
performed at three levels: Tomcat, Soaplab and
web service. Tomcat provides a parameter,
MaxPostSize, which indicates the maximum
size of the POST in bytes that will be processed.
Soaplab allows us to put a size limit (in bytes) to
the output of web services using a property. The
user can establish a general limit that applies to
every web service, and/or specific limits that apply
to any web service in particular.

Both these methods allow us to limit the in-
put/output of web services in bytes. However,
limiting the size according to different metrics
might be useful. For example, the inputs of align-
ers are usually measured in number of sentences
(rather than number of bytes). Limits of num-
ber of input sentences have been established at
the web service level for each aligner following
the results obtained in the evaluation (Section 2).
Variables with the desired maximum input size in
number of sentences have been added for each
aligner in ws_vars.sh. A function included
in ws_common.sh checks the size of the input
whenever an aligner is executed.

4 Conclusions

This paper has presented, to the best of our knowl-
edge, the first efficiency-based evaluation of sen-
tence and word aligners. This assessment is critical
in order to make a reliable use in industrial scenar-
ios, especially when they are offered as services.
The evaluation has showed that the resources re-
quired by aligners differ rather broadly. These re-
sults, paired with the quality expected from the
aligners, allow providers to choose the most ap-
propriate aligner according to the task at hand.
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Abstract 

This paper presents the results of an ex-

perimental pilot user study, focusing on 

the evaluation of machine-translated us-

er-generated content by users of an on-

line community forum and how those us-

ers interact with the MT content that is 

presented to them. Preliminary results 

show that ratings are very difficult to ob-

tain, that a low percentage of posts (21%) 

was rated, that users need to be well in-

formed about their task and that there is a 

weak correlation between the length of 

the post (number of words) and its com-

prehensibility. 

1 Introduction 

This study follows up on the work described in 

Roturier and Bensadoun (2011), in which four 

machine translation systems were compared in 

order to evaluate their suitability in translating 

user-generated content. In the present study, the 

objective is different since feedback on machine-

translated content is solicited from actual users of 

an existing community forum (rather than using 

linguists or bilingual technical support agents). 

Thus, an additional objective is to analyse how 

users interact with the MT content presented to 

them. This paper is divided into four parts: in 

Section 2, related work is briefly discussed. In 

Section 3, the experimental design of this study 

is presented, while in Section 4 preliminary re-

sults are reported. In Section 5, we make some 

conclusions and outline possible future work. 

                                                 
© 2012 European Association for Machine Translation. 

 

2 Related Work 

The machine-translation of user-generated con-

tent has been identified as being potentially use-

ful to allow communication between various user 

groups that do not share a common language 

(Flournoy and Rueppel, 2010). Indeed, it was 

announced in 2010 that TripAdvisor would be 

using Language Weaver-powered translations to 

make hotel reviews available in multiple lan-

guages
1
. More recently, Facebook announced 

they would be using Microsoft’s Bing Translate 

for Page content
2
. Recent research work has also 

been performed in this area, including Roturier 

and Bensadoun (2011) and Banerjee et al. 

(2011). However, no study has focused on how 

machine-translated content would be received in-

context by existing users of a forum community. 

3 Experimental Design 

The current German Norton Community forum
3
 

is composed of multiple sections, known as 

“boards”. We decided to create a specific board, 

where machine-translated content would be pub-

lished
4
. In the introduction to this board, it was 

explained to users that this board is used to show 

machine translated posts (from English into 

German). A user (Max_MÜ) was created; a ficti-

tious “MT robot” whose name is used to post 

machine-translated content. Additionally, a de-

                                                 
1
 http://blogs.forrester.com/tim_walters/10-07-15-

sdl_casts_vote_machine_translation_language_weave

r_acquisition 
2
 

https://www.facebook.com/photo.php?fbid=10150491

112449572&set=a.121044129571.125587.103814695

71&type=1 
3
 http://de.community.norton.com 

 
4
 http://de.community.norton.com/t5/L%C3%B6sung-

nicht-gefunden/bd-p/Max 
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scription was added to Max_MÜ’s profile
5
, in-

troducing himself and explaining the study. 

Max_MÜ’s signature says explicitly that each of 

its post has been machine translated. One com-

munication thread was opened and floated to the 

top to explain the study and present the users’ 

feedback option including the voting mechanism. 

Feedback options consist of the newly developed 

voting mechanism, and the already existing op-

tions of commenting on the machine-translated 

posts and giving kudos, “a way for you to give 

approval to content that you think is helpful, 

well-formed, insightful, or otherwise generally 

valuable in the community”
6
. 

3.1 Voting Mechanism 

To collect genuine user feedback, a voting 

mechanism was developed. This mechanism 

consists of the question whether the machine 

translated post was comprehensible and the 

option of selecting either “yes” or “no”, which is 

then send to a database via the “vote” button. 

This was written in Javascript and included on 

every page of the MT board. It was inserted to 

the left of each post in the MT board, as shown 

below:  

 

Figure 1. Feedback mechanism 

3.2 Evaluation Criteria 

In this experiment, comprehensibility, which re-

fers to “the extent to which the text as a whole is 

easy to understand” (Hovy et al. 2002), is meas-

ured for machine translated user-generated con-

tent. It is evaluated in this study using a binary 

evaluation system: The user answers the question 

of whether a post was comprehensible or not, 

with either “yes” or “no” (see Figure 1). 

3.3 Evaluation Data  

The evaluation data was obtained from the Eng-

lish Norton forum
7
. In a first step, ninety threads 

were identified from different boards (Norton 

Internet Security, Norton 360, Online Family and 

                                                 
5
http://de.community.norton.com/t5/user/viewprofilep

age/user-id/6115 
6
http://community.norton.com/t5/Announcements/Ne

w-Feature-KUDOS/m-p/9713 
7
 http://community.norton.com/ 

Norton Mac). The threads had to fulfill the con-

dition that in addition to a question, they had to 

have one post marked as a solution. The process 

of retrieving two messages per thread (question 

and answer) from the English forum was auto-

mated using API requests and a script in Python. 

For the translation of the posts the API of the 

Microsoft Translator system was used
8
 since it is 

the system that had obtained the highest compre-

hensibility and fidelity scores in Roturier and 

Bensadoun (2011).  

3.4 Experiment Procedure 

For three weeks, the MT board was solely 

opened to the gurus (eight users). During this 

period, six valid votes were received. This test 

period showed that the voting mechanism 

worked and that users would have to be moti-

vated by posts constantly to vote. The board was 

opened to the public (users and non-users) on 11 

January 2012. Every week, ten new threads were 

posted to the MT board. 

4 Results 

4.1 Sections 

During the evaluation time frame, votes were 

recorded for non-machine-translated content; 

after repeatedly specifying that users should only 

vote for content posted by Max_MÜ. This sug-

gests that users do not necessarily read the intro-

duction to the board or any other related post. 

Figure 2 shows the number of ratings collected 

per week. While there was an increase in votes 

initially, the number of ratings decreased notice-

ably after week 12. This might be related to user 

motivation and is a topic that will need to be ad-

dressed in the future. The number of different 

users who voted per week never exceeded five. 

While the users mostly voted for one or two 

posts at a time, there were instances of users vot-

ing for more posts (e.g. 18 posts Wk6). 

 
Figure 2. Number of valid ratings per week 
 

                                                 
8
 http://www.microsofttranslator.com/dev/ 
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Between 20 December 2011 and 04 April 

201294 valid ratings and 18 invalid ratings, e.g. 

ratings for non-machine-translated content were 

collected. Out of the valid ratings, 57 (61%) rat-

ings were “yes”, i.e. the machine translated con-

tent was rated as comprehensible, and 37 (39%) 

were “no”, the machine-translated content was 

deemed incomprehensible. There were two more 

ratings for answers (48) than for questions (46).  

It is apparent from the results that, both for ques-

tion and answers, “yes” was the preferred rating, 

as shown in Figure 3: 

 

 
Figure 3. Ratings grouped into questions and 

answers 

4.2 Interpretation of collected ratings 

While these are only preliminary results, Figure 

3 suggests that some machine-translated posts 

can be understood by users who do not have ac-

cess to the source text. This confirms the results 

from Roturier and Bensadoun (2011), where on 

average, machine-translated posts were rated 2.6 

on a scale of 5 (in terms of comprehensibility). 

We are interested in finding out whether some 

textual characteristics, such the length of a post, 

may have an impact of the comprehensibility 

ratings. For instance, the average number of 

words per post in those that were rated as com-

prehensible was 56, whereas it was 93 for those 

that were rated as incomprehensible. This sug-

gests that the longer the post, the less likely it is 

to be comprehensible. This is only supported by 

a weak correlation (-0.35) between the two vari-

ables - when comprehensibility is expressed by 1 

or “yes”. Thus, the relationship between length 

of post and comprehensibility seems to be more 

complex. More research needs to be conducted, 

e.g. on whether more context increases a post’s 

comprehensibility.  

The users made sparse use of the other feed-

back options available to them (kudos, com-

ments). Five posts received two ratings. Two 

times, the users voted for the same answer, three 

times they voted differently. There were 210 

threads (420 posts) available in the MT board. 

Only 88 (21%) of those posts received a rating. 

No kudos was given to any posts in the MT 

board. All of the comments (four) received in the 

MT board indicated that the users had not 

grasped the concept of the MT board, e.g. they 

mistook posts by other users as machine-

translated content or they did not realise that the 

content was machine-translated. None of the 

comments were related to the quality of the ac-

tual MT output. 

4.3 Visibility of the machine-translated 

posts and its impacts on rating behav-

iour 

In the previous section, we have shown that ma-

chine-translated content could sometimes be un-

derstood by users, hence suggesting that it can be 

of value to these users. We are also interested in 

determining whether the content that is rated as 

comprehensible relates to important user issues. 

To achieve this, we analysed the top search terms 

on the German Norton Forum for the MT board, 

but found that no search queries were submitted 

during that time period. For the German Norton 

Forum in general, we found that error codes, 

such as “fehler 3040,20063” or “8920.201” were 

prevalent. While there was one MT post that had 

an error code in its subject “Fehler: 8.920.223”, 

there were no searches performed for that par-

ticular error code; however, both question and 

answer received a rating for this thread. This may 

suggest that posts including an error code (in the 

subject) are possibly the posts that are most ac-

cessible to the users. As the number of available 

searches is small for the German Norton forum 

(e.g. 116 single term searches within two 

months), we analysed the searches in the English 

Norton community (e.g. 52923 single term 

searches within two months) in order to deter-

mine possible candidates for keywords and to 

consequently re-rank the posts or change the way 

of selecting new posts. It was found, for exam-

ple, that the Norton products are often searched 

for, as well as different browsers in connection 

with the Norton toolbar. This and information 

gained from reports on searches performed in 

independent search engines will be included in 

the selection process of threads to be machine 

translated in future. 

    Figure 5 shows the number of ratings posts 

collected depending on their position in the board 

at the time the rating was submitted. This figure 
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suggests that most of the ratings are likely to 

have been generated by users who went to the 

MT board deliberately, voted for some of the 

posts on the first page and subsequently left the 

board. Only six of the ratings received went be-

low thread 9 on a page. The median number of 

posts voted for by a user in one session is 2, i.e. 

the number of posts voted for by the same user 

within a very short time frame. (The average 

number of posts voted for in one session is 3.5.) 

 
Figure 5. Position of threads voted for in MT 

board 

5 Conclusion 

This paper presented the setup and results of a 

pilot study focusing on the evaluation of machine 

translated user-generated content in an online 

community environment. These results point to-

wards the content as being rated comprehensible 

slightly more often than not. The decision of rat-

ing a post as comprehensible may be influenced 

by the length of the post. The drawbacks of this 

study were that a limited number of ratings were 

collected. This is connected to the issue of moti-

vation. It can be concluded from this study that 

the users need to be constantly reminded and, 

more importantly, motivated to vote. A possible 

reason for the low motivation to vote may be that 

a platform for German speakers is already in ex-

istence. Thus, it would be beneficial to the pro-

ject, to see whether motivation to vote would 

increase for a language that does not have a 

community yet, e.g. in a Spanish board. By 

broadening the setup, we are hoping to receive a 

larger number of votes and a more general idea 

of whether MT content is acceptable for the users 

of an online community.   

    In addition to this, the machine-translated con-

tent could be made more relevant to the user by 

selecting the threads based on the findings of the 

analysis of search queries performed within and 

outside the Norton community. Some of these 

issues will be tackled within the framework of an 

FP7-funded project, ACCEPT
9
. 
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Abstract

We present a set of free tools for building
rule-based machine translation systems for
polysynthetic languages. As there are no
large corpora for most of the “small” lan-
guages, it is often impossible to use sta-
tistical methods. There are some free MT
tools but very little work has been done on
polysynthetic languages. The aim of this
project is to provide computational tools
for morphological and syntactic process-
ing for such languages.

1 Introduction

The paper describes a set of tools for natural pro-
cessing of polysynthetic languages. There are
quite a few definitions of polysynthesis. Baker
(1996), for example, defines a ‘polysynthesis pa-
rameter’ within the Chomskyan framework. How-
ever his definition is quite strict and excludes
many languages that are traditionally considered
polysynthetic (such as Greenlandic). We use Mat-
tissen’s (2006) definition which is closer to the un-
derstanding of polysynthesis of most researchers in
the field. According to her, a language is polysyn-
thetic if it contains “complex, polymorphemic verb
forms which allow, within one word unit, for com-
ponents in the form of non-root bound morphemes
with quite ‘lexical’ meaning or optionally for the
concatenation of lexical roots”.

Due to typological differences from Western
languages, polysynthetic languages are quite a
challenge for many theories of formal grammar.
Our implementation is based on Lexical Func-
tional Grammar (Kaplan and Bresnan, 1982; Bres-
nan, 2001). The system consists of a morpho-

c© 2012 European Association for Machine Translation.

logical analyzer, rule-based parser, transfer mod-
ule and morphological generator. As an exam-
ple of a polysynthetic word, consider the Aymara
sentence qullqinipachänwa which corresponds to
a complete English sentence:

(1) qullqi-ni-pacha-:n-wa
money-POSS-EVID-PAST3→3-FOC

“Apparently s/he had a lot of money.”

The paper is organized as follows: Section 2 de-
scribes how we analyze polysynthetic languages
morphologically and syntactically. Section 3 gives
an overview of the transfer phase. Finally we offer
some conclusions in Section 4.

2 Morphological and Syntactic Analysis

2.1 Lexicon
Some polysynthetic languages, such as Aymara,
have no closed morphological tagset since a stem
can be nominalized and/or verbalized several times
by adding various derivational suffixes recur-
sively without any theoretical limit. The out-
put of the morphological analyzer is a set of
f(eature)-structures which contain morphosyntac-
tic and lexico-semantic information. For example,
the f-structure for the Aymara word form uñjsma
“I see/saw you” is defined by the following mor-
pholexical annotation:

(2)

(↑ PRED) = ‘see〈(↑ SUBJ)(↑ OBJ)〉’
(↑ TENSE) = pres|simple_past
(↑ SUBJ PERSON) = 1
((↑ SUBJ PRED) = ‘pro’)
(↑ OBJ PERSON) = 2
((↑ OBJ PRED) = ‘pro’)

The functional equations in (2) encode the
verb’s lemma and valency (in the PRED attribute),

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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polypersonal agreement (the person of SUBJ and
OBJ) and the fact that both arguments can be
dropped (in which case the value of the argument’s
PRED attribute is ‘pro’).

The lexicon contains an entry for the stem and a
separate entry for the suffix:1

(r v1 uñj uñja (v2)
((SUBJ ((ANIM 1)))) - V)

(s v2 sma (tf) ((TENSE nfut)
(SUBJ ((PERS 1) (PRED pro ?))
OBJ ((PERS 2) (PRED pro ?))))

Valence is defined in a separate file together
with lexical rules. It contains the category, lemma,
a list of grammatical functions (SUBJ and OBJ,
! means that the GF is mandatory, ? means that
it is optional) and corresponding semantic roles
(ACT(OR) and PAT(IENT)).
(V uñja (! SUBJ ACT) (! OBJ PAT))

2.2 Syntax
Many polysynthetic languages are nonconfigura-
tional. Hale (1983) was the first to define and de-
scribe nonconfigurationality and its impact to syn-
tax. The general rule which describes the structure
of matrix sentences is lexocentric (see (Bresnan,
2001) for more examples):

(3) S → C+

where C is V or NP | PP
↑=↓ (↑ GF) =↓

As an example, compare the c(onstituent)-
structure (5) of the Aymara sentence given in (4)
with the c-structure (6) of its English translation.
The corresponding f-structures (the English one is
given in (7)) are structurally identical and differ
only in the values of the PRED attributes.

(4) Naya-x
I-TOP

kullaka-ma-r
sister-POSS2-ALL

uñj-t-wa
see-SIMPLE_PAST1-FOC

“I saw your sister.”
1Stem entries are denoted by r and contain the form as it oc-
curs in the word (uñj), lemma (uñja), start and end state in
the corresponding finite state automaton (v1 and v2 respec-
tively), attribute-value pairs for the f-structure and category
for c-structures (V for verbs etc.). Suffix entries are denoted
by s and contain the states of the automaton (v2 and tf), the
form of the suffix (-sma) and attribute-value pairs for the f-
structure associated with the suffix.

(5) S

NP

N

nayax

NP

N

kullakamar

V

uñjtwa

(6) S

NP

I

VP

V

saw

NP

D

your

N

sister

(7)


PRED ‘see〈(↑SUBJ)(↑OBJ)〉’
TENSE PAST

SUBJ

[
PRED ‘I’
PERSON 1

]

OBJ


PRED ‘sister’
CASE ALL

POSS

[
PRED ‘pro’
PERSON 2

]



As can be seen, the c-structure of the Aymara

sentence is flat since the language has no VP. As
has been pointed out by Kruijff (2000), phrase
structures represent the process of syntactic deriva-
tion whereas f-structures (which roughly corre-
spond to dependency trees in depedency-based
grammars) are the result of this derivation. Hale
(1983) argues that in this kind of languages phrase
structures do not encode syntactic relations but
only word order.

However, most polysynthetic languages are
discourse-configurational and if there are no arti-
cles nor other markers which would express infor-
mation structure, constituency has to be used to an-
alyze topic-focus articulation. So while the lexo-
centric rule given in (3) is approriate for the analy-
sis of languages such as Aymara and Quechua be-
cause they have topic and focus markers (the suf-
fixes -x and -wa in (4)), languages like Abkhaz
or Guaraní express information structure mainly
by word order. We use a set of X′-rules that are
very similar to what Meurer (2007) uses for Geor-
gian. The core of the context-free grammar is
given in (8).
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(8)

S → XP+

I′ → I (S)
IP → (XP) I′

IP → XP IP

The subtree headed by S belongs to the focus,
the verb and the specifier of I′ may belong to the
topic or to the focus and all XPs adjoined to IP
are part of the topic. Independent i(nformation)-
structures introduced by King (1997) are used to
capture topic-focus articulation.

2.3 Valency
Valency is very important for the correct assign-
ment of grammatical functions. As an example,
let us have a look at Abkhaz, an ergative language
with transitive and intransitive bivalent verbs that
have different morphosyntactic alignment. Com-
pare, for example, the order of personal affixes
in (9) and (10).

(9) У-з-б-оит
obj2sg,masc-subj1sg-see-pres
“I see you.”

(10) С-у-с-уеит
subj1sg-iobj2sg,masc-hit-pres
“I hit you.”

As can be seen, some Abkhaz bivalent intran-
sitive verbs such as аcыара “to hit” are trans-
lated as transitive verbs in English. This situation
is somewhat similar to oblique objects in Turk-
ish (Çetinoğlu and Butt, 2008). We use a valency
lexicon of verbs that contains both grammatical
functions and semantic roles. The roles are used
in the transfer phase.

3 Transfer

The transfer module can be used for experiments
with direct (word-to-word), shallow (NPs and PPs)
and deep syntactic transfer. The output of the
transfer module can be used to calculate WER
(word error rate) if reference translations are avail-
able.

3.1 Structural Transfer
In the LFG framework, the transfer module usu-
ally operates on f-structures (Kaplan et al., 1989).
However, f-structures are too language-specific
(cf. the f-structure of (10) with the f-structure of

its English translation which differ in grammati-
cal functions). The inventory and use of gram-
matical functions is language-specific (there are,
for example, languages without secondary objects,
with double subjects etc.) which suggests that one
should abstract from them and use a more general
concept instead. In LFG, a-structures with the-
matic roles seem to be more suitable for bilingual
transfer.

We use deep syntax trees (henceforth DSTs) in
the transfer phase. DSTs can be obtained automat-
ically from interlinked c-structures, f-structures, i-
structures and a-structures using the following al-
gorithm:

1. F-structures can be interpreted as depen-
dency trees with autosemantic words (i.e., f-
structures with the pred attribute) as nodes
and grammatical functions as edge labels.2

2. Annotate the edges of the DST with thematic
roles (using the grammatical functions from
the f-structure and lexical mapping).

3. Order the nodes using information structure
(see (Sgall et al., 1986) for discussion).

Let us use a variant of (10) as an example:

(11) Сара
I

уара
you-2sg,masc

с-у-с-уеит
subj1sg-iobj2sg,masc-hit-pres
“I hit you.”

Using the algorithm sketched above, the f-
structure of (11) yields the DST in (12):

(12)
сара уара сусуеит

ACT

PAT

It is obvious that the tree in (12) is identical in
Abkhaz and English (except for the pred values)
whereas the f-structures are different (pat corre-
sponds to oblθ in Abkhaz and to obj on English).

Table 1 summarizes what various LFG layers
contribute to DSTs.
2Generally, we get a directed acyclic graph (DAG). However,
edges resulting from structure sharing can be interpreted as
coreferences and ignored in DSTs. Formally, we get DSTs
from DAGs induced from f-structures as minimum spanning
trees. We use Prim’s algorithm where the weight of edges is
their distance from the root node.
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LFG layer information in DSTs
c-structure original word order
f-structure dependencies and coreferences
i-structure topic-focus articulation
a-structure thematic roles

Table 1: Information provided by LFG layers to
DSTs

3.2 Lexical Transfer
Having converted f-structures to DSTs, the transfer
is mostly lexical, i.e., the pred values associated
with nodes are translated to the target language.
Because the translation of many words depends on
the context, word sense disambiguation (WSD) is
needed. Nonetheless, this is a very complicated
problems itself and as a semantic and pragmatic
task it is independent of the syntactic framework
of LFG or any other rule-based parser.

A very simple and comparatively viable solu-
tion is the use of a statistical ranker that selects the
most probable translation according to a language
model. Thus in our experiments we nondetermin-
istically generate all possible translations and se-
lect the best sentence using a trigram based target
language model.

A simple bilingual entry for the pair Aymara-
English looks as follows:
(l V ((PRED uñja)) ((PRED see)) ())

It contains the category (to distinguish between
identical word forms with different POS tags, such
as book in English), a skeletal f-structure for the
source language and an f-structure for the target
language (most entries contain only the PRED at-
tribute).

4 Conclusions

We have presented a set of tools developed for
natural language processing of polysynthetic lan-
guages. Examples given in this paper demon-
strate several typological features of polysynthetic
languages which do not occur in well-researched
Western languages and show how we analyze them
in the LFG framework.

To test the tools we have developed an MT sys-
tem from Aymara to Quechua. The WER (word
error rate) measured on narrative texts is around
10%. An ongoing experiment with translation

from Aymara to English indicates a WER around
30% but final results are not available yet.

Linguistic resources used in the modules are
defined in separate files, there are files for the
morphological lexicon, parser rules, valence lexi-
con (valence frames and lexical rules) and transfer
(structural and lexical rules). The code is strictly
separated from data. All tools are implemented in
portable C++ (using the new C++11 standard and
STL) and were tested on Mac OS X (clang/LLVM)
and MS Windows (Visual Studio 2010).
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Abstract 

The document describes an application of 

language technology to improve the ac-

cess to a database of Assistive Technolo-

gy in the EASTIN-CL project. It focuses 

on engineering aspects of language tech-

nology integration. The paper describes 

the collection of a multilingual terminol-

ogy database of the domain, and its use in 

multilingual and multimodal frontend 

components, especially the design, im-

plementation and test of the query com-

ponent. The system will be online for 

public web access under www.eastin.eu 
1
. 

1 Context and Task 

Access to information on Assistive Technologies 

(AT) is a key issue in social participation and 

eInclusion. The UN Convention on the Rights of 

Persons with Disabilities declares this as a fun-

damental right; all UN member states are obliged 

to comply with this Convention. 

To support people with disabilities, the single 

states have organised web Portals which provide 

information about Assistive Technology prod-

ucts. Portals are visited by doctors, physiothera-

pists and other people in the domain. 

The information in the AT domain is struc-

tured along the lines of the ISO 9999 standard 

(‘Assistive Products for Persons with Disability – 

Classification and terminology’). This is a classi-

fication along functional aspects; AT databases 
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group relevant products under each heading of 

this classification. 

In 2005 the major European AT information 

providers joined in the European Assistive Tech-

nology Information Network (EASTIN). 

EASTIN provides a portal (www.eastin.eu) 

where people can access all databases of its na-

tional members simultaneously; the central serv-

er collects information on all products existing in 

one of the databases of the associated partners, so 

information seekers search on European level. 

 
Fig. 1: Searching in national portals using ISO codes 

 

However, variety of languages is still a barrier 

for easy access to AT information, although the 

portals provide at least an English translation in 

addition to the national languages. 

To open the scope of this portal for additional 

user groups (end users), and to support people 

not familiar with the ISO 9999 classification, and 

speaking only their native language, a language 

technology front-end to the EASTIN portal was 

built in a project called EASTIN-CL. This front-

end is supposed to be 

 multilingual, i.e. users should forward infor-

mation requests, and receive results, in their 

native language, and 

 multimodal, i.e. users should be able to use a 

spoken channel of interaction in addition to 

the written one, cf. Fig. 2. 

Supported languages are Danish, English, Esto-

nian, German, Italian, Latvian, and Lithuanian. 

A specific feature of the EASTIN portal is that 

search is not based on free text but on ISO 9999 

codes. 
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Fig. 2: EASTIN-CL frontend, EASTIN backend 

 

So the approach is not cross-lingual as search 

terms need not to be translated, but multilingual 

as search terms in each single language point to 

ISO codes which can be used in search. 

2 Master Term List 

The first task was therefore to collect the con-

cepts which form the AT domain, and to decide 

which ISO 9999 code they are linked to. The ap-

proach taken was to start with one ‘master’ lan-

guage (English), and translate the resulting term 

list into other languages. Of course, most of the 

concepts are multiword terms. 

2.1 Selection of Master Terms 

The usual way to collect a selection of domain 

terms is to do corpus analysis, by collecting texts 

of the domain, and running term extraction tools. 

This way was tried first, and a list of about 

120.000 term candidates was produced. Howev-

er, this list was not usable, for several reasons: 

 It was too large to be translated into seven 

languages with the resources of the project; 

 Most of the high and medium frequency 

candidates were not specific enough to be in-

cluded into the domain term list (i.e. assign a 

ISO 9999 code to them) 

 In turn, many of the domain specific terms 

did not occur in the candidate list altogether. 

So, the terms retrieved were not really suitable, 

and many good terms were not retrieved.  

As a result, the approach was changed, and the 

domain terms were collected from existing de-

scriptor lists: Many AT information providers, 

like Abledata, Rehadat etc.
2
, offer key term lists 

for searchers, and so does the ISO 9999 classifi-

cation itself. It was decided to base the domain 

terminology on such key terms, and to merge 

them into a common resource, resulting in a can-

didate list of about 17.000 terms. 

Merging revealed that the different infor-

mation providers had different strategies of key 

                                                 
2 www.abladata.com, www.rehadat.de, www.hmi.dk 

term denomination: Some presented them in plu-

ral form (‘wheelchairs’), others in singular; some 

used US, others UK spelling, etc. As a result, the 

master list contained many pseudo-doublets. A 

cleanup step was needed based on principles like: 

use singular form as in paper dictionaries; use 

UK spelling (‘tyres for wheelchairs’ instead of 

‘tires for wheelchairs’), use one term to describe 

one concept; i.e. split ‘backrest (bath/shower)’ 

into two entries; use hyphens only for particles 

(’dial-up’) or objects of participles (‘author-

based’) 

Even after cleanup, there is significant variance 

in the denominations. The final list contains 

about 12.700 concepts, with part-of-speech anno-

tations. 

2.2 Creation of the Domain Classification 

All concepts should be linked to a domain ontol-

ogy. In the case of AT, the domain is structured 

by the ISO 9999 classification
3
, a three-level 

classification with about 800 nodes overall. 

All terms of the master list were assigned one 

or several ISO codes; so the list forms a ‘light-

weight ontology’ of the AT domain. It is ex-

pected that the term list will be fine-tuned during 

the test and use of the system. 

2.3 Multilinguality 

The task of creating the domain terminology was 

completed by translating the master term list into 

the seven languages of the EASTIN-CL partners.  

Translations were carried out by domain ex-

perts, and in unclear cases the product databases 

could be consulted to find the best translation. 

The resulting term list contains all 12.700 

concepts, expressed in seven languages, about 

90.000 terms altogether. This list was converted 

into the TBX standard, and is also offered for 

online access on the EASTIN-CL website. 

3 Indexing and Search Preparation 

3.1 Approach 

In searches containing multiword terms, two in-

dexing strategies are possible
4
: pre-coordination 

collects multiwords before searching; and post-

coordination collects them afterwards (usually 

by AND-ing the single elements).  

Nearly all search engines use post-coordination; 

however it can easily be seen that in multi- and 

crosslingual contexts, multiword terms must be 

                                                 
3 ISO 9999: 2011 
4 cf. Buder et al. 1990 
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recognised beforehand, as they may need a spe-

cific translation: if the parts of ‘stuffed bag seat’ 

are each translated in isolation, the correct Ger-

man translation into ‘Sitzsack’ will not be found, 

and search results will suffer from this mistake
5
. 

In EASTIN-CL, the index contains multiwords, 

so pre-coordination is selected for indexing. 

3.2 Index creation 

Given the large variety in the term representa-

tions, the index terms must be considered as the 

target of a normalisation step, covering as many 

search term variants as possible. 

The index in EASTIN-CL contains four fields: 

1. the term in its display form, as it is presented 

to end users; 2. the term in its normalised form; 

3. the single parts of the term as a sequence of 

base forms (lemmata), and 4. the ISO code(s) 

assigned to the term to find the real documents. 

The representation of a multiword term as a 

list of lemmata requires lemmatisers and decom-

posers for the seven languages involved; tools by 

Linguatec and Tilde were used for this. 

These tools had to be adapted to the AT do-

main (to decompose terms like ‘Thorako 

|lumbal|orthese’, which would match a query for 

‘lumbale Orthese’). 

3.3 Search preparation 

The query processing component must analyse 

the query text; it needs language resources for 

this. In EASTIN-CL, two considerations influ-

enced the design of these resources: 1. It is a 

runtime component, i.e. it is time and resource 

critical. 2. The EASTIN target vocabulary is lim-

ited, and basically a fixed set: Not all input 

words but only the words of the term list need to 

be recognized. 

Therefore, a ‘static lemmatiser’ and a ‘static’ 

decomposer resource were implemented, where-

by in a fixed lexical resource inflected forms 

point to their lemma, or word parts. 

4 Search 

Search in EASTIN-CL consists of three steps: 

query analysis and translation, search proper, and 

result retranslation. 

4.1 Query analysis 

Query Analysis must map a query input to an 

index term. The index term is annotated with ISO 

9999 codes, pointing to groups of AT products.  

                                                 
5 cf. [self-cite] 

While the EASTIN portal is responsible for a 

distributed access to the national AT product da-

tabases, the frontend is responsible to produce 

ISO codes for searching, cf. Fig. 3. 

For the language of the search, query analysis 

does tokenization, normalization, and lemmatisa-

tion and decomposition, by looking up the word 

form in the static resources. Finally, all index 

terms containing the single words of the query 

are retrieved as search candidates. 

 

 
Fig. 3: Query Analysis. Resources needed: lemmatisers, 

decomposers, normalisers, in 7 languages 

 

If no hit is found (typing errors), a fallback 

distance-based similarity search is used. 

The final step of search is ranking the candi-

date terms. Ranking is based on the number of 

words in the query, the number of words of the 

index terms, and the number of matching terms. 

The terms with the highest overlap of matching 

terms are considered to be the best. The result is 

mapped on a 5-point scale, and the best ranked 

terms are returned with their ISO codes. 

4.2 Searching 

The search backend takes the candidate list of the 

query processing, and re-orders them as follows: 

While the query processing takes care of the 

best matching index term, the main search inten-

tion is to find the best group of products, i.e. the 

best matching ISO codes.  

Therefore the term list produced by the query 

is re-ranked based on term ranks and the ISO 

codes found, and the highest ranked ISO code 

(not necessarily the highest ranked term) is used 

for searching. This makes the system more ro-

bust. The search interface displays which term 

contributed to which ISO code (cf. Fig. 4). 

To avoid a situation where users find no hits, 

the EASTIN portal offers additional search op-

tions, like search by navigation in the ISO classi-

fication; search for products (‘Tigges-Lumbal-

orthese’) or manufacturers (‘All Terrain Wheel-

chairs Ltd’) with the search term in their name. 
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Fig. 4: Search in the portal for ‘Lumbalorthese’: Search 

term produces a list of ISO codes, with the terms which 

retrieved them underneath. Ranking is given with stars. 

4.3 Retranslation 

Result of a search is a list of products, grouped 

under a given ISO code. The product descrip-

tions in the national EASTIN databases are 

stored in the national language, and in English. 

The multilingual front-end now must re-translate 

the product descriptions into the query language.  

This translation is done on-the-fly: The EASTIN 

server accesses MT web services to translate the 

product descriptions. Both rule-based (Lin-

guatec’s ‘Personal Translator’ English-> Ger-

man/Italian) and SMT systems (Tilde’s 

‘Let’sMT!’ platform, English->Baltic languages) 

are used. The MT systems were tuned for the AT 

domain, using the master term list and additional 

corpus data. Subject of translation are the textual 

parts of the product descriptions. 

5 Evaluation 

The objective of the evaluation was to find out: 

If (end) users search for a certain AT product, 

which query terms do they really use? How good 

does the terminology provided match the search 

interests and search profiles of the users?  

5.1 Evaluation approach 

Two types of tests were designed: 

The first test is a test on terminology. About 

100 pictures of AT products were selected ran-

domly, and put online, asking users to enter the 

terms they would use to search for the type of 

products depicted on them. Users can input que-

ries, which are analysed to find out if the terms 

used point to the right product group. 

This procedure avoids to influence users by pro-

posing terms, and allows to verify if the termi-

nology provided by the EASTIN components is 

intuitive and of good coverage. 

The second one is a test on usability. Users are 

given little tasks, and their interaction behaviour 

is evaluated with questionnaires: Does their 

search succeed? Which search tool do they use? 

Is MT of any help? etc. 

5.2 Test Results 

Tests of the term selection for pictures showed 

that users use terms which are recognised, and 

therefore lead to the right product group, in the 

majority of the cases (> 60%, with slight differ-

ences in the different languages);.this emphasizes 

the good coverage of the term list. Error analysis 

showed that this result can be further improved 

by adding synonyms to the term list. 

Preliminary results of the usability tests, per-

formed with about 60 external users, show a sig-

nificant increase in the acceptance of the system, 

mainly due to the query functionality, but also to 

the machine translation and speech interaction 

components. 

Overall, the language technology front-end 

components are considered to be a significant 

improvement in the accessibility of the Assistive 

Technology provided by the EASTIN portal. 
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Abstract

This user study reports on an ongoing pilot
that aims at using machine translation on a
large scale, for the translation of technical
documentation for a globally acting auto-
motive supplier. The pilot is conducted by
a language service provider and a research
institution. First results go beyond expec-
tations.

1 Introduction

In real-world translation environments efficiency,
both in terms of cost and time, is of critical im-
portance. Even more when the volume of texts
to translate is large. Machine translation (MT)
seems to be a good candidate for achieving these
goals, but somehow surprisingly the economic fea-
sibility of MT and the fitness for real-world needs
of professional translators and Language Service
Providers (LSPs) have been hardly analysed so far.

The MT community tries to broaden the do-
mains the translation systems are applied to. In the
early years, research on statistical machine transla-
tion concentrated on restricted domains, the touris-
tic domain being a typical example. As the qual-
ity of the translations got better, the difficulty of
the task was increased by moving to richer do-
mains. The WMT evaluations are another exam-
ple of this trend. In the first editions (Koehn and
Monz, 2005) the data the systems were trained and
evaluated on consisted only of the proceedings of
the European Parliament. In more recent editions
(Callison-Burch et al., 2011) the (parallel) training
data still mostly consists of europarl data, but the
evaluation has moved to the news domain, with a
much wider variety of topics.

c© 2012 European Association for Machine Translation.

The goal of this research direction is clear: to
produce an “universal translator” that is able to
translate any type of text. This is however a very
optimistic goal and current systems are still very
far from it. And it also may not be the optimal
goal for professional translators. When a LSP has
a translation request, it is usually accompanied by
guidelines of style, vocabulary, etc. Also, the do-
main is usually quite restricted. Not much topic
variation can be expected from, say, user manuals
of heavy machinery.

As such, the research community has perhaps
overlooked a potential niche where machine trans-
lation, in its current development state, can prove
to be beneficial. At the same time, potential cus-
tomers are reluctant when it comes to financing the
development of specialised MT engines as their
idea is that MT comes for free. In this paper we
present a pilot study where we analyze how a state-
of-the-art machine translation system performs in
a real-life environment. The work is a collabora-
tion between a LSP (beo) providing the experience
on real-life translation tasks for Bosch, and a re-
search institution (DFKI) providing the know-how
about statistical machine translation.

The paper is structured as follows: Section 2
presents the viewpoint of the LSP on the transla-
tion task, as well as the expectation of a machine
translation system to be considered useful in their
workflow. Section 3 describes the machine trans-
lation system adapted for the task. Conclusions are
drawn in Section 4.

2 From TM to MT: The LSP’s starting
point

A LSP always has to keep a good balance between
prices, linguistic quality, and time, all for the ben-
efit of the client. Especially in the area of train-
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ing material the price pressure is even higher than
normal, because professional translation of slides
used (internally) for training is routinely omitted.
Often the material is created newly in foreign lan-
guages if needed, leading to significant differences
in content and quality.

The Bosch Automotive Aftermarket depart-
ment (AA) decided relatively early to have training
material translated to keep at least the content con-
sistent among language versions. Price was (and
is) still important: translation costs are tradition-
ally not shared with the trainees, and were in fact
in the past not part of the training budget.

The net effect was that most of the material did
not get translated at all, and if so, without consis-
tently controlled quality.

This was the point when Boschasked beo to take
over these translation tasks. Being a “preferred
supplier for the Boschgroup” for translation ser-
vices, it was expected that beo

• keeps the price per word low, at a level of
about 70% of the normal word price

• reduces the turnaround time for translations,
from 3-4 Months down to ca. 2-4 weeks per
unit

• raises the overall quality.

Of course, Translation Memory Technol-
ogy (TM) was to be used, which helps to keep
translations consistent over time and to control ter-
minology and overall quality. But the price pres-
sure is still on: More and more clients are not
willing to pay for translation proposals coming
from perfect (100%) TM matches. Still, these
“synthetic” translations need to be proof read and
quality checked by the translator and thus require
(paid) work.

It was quite quickly clear to us that a TM alone
would not be sufficient to reach the goals, es-
pecially the cost limits. When communicating
such troubles to clients a common reflex is “why
don’t you use machine translation?”, with the im-
plicit assumption that MT is essentially available
for free1 and with sufficient quality to be used
unchecked.

Not so with Bosch. It was known that automatic
translations had to go through some sort of quality

1In many (all?) cases “machine translation” is the same as
“Google Translate” in the view of the clients.

control, and that MT itself is not free of cost (li-
cense costs, machine time, etc.). In this context we
came to an agreement to use these training materi-
als as a test case for a pilot project to integrate MT
into a professional translation workflow.

The core requirements for this workflow are:

• integration of MT into a traditional TM envi-
ronment. The translator should be able to use
the tools and environment he is accustomed
to, to keep productivity high

• no “post editing” of MT results at a large
scale. Post editing poses new resource prob-
lems as there are usually not enough “post
editors” at hand, and they will probably not
work for free. . . Therefore the precedence is
translation memory over machine translation
over translate from scratch.

• “break even” point for translation costs reach-
able after roughly 10 months

beo’s previous experience with machine transla-
tion is limited to post-editing jobs. High volume
post editing jobs for different clients lead to the in-
sight that post editing performed as an extra work
step is neither cost effective nor a guarantee for
good quality. Thus, the objective of the project
is to integrate MT in such a way that automati-
cally translated content is “magically” presented to
the translator just like a TM match. The translator
then is responsible to accept, change or reject the
translation, just like a TM match. Standard qual-
ity assurance work steps and tools can be applied,
the MT is seamlessly integrated into the standard
translation workflow along the TM.

3 Training an MT engine

In order to train a translation model, DFKI first had
to prepare the data into a format suitable for the
translation system. The original format is com-
posed of slides translated from an original lan-
guage (German) into a target language (in our ex-
periments English and Spanish). The slides them-
selves could be considered as the translation unit,
but we chose to work with sentence-like units. For
this we firstly applied an automatic sentence split-
ting tool, and then proceeded to re-align the pro-
duced sentences with the Microsoft bilingual sen-
tence aligner (Moore, 2002).

After some cleanup of the data, including re-
moval of duplicate sentences, a special categoriza-
tion step has been applied to detect tokens that can
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DE-EN DE-ES
Set Segm. Words Segm. Words

Original 203K 7.5M 199K 7.3M

Train 402K 3.3M 400K 3M
Dev 2 086 17 746 993 7 790
Test 2 057 16 774 1 008 8 597

Table 1: Statistics of the random split into train-
ing, development and test sets. The number of seg-
ments in the original data corresponds to slides, in
the train, dev and test sets, to sentence-like units.

be directly carried over from the source language
to the target language. These categories include
numerical quantities, in-text references (“see Ta-
ble x”, legend of Figures, etc.) which are specially
marked in the text as well as some formatting in-
formation (most notably tabular alignments).

A random split into training, development and
test data was carried out. Table 1 shows the statis-
tics of the resulting sets. As can already be seen
from these statistics, the data is highly redundant.
The number of segments is greatly increased when
comparing the original data with the preprocessed
data (train, dev and test sets), due to the sentence
splitting. On the other hand the number of words
is less than half, due to the removal of duplicates.

On this data a phrase-based statistical machine
translation system was trained (Zens et al., 2002).
We chose the Jane translation toolkit (Vilar et al.,
2010) over the more widely known Moses toolkit
(Koehn et al., 2007) due to its ability of handling
the categories described above.2 The results in
terms of BLEU score are given in Table 2. As
can be seen, the scores are very high, around 64%.
To give a comparison, the highest scoring system
in the 2011 WMT Evaluation Task scored 25%
BLEU on the German-English task. For English-
Spanish (there was no German-Spanish task) the
best scoring system achieves a BLEU score of 35%
(Callison-Burch et al., 2011).

The reason of our exceptionally good results lies
of course in the nature of the data. As was pointed
out before, by its nature the data is highly repet-
itive, even with sentence duplications removed.3

2A short note about licensing: Jane is freely available for non-
commercial use. At the current stage this study is still of sci-
entific nature. Should a commercial application arise, the li-
censing issue will have to be reconsidered.
3Without removal of duplicated sentences the scores go over
70% BLEU.

Language Pair BLEU[%]

German-English 64.2
German-Spanish 63.9

Table 2: Results in terms of BLEU score on the
test set.

Figure 1 shows some example translations. The
first one shows an example sentence where the
translation system achieved a perfect translation.
The structure of this sentence allows for easy gen-
eralization (think of several connector colors) and
also shows the categorization carried out when pre-
processing the data, where the system detected a
number and a reference.

The performance of the system is also quite
good for more complicated sentences, as the sec-
ond example of Figure 1 shows. Although it
may sound a bit artificial at first sight due to the
repetition of “side” towards the end of the sen-
tence,the automatic translation is actually more ac-
curate than the reference translation and in a tech-
nical domain like the one we are dealing with it
may be fully acceptable.

Of course not all the translations are good, as
the third example shows. Although to be fair to
the translation system, this sentence does not fully
conform to Bosch’s style guidelines (the passive
voice should be avoided).

4 Outlook & Conclusions

We have presented a user study of applicability of
(statistical) machine translation to a real-life trans-
lation task as requested from a LSP. The quality
of the resulting translations is very high, well be-
yond our initial expectations. We consider that the
quality is good enough to step to the next phase
of the project, integrating the translation system
into the human translator’s workflow. The goal
will be to complement the currently used transla-
tion memories, which have proven to be of great
assistance to the translator’s work. A straightfor-
ward application will be to use the translation sys-
tem when the match of the translation memory is
not good enough, but more complex interactions
will be considered in a further study.

In the current study machine translation’s flexi-
bility to translate phrases like “see Figure 5” even
if the number “5” did not occur in the training data
has already proven helpful as compared to standard
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Source - Anschlussstecker schwarz ( Kl . $number { 31 } ) an Buchse $ref { <1> }
Translation - Black connector ( term . 31 ) to socket <1>
Reference - Black connector ( term . 31 ) to socket <1>

Source Werden Sollwerte erreicht , liegt ein Defekt im Airbag-Steuergerät oder im
Seitenaufprall-Sensor Beifahrerseite vor .

Translation If set values are attained , there is a fault in the airbag control unit or in the passenger
’s side side impact sensor .

Reference Airbag control unit or front passenger ’s side impact sensor is defective if set values
are attained .

Source Konstruktionsbedingt können auch bei abgebautem Steuergerät keine Wick-
lungswiderstände gemessen werden .

Translation The design may also be detached control unit is not winding resistances be measured
.

Reference The design is such that it is not possible to measure winding resistances even with
the control unit detached .

Figure 1: Translation examples.

translation memories that present a fuzzy match in
these cases. One example of a more complex inter-
action would be to use machine translation systems
for ranking multiple 100%-matches of a translation
memory according to plausibility, possibly taking
context into account. Once confidence estimations
of machine translation systems will get more re-
liable, human post-editors can be presented only
material that needs to be touched or error checked.

Although BLEU scores and inspection of the
translations may give a good overview of the trans-
lation quality, the final performance test will be of
course to measure human performance when using
the developed system. The final goal is to improve
the efficiency of the whole translation pipeline.

This study may also serve as a hint for the ma-
chine translation community. The goal of creat-
ing machine translation systems that are capable
of dealing with a very wide domain is certainly ap-
pealing, but ignoring smaller domains may miss
important applications. Our results may seem non-
conclusive to some researchers (“too similar train-
ing and test data”), but we are dealing with real-life
data, provided by a LSP. The fact that translation
memories are the most widely used computer aid
by human translators is an indication that such con-
ditions are realistic.

References
Callison-Burch, Chris, Philipp Koehn, Christof Monz,

and Omar Zaidan. 2011. Findings of the 2011 work-

shop on statistical machine translation. In Proceed-
ings of the Sixth Workshop on Statistical Machine
Translation, pages 22–64, Edinburgh, Scotland, July.
Association for Computational Linguistics.

Koehn, Philipp and Christof Monz. 2005. Shared
task: Statistical machine translation between Euro-
pean languages. In Proceedings of the ACL Work-
shop on Building and Using Parallel Texts, pages
119–124, Ann Arbor, Michigan, June. Association
for Computational Linguistics.

Koehn, Philipp, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondřej Bojar, Alexandra
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Abstract

Software localization requires translating
short text strings appearing in user inter-
faces (UI) into several languages. These
strings are usually unrelated to the other
strings in the UI. Due to the lack of se-
mantic context, many ambiguity problems
cannot be solved during translation. How-
ever, UI are composed of several visual
components to which text strings are as-
sociated. Although this association might
be very valuable for word disambiguation,
it has not been exploited. In this paper,
we present the problem of lack of con-
text awareness for UI localization, provid-
ing real examples and identifying the main
research challenges.

1 Introduction

Due to the rapid and worldwide development of
Internet and IT applications, fast software local-
ization is becoming essential, requiring user inter-
faces (UI) to be translated to different languages.
One of the main obstacles when translating UI
is the word sense disambiguation problem since
strings are usually independent from other strings
in the UI and, therefore, it is not possible to infer
semantic information from other parts of the text.

In this paper, we want to show that the meaning
of a string in this environment varies depending on
its position in the UI. For instance, a word associ-
ated to a menu may be interpreted as a name, but
it may be an action if the same word appears on
a button. Although enriching the translation pro-
cess with this alternative contextual information
would benefit quality, previous software localiza-
tion techniques ignore, in general, this approach.

c© 2012 European Association for Machine Translation.

It is commonly accepted that the number of
words processed per day by a human translator is
significantly increased when an efficient machine
translation (MT) engine is used and human trans-
lators intervene in the post-editing phase. Specifi-
cally, it is becoming popular to use MT engines for
software localization. Unfortunately, even if con-
textual information about the UI components asso-
ciated to strings was gathered, current localization
procedures using MT engines are not devised to
absorb and exploit it to improve MT quality. Vi-
sually aided translation tools, like Passolo1 or Cat-
alyst2, leverage contextual information and show
it graphically to human translators. However, they
depend on specific file formats which are not al-
ways available. Improving the quality of the output
of MT allows both (i) to reduce the cost of transla-
tion by increasing translator’s throughput by up to
50%, based on CA Technologies3 experience, and
(ii) to reduce the delay to market of the software
products. The objective is simultaneous shipment.

The main contributions of this paper are as fol-
lows. Section 2 describes the most relevant state of
the art. In Section 3, we define the problem of the
lack of contextual information in UI localization
providing examples extracted from real products
of CA Technologies. In Section 4, we enumerate
the main research challenges in terms of improv-
ing the quality of the output of MT by increasing
the context awareness for UI localization. Finally,
Section 5 concludes this paper.

1www.passolo.com
2www.alchemysoftware.ie
3CA Technologies is a worldwide software and solutions
provider that helps customers to make ICT management more
agile, secure and flexible. The company localizes many of its
applications to several languages, using MT techniques and
human post-editing.
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2 Previous Work

Incorporating MT in the software localization pro-
cess has been the focus of recent projects. For
instance, Ruopp (2010) adapts well-known open
source translation engines. Also, Hudik and
Ruopp (2011) integrate them into computer-aided
translation tools. However, to our knowledge,
none of these previous works make use of context
extracted from UI.

In general, most MT systems, translate text sen-
tence by sentence independently, ignoring broader
contextual information. Even at sentence level,
a statistical system based on segments or phrases
(phrase-based SMT, (Koehn et al., 2003)) uses the
source lexical context of phrases only locally, con-
sidering a limited number of words next to the
phrase being translated. Because of this, the dis-
course at document level is not considered.

Syntax-based SMT (Chiang (2005) among
many others) tries to alleviate the lack of con-
nection between long distance phrases by consid-
ering syntactic dependencies, still within a sen-
tence. Also, factored models (Koehn and Hoang,
2007) include linguistic information in phrase-
based models as extra factors associated to words.
This information can be anything that can be cod-
ified, although the most extended use is to employ
morphology to generate translations from the lem-
matized text. An alternative way to consider con-
text is by using word sense disambiguation tech-
niques to choose between possible translations of
a word or a phrase. In general, these approaches
use machine learning methods to learn an adequate
word selection model (see for example Giménez
and Màrquez (2008)). None of these advances in
standard phrase-based SMT tackles the context-
aware problem in UI translation.

3 Lack of Context Awareness

In this section, we describe the overall process of
UI software localization in an industrial environ-
ment and describe the problem of the lack of con-
text in UI translation.

3.1 UI Software Localization Process

Figure 1 depicts a high level overview of the pro-
cess for UI localization used at CA Technologies.
A first common aspect that is important to remark
is that, especially in large enterprises, program-
ming and localizing are not only performed by sep-
arate human teams, but this work is usually done
in different departments in very large and complex

development organizations. As a consequence, in
many cases direct collaboration between them is
not straightforward due to different time zones or
due to the fact that they might be using differ-
ent and complex tools, highly specialized for their
day-to-day tasks. Even worse, it is common that
some of the UI to be translated might be coming
from recently acquired software or part of the lo-
calization might be outsourced to third-parties. In
addition, the skills and expertise of developers and
translators are usually completely different. While
developers are not expected to have comprehensive
English language skills, translators are not sup-
posed to interpret the source code of applications.
As a result, development and localization are usu-
ally decoupled, their interaction is in general very
complex and, in addition, translators rarely have
access to the source code.

Usually, different tools are provided to help de-
velopers generating code which is compliant with
internationalization requirements (step 1 in Figure
1). These tools are devised to ensure, for instance,
that text appearing in the code adheres to the basic
formating rules, required in the localization pro-
cess to digest and translate the text properly. Once
a new product or release is ready, the source code is
parsed and the text in the UI is extracted for local-
ization (step 2 in Figure 1). First, text is run against
translation memories in order to leverage previous
translations (step 3). Second, the remaining strings
are run through MT engines to obtain a machine
translated output in the target language (step 4) that
will be post-edited by human translators (step 5).
This is one of the most time-consuming steps in
the localization process since it consists in man-
ually (or semi-automatically) editing the MT en-
gine outputs in order to produce publishable con-
tent. The output is then passed to an automatic
tool that prepares the new translated text to be in-
serted back to the original source code (step 6).
Because in many cases human translators do not
have access to any view of either the final layout
or the source code of large and complex applica-
tion, and therefore the UI components where each
string is associated, they cannot guarantee a correct
translation. As a consequence, it becomes neces-
sary to perform a critical iterative step that we call
Language Quality Assurance (LQA). This process
is usually highly resource-consuming and requires
programmers to generate a sample of evidences,
such as screenshots, to allow translators to validate
the translation in context. If errors are reported,
they have to be solved by developers in an iterative
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Figure 1: UI Software Internationalization and Localization Process at CA Technologies

procedure. This costly process is very inefficient
and, therefore, expensive.

3.2 Context Description and Examples of
Lack of Context

We define context as the minimum required infor-
mation needed to solve an ambiguity. This contex-
tual information should be added to the raw strings
sent for translation. We classify the different types
of ambiguities found in our scenario in four dif-
ferent categories: (i) part of speech: this is one of
the ambiguities requiring solution and it is needed
in order to provide an accurate translation (Figure

(a)

(b)

(c)

(d)

Figure 2: Examples of lack of context effects

2.a). In this example, the source text was “Ac-
cess”, which in English can be a verb (to access)
or a noun (an access). However, as the text is em-
bedded into a button, it has to be translated as a
verb, in this case “Accedi” (verb in Italian) instead
of “Accesso” (noun in Italian). In most cases, this
ambiguity can also be solved by providing the UI
element in which the text will be showing up (a
button, a menu, a dialog box header, a drop down
list, etc.); (ii) gender: this is the most difficult
ambiguity to solve as the gender will always de-
pend on a different element. For example, in some
languages, the gender of a word included in a ta-
ble cell will depend on the gender of the column
header (Figure 2.b). In the example, you can see
two overlapped ambiguities: first, the original En-
glish word “Open” could be a verb or an adjective,
and it has been translated automatically as a verb
(“Ouvrir”) while it should be translated as an ad-
jective (“Ouvert”) and, second, the gender of the
adjective4 will depend on the gender of the title in
the column header (in English “Request Status” is
translated into French as “Statut de la demande”
which is feminine), in this case, “Ouverte”; (iii)
prepositions: prepositions like “to” or “from” al-
ways need context information for disambiguation
(Figure 2.c). For example, the word “to” has at
least three possible interpretations: destination, re-
cipient or date, and in Spanish this would be trans-
lated to “a”, “para” and “hasta”, respectively; (iv)
syntactic ambiguity: caused by word order in En-
glish: “Display Unit” might be translated to “Unità

4Note that adjectives in roman languages are affected by num-
ber and gender.
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di visualizzazione” (unit to be displayed) or “Visu-
alizza unità” (to display a unit) (Figure 2.d).

4 Research Challenges

In this section we summarize the main challenges
posed by the ambiguities identified.

Adapting MT engines to exploit contextual in-
formation: MT engines must be improved in or-
der to handle UI contextual information and im-
prove quality. As a first approximation, we en-
visage writing a set of rules. This way the sys-
tem is informed so that it translates, for instance,
an ambiguous word as a noun in a menu and as
a verb in a button. The validity of this approach
depends on the degree of ambiguity and the cov-
erage of the rules. A more competitive method
could be adding the context as factors in phrase-
based SMT. This way, it is different to translate
(archive, noun, menu) from (archive, verb, button)
or (archive, noun, button). Within this framework
the translation is not selected by a rule, but each
alternative translation has a probability estimated
from frequencies in a corpus, and the translation
of a word is also conditioned by the translation of
the neighboring words.

Although the move towards a probabilistic ap-
proach ensures a high coverage, it might not be
enough to solve some kinds of ambiguities. The in-
formation needed to properly translate the gender
and number of a text might be encoded by several
types of context at the same time, so it is necessary
to deal with a high number of features. Factors are
not appropriate for a large number of features, but
machine learning techniques can be used to learn
the best translation according to its context cod-
ified with those features. This methodology has
been already successful as stated in Section 2.

Context extraction and internationalization-
compliant programming standards: all of these
approaches assume that the context can be ex-
tracted from the code. Besides, those which rely
on statistical methods also need to gather an anno-
tated corpus. A second line of research, thus, will
involve establishing automatic methods to extract
context information from the source code. Chal-
lenges range from parsing the information of com-
plex UI components, such as tables, where content
in the table header might affect the translation of
the text in the cells for instance, to defining pro-
gramming standards that make the code compliant
with localization needs or creating new tools that
aid developers to use writing style guidelines that
make the localization process easier.

There may be several ways of including con-
textual information in the files sent for translation:
(a) to include information of the UI components in
which the ambiguous text will be embedded, next
to ambiguous words; (b) for recurrent pre-defined
ambiguities like “To” and “From”, provide a prede-
fined standard explanation of the context, like for
example, “To” as in “date”, or “To” as in “e-mail”;
(c) in case none of the previous options works, to
allow for a free text option to provide information
necessary for disambiguation. Any of these pos-
sible solutions require establishing practical meth-
ods that do not overload developers with unnec-
essary extra work and, specially in the last case,
sophisticated methods to extract information from
free text.

5 Conclusions

Specializing MT engines used in software local-
ization processes is vital for reducing costs both in
terms of time and budget. However, to our knowl-
edge, the problem has not been tackled yet. Re-
ducing the mistranslations produced by the lack of
context will have a direct impact on both the pots-
editing phase and the LQA phase, which are the
most costly phases in such a process. Therefore, it
is necessary to include UI components information
in the localization process. We strongly believe
that near future research efforts should be pointed
towards these types of solution.

References
Chiang, D. 2005. A hierarchical phrase-based model

for statistical machine translation. In Proceedings of
the 43rd Annual Meeting of the ACL, pages 263–270,
June.
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Virtus:  Translation for Structured Data 

Mark Arehart, mark.arehart@ntrepidcorp.com 

Ntrepid Corporation 

www.virtustranslator.com 

 

Description 
This paper presents Virtus Translator

1
, a new machine translation (MT) product developed 

by Ntrepid Corporation.  Virtus is a specialized tool designed for maximum performance on 

structured data, such as found in spreadsheets and database tables.  The Virtus engine uses 

statistical machine learning techniques to identify the language and category of each column 

in a table.  The categories for which Virtus is optimized include names of people, locations 

and organizations as well as supplemental information such as job title, education level, na-

tionality and religion.  Based on the automatically detected language and category, Virtus 

recommends a translation strategy suitable to maximize performance on each type of data. 

Virtus translation strategies represent an innovation in translation software that provides us-

ers unprecedented control over the handling of their structured data.  Virtus strategies range 

in sophistication from a "do not translate" approach suitable for internet addresses and cer-

tain numeric data, to a range of linguistically appropriate translation techniques.  For exam-

ple, a "transliteration only" strategy might be used for person names, while street addresses 

would be better handled by keyword translation supplemented by automatic transliteration.  

More sophisticated translation strategies are recommended for more linguistically complex 

categories such as organization names and job titles.  Knowing the category of the data in 

each column allows not only for intelligent algorithm selection, but also enables more accu-

rate translation of category-specific terminology, including acronym and abbreviation expan-

sion. 

The Virtus translation engine can run in fully automatic mode; however, it is also highly cus-

tomizable, allowing users to specify translation parameters for each column of data, control-

ling the language, the category, the translation strategy and the transliteration standard on a 

per-column basis.  Also, recognizing the uniqueness of each user's translation requirements, 

Virtus provides a custom translation memory (TM) building tool to allow sophisticated users 

fine-grained control over Virtus Translator's output. 

Virtus Translator for Chinese, Persian and Russian are currently available.  Virtus Translator 

for Arabic, French, German and Spanish are scheduled for release in 2012.  A 30-day trial 

version is currently available upon request. 

  

                                                           
1
 Patent Pending 12/461,574 
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MOLTO Enlarged EU – Multilingual On-Line Translation

EU 
FP7/2007-2013

Small or medium-scale focused research project 
Grant agreement No. 288317 

http://www.molto-project.eu 

List of partners

 Göteborgs Universitet, Sweden (coordinator)

 Helsingin yliopisto, Finland

Universitat Politècnica de Catalunya, Spain

 Ontotext AD, Bulgaria

Be Informed, The Netherlands

 University of Zurich, Switzerland 

Project duration: March 2010 — May 2013

Summary

The MOLTO project aims to provide technology which can simultaneously tackle issues arising from 
real-time machine translation of web documents: localization to several languages, maintenance of  
their consistency in spite of asynchronous collaborative authoring with frequent edits, and grammatic-
ally and stylistically flawless text. Fifteen languages will be covered in the translations, including 12  
of  the 23 official  languages of  the  European Union:  Bulgarian,  Danish,  Dutch,  English,  Finnish, 
French,  German,  Italian,  Polish,  Romanian,  Spanish,  and  Swedish.  The  3  non-EU languages  are 
Catalan, Norwegian, and Russian.
Two problems have slowed down the adoption of high-quality restricted language translations: devel-
opment cost for a new domain or language, and learning curve for authoring texts in a restricted lan-
guage. MOLTO tools will decrease the effort of developing restricted language translators radically by 
using the Grammatical Framework (GF) libraries. MOLTO editing tools are now available in initial 
prototypes for grammarians: the web-based editor and the GF plugin for the Eclipse integrated devel-
opment environment. New members of the MOLTO Enlarged EU Consortium are extending the tools 
to a semantic wiki platform and testing the user-friendliness of these solutions for non-expert gram-
mar writers.
MOLTO is exploring the two-way interoperability of grammars with Semantic Web conceptual mod-
els and hybrid models of combining rule-based translation systems with statistical machine transla-
tion. Data sets made available in a machine readable form, like  RDF or OWL, can be used to con-
struct a knowledge infrastructure suited to meaningful query and retrieval using natural languages.  
This approach is already being demonstrated with an application to the domain of cultural heritage. 
Combination approaches studied in MOLTO aim to integrate grammar-based and SMT models in a 
hybrid, robust MT system. Variants under consideration include e.g. soft integration in which phrase  
pairs or tree fragment pairs, generated by GF, are integrated as a discriminative probability models in  
a phrase-based SMT system. The testbed application for this research activity is information retrieval  
from patents in the pharmaceutical domain.
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AIDA: Automatic Identification and Glossing of Dialectal Arabic 

Heba Elfardy and Mona Diab  

Center for Computational Learning Systems 

Columbia University 

{heba,mdiab}@ccls.columbia.edu 

http://nlp.ldeo.columbia.edu/aida/ 

 

Description 
AIDA is a system for dialect identification, classification and glossing on the token and sen-

tence level for written Arabic. Automatic dialect identification in Arabic is quite challenging 

because of the diglossic nature of the language and informality associated with the typical 

genres where dialectal Arabic (DA) is used. Moreover, DA lacks a standard orthography. Ad-

ditionally the abundance of faux amis between the different varieties of Arabic, namely be-

tween Modern Standard Arabic (MSA) and DA, exacerbates the challenge of identifying dia-

lectal variants. Hence identifying whether a (sequence of) token(s) is MSA or DA and provid-

ing an MSA-Gloss for the dialectal tokens in an utterance can aid Arabic MT in handling such 

informal genres more accurately. 

AIDA aggregates several components including dictionaries and language models in order to 

perform named entity recognition, dialect identification & classification and MSA & English 

linearized glossing of the input text. The default output produces the following information for 

each token in the input text: 

1. CLASS: this field displays whether a given word is DA, MSA or unknown (MSA, DA or 

UNK), and for dialectal words it identifies the class: either Egyptian, or Other (another 

Arabic dialect);  

2. NE: Whether the word is a named-entity (NE) or not and if it is a NE, the NE class it be-

longs to (Person, Organization, GeoPolitical entity, Location);  

3. MSA-Gloss: For dialectal tokens this field displays the MSA equivalents of a token or-

dered by their frequency of occurrence in Arabic Gigaword;
1
 

4. English-Gloss: The English equivalents of the given token.   

Ex:  

Input (UTF8)  الراهن الوقت في مصر في  بيحصل  اللي  ده 

Input(BW)
2 dh El~y byHSl fy mSr fy Alwqt AlrAhn 

Class DA DA DA DA/MSA - DA/MSA MSA MSA 

NE: - - - - GPE - - - 

MSA-Gloss: *lk Al*y yHdv fy mSr fy Alwqt AlrAhn 

ENG-Gloss: that  what happen in Egypt in the time the current 

The output is configurable allowing the user to choose the output encoding as well as the us-

er’s preference on what tagging information to display. AIDA is accessible through a configu-

rable web-based interface as well as a packaged pipeline that is available for offline pro-

cessing. 

                                                           
1
 http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2009T30   

2
 We use Buckwalter transliteration scheme: http://www.qamus.org/transliteration.htm  
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Central and Southeast European Resources (CESAR) 

European Commission  
The Information and Communication Technologies Policy Support Programme 

ICT-PSP PB Pilot Type B 
Project ID number: 271022 

http://www.cesar-project.net 
 

List of partners 

Nyelvtudomanyi Intezet, Magyar Tudomanyos Akademia (HASRIL), Budapest, Hungary  

Budapesti Muszaki es Gazdasagtudomanyi Egyetem (BME), Budapest, Hungary 

University of Zagreb, Faculty of Humanities and Social Sciences (FFZG), Zagreb, Croatia 

Instytut Podstaw Informatyki Polskiej Akademii Nauk (IPIPAN), Warsaw, Poland 

Uniwersytet Łódzki (ULODZ), Łódź, Poland 

Faculty of Mathematics, University of Belgrade (UBG), Belgrade, Serbia 

Institut Mihajlo Pupin (IPUP), Belgrade, Serbia 

Institute for Bulgarian language Prof Lyubomir Andreychin (IBL), Sofia, Bulgaria 

Jazykovedny ustav L’udovita Štura Slovenskej akademie vied (LSIL), Bratislava, Slovakia 

 
Project duration: Februray 2011 — January 2013 

Summary 

The main objective of the project – an integral part of META-NET – is to make available a 
comprehensive set of language resources and tools covering Bulgarian, Croatian, Hungarian, 
Polish, Serbian and Slovak. Building on a wide range of already existing resources and na-
tional or international activities, the project creates, populates and operates a comprehensive 
language-resource platform enabling and supporting large-scale multi- and cross-lingual prod-
ucts and services. The resources already involved in the project include interoperable mono- 
and multilingual speech databases, mono- and bilingual corpora, dictionaries, wordnets and 
relevant language technology processing tools such as tokenisers, lemmatisers, taggers and 
parsers. The main pillars of CESAR activity are seen as enhancement of resources and tools, 
adaptation of resources and tools to become compliant with the agreed standards for interop-
erability, upgrade of resources and tools by combining them with other resources and tools in 
order to achieve the foreseen level of interoperability and in adapting user-interfaces. A spe-
cial effort is taken to achieve a common standard of involved resources and tools in order to 
enhance and facilitate the foreseen interoperability between them, as well as to evaluate their 
license schemes and IPR issues. A special track of activity is turning the linguistic develop-
ment environment NooJ (www.nooj4nlp.net) into an open-source package running on most 
popular platforms. Key resources covered by the CESAR project will be linked and made in-
teroperable using the facilities of the META-SHARE repository, which eventually will be-
come an important component of a language technology marketplace for HLT researchers and 
developers, policy makers, language professionals (translators, interpreters, content and soft-
ware localisation experts, etc.), as well as for industrial players, especially SMEs, catering for 
the full development cycle of HLT, from research through to innovative products and services. 
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Bologna Translation Service (BOLOGNA) 

Funding agency: European Commission 

Funding call identification: ICT-PSP 4th Call 

Type of project: Theme 6: Multilingual Web 

Project ID number: 270915 

http://www.bologna-translation.eu 

 

List of partners 

 CrossLang, Belgium (coordinator) 

 Convertus, Sweden 

 Applied Language Solutions, UK 

 Koç University, Turkey 

 Eleka Ingeniaritza Lingusitikoa, Spain 

 

Project duration: March 2011 — February 2013 

 

Summary 

BOLOGNA (the “Bologna Translation Service” (BTS)) is an ICT PSP EU-funded project 

which specialises in the automatic translation of study programmes from French, German, 

Spanish, Portuguese, Turkish, Finnish into English, and from English into Chinese. At the 

core of the BTS framework are several machine translation (MT) engines through which web-

based translation services are offered. The fully integrated BTS architecture includes a transla-

tion system that couples rule-based and statistical MT with automatic and human post-editing 

and translation memory. 

The BOLOGNA project has just had its first annual review, on March 30, in Luxembourg. A 

first prototype of the service is now available and the initial user group has been expanded to 

over 50 universities and higher education institutions from 13 countries. Baseline systems 

have been built for all language pairs in the project and advanced systems are on their way. 

.
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ACCEPT: Automated Community Content Editing PorTal 

European Union  

FP7 ICT-2011-7 

STREP  

288769 

http://www.accept.unige.ch  

 

List of partners 

Université de Genève (Coordinator), Switzerland 

University of Edinburgh, United Kingdom 

Acrolinx, Germany 

Symantec, Ireland 

Lexcelera, France 

 

Project duration: January 2012 — December 2014 

 

Summary 

The use of machine translation (MT) is becoming more pervasive, and at the same time Web 

2.0 paradigms are democratising content creation. However, right now these two trends are 

fairly incompatible since current MT engines cannot produce acceptable results for communi-

ty content due to the extreme variability within the content. The ACCEPT project will address 

this issue by developing new technologies designed specifically to help MT work better in this 

environment. The research consists of three main strands: (i) new paradigms for “minimally 

intrusive” preediting content. (ii) the development of strategies for post-editing content which, 

rather than fully relying on trained translators, will also leverage the monolingual skills of vo-

lunteer domain experts. (iii) the use of the insights gained in the editing process and using in-

novative text analytics to improve the statistical MT engines themselves. The project brings 

together two of the world's leading research centres in applied MT (Universities of Edinburgh 

and Geneva), as well as the leading provider of content editing technologies (Acrolinx). In ad-

dition, there are two extremely experienced MT users in the project: the software company 

Symantec and the language services provider Lexcelera. Symantec and Lexcelera will also 

bring their community forum experience: Symantec through its user forums and Lexcelera 

through Traducteurs sans Frontières, a non-profit organisation supported by Lexcelera which 

provides pro bono humanitarian translations via a community of translators.  
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PANACEA (Platform for Automatic, Normalised Annotation and Cost-
Effective Acquisition of Language Resources for Human Language 

Technologies)

Funding agency: European Commission
Funding call identification: FP7-ICT

Type of project: STREP 
Project ID number:  248064

http://www.panacea-lr.eu

List of partners

 Universitat Pompeu Fabra, Spain (coordinator) 

CNR – ILC, Italy

ILSP – R.C. “Athena”, Greece

University of Cambridge, United Kingdom

Linguatec, Germany

Dublin City University, Ireland

ELDA, France

Project duration: January 2010 — December 2012

Summary

A strategic  challenge for  Europe in  today's  globalised economy is  to  overcome language 
barriers  through technological  means.  In  particular,  machine translation (MT) systems are 
expected to have a significant impact on the management of multilingualism in Europe. 

PANACEA addresses the most critical aspect for MT: the so-called language resource (LR) 
bottleneck.  Although MT technologies  may consist  of  language-independent  engines,  they 
depend on the availability of language-dependent knowledge, i.e., they require LRs.

The objective of PANACEA is to build a factory of LRs that automates the stages involved in 
the acquisition, production, updating and maintenance of LRs required by MT systems and by 
other applications based on language technologies, and simplifies eventual issues regarding 
intellectual property rights. This automation will cut down the cost, time and human effort 
significantly. These reductions of costs and time are the only way to guarantee the continuous 
supply of LRs that MT and other language technologies will be demanding in the multilingual 
Europe.

In its second year, PANACEA has developed the second version of the LR factory, which 
allows  the  final  user  to  acquire  LRs  by  designing  workflows  (acquisition  pipelines)  that  
connect web services provided by the different partners. Tests for handling massive data have 
been successfully carried out. Some of the web services can be used for the acquisition of  
monolingual and parallel text and preprocessing, sentential and subsentential alignment and 
automated  production  of  parallel  corpora  in  widely  used  formats  such  as  TMX.  In  the 
following months PANACEA will make available web services for the production of bilingual 
dictionaries,  transfer  grammars  and  acquisition  of  lexical  information  for  producing 
information-rich dictionaries.
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ATLAS: Automatic Translation into Sign Languages 
 
 

Funding agency: Piedmont Region, Italy  
Funding call identification: Converging Technologies - CIPE 2007 
Research Sector: Cognitive Science and ICT 
Website: http://www.atlas.polito.it  
 
 

List of partners 
Politecnico of Turin, DAUIN RAI Radiotelevisione Italiana S.p.A. 
Turin University, Dep. of Computer Science BEPS Engineering 
Turin University, Dep. of Psychology Lumiq Studios S.r.l. 
CSP - ICT Innovation Microsoft Innovation Center 
Virtual Reality and Multimedia Park University of Illinois at Chicago 
Cooperativa GCS Global Communication Alto Sistemi s.r.l. 
Fondazione Bruno Kessler  

 
Project duration: January 2009 – July 2012 

 
Summary 

ATLAS is a three-year project, which exploits the convergence between cognitive sciences 
and ICT to build innovative services and tools to provide deaf people the possibility to follow 
and understand TV programme, media information, and entertainment channels, through the 
automatic translation into a sign language. This technology is a significant step toward the in-
clusion of deaf people in the global community and it may be considered a natural evolution 
of a process started by computers, internet, and mobile phones. Although the developed tools 
are applicable, in principle, to any broadcasted material and any language, ATLAS focuses on 
the Italian Sign Language  (LIS - Lingua Italiana dei Segni), and on the weather forecast bul-
letins broadcasted by the Italian television. 

The main objective of ATLAS is the distribution through various devices of the LIS animation 
performed by a virtual interpreter expressing the content of an Italian sentence in LIS. This 
goal is achieved through (i) the translation of the Italian text into the ATLAS Extended Writ-
ten LIS (AEWLIS), representing the LIS into a written format, by either a statistical or a rule-
based machine translation system; (ii) the conversion of the AEWLIS expression into an Ani-
mation Language (AL), able to drive the virtual actor; (iii) the generation of an AL-based an-
imation sequence; (iv) and the delivery of the animation sequence on various user terminals 
(including DVB, web, mobile phones, and physical media), remotely controlled by local visu-
alization engines and properly synchronized with audio/video contents. 

Other notable outcomes of ATLAS are (i) the formal definition of the AEWLIS and AL lan-
guages; (ii) an Italian-LIS-AEWLIS parallel corpus of selected texts; (iii) an assisted editor for 
the AEWLIS annotation of Italian texts; and (iv) the set of developed tools distributed as 
open-source to allow their no-profit use by Deaf Communities. 
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FAUST: Feedback Analysis for User adaptive Statistical Translation  

Seventh Framework Programme 
Theme FP7-ICT-2009-4, Objective 2.2: Language-based interaction.  

STREP 
Grant agreement no. 247762  

http://faust-fp7.eu 
 

List of partners 

Department of Engineering and Computer Laboratory, University of Cambridge, UK  

Center for Language and Speech Technologies and Applications (TALP),  
Universitat Politecnica de Catalunya, Spain 

Institute of Formal and Applied Linguistics, Charles University, Czech Republic 

Language Weaver Inc., USA          Language Weaver SRL, Romania 

Softissimo, Inc., France 

 
Project duration: February 2010 — January 2013 

 
Summary 

The FAUST project is developing fluent MT systems that respond to user feedback.  Our ob-
jectives are to: Enhance the high-volume Reverso.net translation website with an experimental 
infrastructure for the study of instantaneous user feedback; Deploy novel web-oriented, feed-
back collection mechanisms that reduce noise and increase the utility of the web contributions; 
Automatically acquire novel data collections to study translation as informed by user feed-
back; Develop mechanisms for instantaneously incorporating user feedback into the MT en-
gines; Create novel automatic metrics of translation quality which reflect user feed-back; De-
velop translation models based on user feedback data and develop approaches to integrate 
natural language generation directly into MT to improve translation fluency and reduce nega-
tive feedback.  

FAUST has now developed interactive environments for gather feedback from users. Ma- 
chine translation systems developed within the project are freely available for use at the web-
site http://labs.reverso.net .  We will present the web architecture we have developed to sup-
port this collaborative research project. We will discuss some design issues in the user-facing 
portions of the website. We will present initial analyses of the feedback being collected, in 
terms of its potentially usefulness in refining MT systems. We will also describe the data sets 
and tools which we have developed within the project and which we have made available for 
public use. More information, including tools and data, is available at the project website 
http://faust-fp7.eu .  
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Bridges Across the Language Divide — EU-BRIDGE 

European Union 
Seventh Framework Programme FP7-ICT-2011-7-Language technologies   

Integrating Project 
grant agreement n°287658 
http://www.eu-bridge.eu  

 
List of partners 

 Karlsruhe Institute of Technology – KIT, Germany (coordinator)  

 Fondazione Bruno Kessler – FBK, Germany 

 Polsko Japonska Wyzsa Szkola Technik Komputerowych – PJWSTK, Poland 

 RWTH Aachen University, Germany 

 The University of Edinburgh, United Kingdom 

Hong Kong University of Science and Technology – HKUST, Hong Kong 

 Red Bee Media Limited, United Kingdom 

 Mobile Technologies GmbH, Germany 

 PerVoice spa, Italy 

 Accipio Projects GmbH, Germany 

 Alcatel-Lucent Bell Labs France, France 

 
Project duration: 1st February 2012 — 31st January  2015 

 

Summary 

EU-BRIDGE aims at developing automatic transcription and translation services that will 
permit and facilitate the development of innovative products and applications that require the 
transcription of and translation between languages— European as well as non-European. The 
project will prove the usability of the services by implementing four such applications as use 
cases: i) Captioning Translation for TV broadcasts, ii) University Lectures Translation, iii) Eu-
ropean Parliament Translations, iv) Mobile Devices Communication Translation. 

Therefore, EU-BRIDGE puts together academics as well as engineering and business exper-
tise in order to create competitive offers to existing (current) needs in translation, communica-
tion, content processing and publishing. Prospective users (beneficiaries) of the project are Eu-
ropean companies operating in a multilingual, audio-visual market (in particular TV caption-
ing and translation). 

EU-BRIDGE strives to achieve high performing speech translation technology, that will make 
production processes more cost-effective. Our speech translation services will be available 
through a network-based service infrastructure, with an easy to handle API that allows for 
easy integration into new products. By being able to utilize the offered services, companies 
will gain a distinctive advantage in a globalized, multilingual world. The project will reinforce 
the cooperation, dialogue and partnership between research and industry and will provide bet-
ter understanding of user requirements. 
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GF Eclipse Plugin: an IDE for grammar development in GF 

John J. Camilleri, Krasimir Angelov 

john.j.camilleri, krasimir@chalmers.se 

University of Gothenburg, Sweden 

http://www.grammaticalframework.org/eclipse/ 

 

Description 
The research leading to these results has received funding from the European Union’s Sev-

enth Framework Programme (FP7/2007-2013) under grant agreement no. FP7-ICT-247914. 

This work introduces an Integrated Development Environment (IDE) for developing gram-

mars using the Grammatical Framework (GF). GF is a functional programming language for 

writing grammars targeting multiple parallel languages simultaneously. Typical application 

areas of the framework are machine translation in limited domains and multilingual natural 

language generation from some formal representation. 

The GF IDE is built on top of the Eclipse Platform and aims to provide a modern set of devel-

opment tools which replace the traditional text editor and console-based approach. In doing 

so, we hope to make the task of grammar-writing more efficient, reduce the barrier to entry to 

GF and encourage new users and uses of the framework. 

Apart from the standard features made available by the Eclipse platform—including multiple 

repositionable editor panels, syntax highlighting, code folding, automatic formatting and ver-

sion control system integration—the GF Eclipse plugin also provides: 

1. Immediate notification of syntax errors and helpful semantic warnings before ever 

reaching compilation. 

2. Module outlining, which provides a summary view of every top-level judgement in a GF 

module, annotated with type information, and allowing quick navigation within source 

files. 

3. Identifier resolution for both local and inter-module cross-references, allowing for in-

stant notification of linking errors and jumping to the definition of a referenced identifier. 

4. Inline contextual documentation for linked identifiers, including type information and 

listing of other overloaded forms or alternatives. 

5. Wizards and code generation tools for creating new template modules when writing ap-

plication grammars. 

6. Launch configurations, allowing developers to set up multiple GF compilation configu-

rations and run-time scripts, and run them directly from the IDE with a single click. 

7. Treebank test management, providing a graphical interface for testing the grammar’s 

linearisation and parsing performance against a predefined gold standard. 
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CrossLang Moses SMT Production System

Joachim Van den Bogaert, CrossLang / joachim@crosslang.com
Kim Scholte, CrossLang / kim.scholte@crosslang.com

http://www.crosslang.com

Description
Overview

CrossLang has developed an industry-grade Machine Translation (MT) and Post-Editing (PE) 
pipeline for the translation of high volumes of data. At its core, the system consist of a multi-
plexer/router, which allows source documents to be translated with any MT system connected 
to it. This ensures vendor independence for both CrossLang and its clients. 

To facilitate the deployment in typical translation environments, the system features a SOAP 
XML interface and a dedicated connector to the SDL WorldServer translation management 
system. This standard set-up allows for very complex workflows including Translation 
Memory (TM) leveraging and the combination of offline and online translation. 

For use in a crowd-sourcing environment, a lightweight Post-Editing platform has been added. 
The rationale is to allow domain-specialists, rather than translators, to rapidly review MT out-
put for highly technical documents. This makes the acquisition of expensive CAT (Computer 
Aided Translation) tools and training unnecessary and speeds up the time-to-market. 

The pipeline was developed to provide a cost-effective and rapid way to implement continu-
ous localization, as opposed to project-based translation which typically involves a translation 
agency and the related project management overhead. Additionally, the MT-neutral imple-
mentation reduces client-side development costs and allows for multi-system scenarios.

Features

Hardened Moses SMT (Koehn, et al., 2007): for clients with full customization needs, the 
hardened Moses SMT implementation is probably the most attractive feature. A service layer 
on top of Moses SMT provides redundancy, load balancing, asynchronous processing, failover 
support, industry-standard document format support, alignment-based tag-handling, improved 
normalization and hardened (de)tokenization and (lower/real)casing. 

Separation of concerns: the hardened Moses SMT set-up allows the deployment of third-
party translation and language models, while still providing the text engineering capabilities 
built on top of the translation workflow. Named Entity Recognition (NER) and terminology 
management services, for example, can be added without disrupting the Moses SMT models. 
From a technical point of view, tagging and annotation are considered to be engineering is-
sues, which are not allowed to interfere with the linguistic issues, as addressed by the SMT 
models. From a commercial point of view, clients can have third parties focus on linguistic 
quality, while the CrossLang system can take care of immediate production use.

Scalability and extensibility: the CrossLang system can be modified for performance or 
quality by adding extra hardware or processing steps through a unified API. The multiplexing 
capability makes it a suitable platform for MT systems combination.
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Embedding Machine Translation in ATLAS Content Management 
System 

EU CIP-ICT Policy Support Programme Funding call identification 
CIP-ICT-PSP-2009-3 Theme 3 Multilingual Web 

Project ID number : 250467 
http://www.atlasproject.eu  

 
List of partners 

        Tetracom Interractive Solutions Ltd., Bulgaria (coordinator) 

Institute for Bulgarian Language at the Bulgarian Academy of Sciences, Bulgaria 

  Institute of Technology and Development, Bulgaria 

   University of Hamburg - Research Group "Computerphilology”, Germany 

German Research Center for Artificial Intelligence, Germany 

Atlantis Consulting SA, Greece 

  Institute of Computer Science of the Polish Academy of Sciences, Poland 

  Alexandru Ioan Cuza University of Iasi, Romania 
 

Project duration: March 2010 — February 2013 
 

Summary 

The project aims to adjust and integrate several existing software components, assembling a 
platform for multilingual web content management called ATLAS, and a visualization layer 
called i-Publisher, which adds to the platform a powerful web-based point-and-click tool for 
building, reusing and managing multilingual content-driven web sites.  ATLAS makes use of 
state-of-the art text technology methods in order to extract, translate information and cluster 
documents according to a given hierarchy. With the current available technology it is not pos-
sible to provide a translation system which is domain- and language variation independent and 
works for a couple of heterogeneous language pairs. Thus our approach envisages a system of 
user guidance, so that the availability and the foreseen system-performance is transparent at 
any time. For the MT-Engine of the ATLAS –System we decided on a hybrid architecture 
combining EBMT and SMT at word-based level. For the SMT-component PoS and domain 
factored models are used, in order to ensure domain adaptability. The document categorization 
module assigns to each document one or more domains. For each domain the system adminis-
trator has the possibility to store information regarding the availability of a correspondent spe-
cific training corpus. If no specific trained model for the respective domain exists, the user is 
provided with a warning, telling that the translation may be inadequate with respect to the 
lexical coverage. The output of the summarization module is processed in such way that ellip-
ses and anaphora are omitted, and lexical material is adapted to the training corpus. The in-
formation extraction module is providing information about metadata of the document includ-
ing publication age. For documents previous to 1900 we will not provide translation, explain-
ing the user that in absence of a training corpus the translation may be misleading. The do-
main- and dating restrictions can be changed at any time by the system administrator if an ad-
equate training model is provided.  
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TTC: Terminology Extraction, Translation Tools 
and Comparable Corpora

  European Community
Seventh Framework Programme (FP7/2007-2013)

STREP
248005

http://www.ttc-project.eu/

List of partners

Université de Nantes, France (coordinator) 

Universität Stuttgart, Germany

University of Leeds, United Kingdom

Sogitec Industries, France

Syllabs SARL, France

Tilde SIA, Latvia

Eurinnov, France

Project duration: January 2010 — December 2012

Summary

In scientific domains, resources like parallel corpora and bilingual dictionaries are often not avail-
able. As a consequence, translators spend a lot of time to create and manage terminology lists. 
Similarly, the lack of parallel data makes it difficult to build statistical machine translation sys-
tems.         

The project TTC aims at providing data for machine translation systems, computer-assisted trans-
lation tools, and terminology management tools by automatically generating bilingual terminolo-
gies from comparable corpora. The project covers several languages of the European Union (Eng-
lish, French, German, Latvian and Spanish), as well as Chinese and Russian. To this end, a tool 
chain for compiling document collections, for terminology extraction and for bilingual term align-
ment is being developed, which concludes with exporting terminology data into CAT tools and 
MT systems.

Domain-specific corpora of several languages are collected by using a focused crawler. They then 
undergo pre-processing (tokenizing and POS-tagging): the project relies on flat linguistic analysis 
as it is available for most languages. For each language covered by the project, monolingual term 
extraction is performed. A part of the term extraction step consists in the identification of term 
variants, which provide valuable information for terminologists and can also help to deal with data 
sparsity. 

The extracted terms are then grouped into bilingual term equivalent pairs (term alignment) using 
different approaches (context vector based term alignment and lexical alignment strategies). The 
resulting bilingual term lists can then be fed into translation systems and CAT tools. The use of 
terminology in machine translation tasks is also regarded as a form of extrinsic evaluation of the 
output of the tool chain.
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Confident MT: Estimating Translation Quality for 
Improved Statistical Machine Translation

Irish Research Council for Science, Engineering and Technology (IRCSET)
Enterprise Partnership Scheme

http://nclt.computing.dcu.ie/mt/confidentmt.html

List of partners

                               Dublin City University, Ireland (coordinator)

                             Symantec, Ireland

               Irish Research Council for Science, Engineering and Technology, Ireland

Project duration: November 2011 — November 2014

Summary

The aim of the Confident MT project is to develop Confidence Estimation (CE) methods to 
measure the reliability of Machine Translation (MT) output in the context of User-Generated 
Content (UGC). For localization purposes, a software company such as Symantec needs to de-
liver helpful content to its customers in their native languages. However, MT evaluation via 
automatic metrics is only possible when a reference translation is available. In the more real -
istic setting where no such reference is available, reliable techniques for estimating the quality  
of translation system output are needed. The CE methods will be applied across a range of MT 
systems  (such  as  Rule-Based,  Example-Based,  Phrase-Based  SMT  and  Syntax-Enhanced 
SMT) and the results will be used to inform the optimal combination of MT systems. 

As more and more customers move away from traditional call centres and corporate websites  
in favour of self-service via dedicated discussion forums, there is a growing need for machine 
translation of UGC. Because this kind of content is an unedited mix of writing styles contain-
ing spelling mistakes, abbreviations and non-standard punctuation, it poses a particular chal-
lenge for Natural Language Processing (NLP) tools that have been trained on well-formed 
text.

      We consider the following steps for the Confident MT project:
− Represent source and MT output text with both system-dependent and independent features.
− Adapt NLP tools (part-of-speech taggers, syntactic parsers, etc.) to UGC.
− Use particular feature classes to learn various confidence scoring models.
− Produce a confidence score to estimate machine-translated text quality.
− Combine MT systems based on CE scores.
− Examine CE scores correlation with automated and human scores.
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PET: a Tool for Post-editing and Assessing Machine Translation 

Wilker Aziz* and Lucia Specia** 

* University of Wolverhampton, UK - W.Aziz@wlv.ac.uk 

** University of Sheffield, UK - L.Specia@sheffield.ac.uk  

Download: http://pers-www.wlv.ac.uk/˜in1676/pet/    

 
Given the significant recent improvements in Machine Translation (MT) quality and the increasing 

demand for cheap and fast translations, the post-editing of automatic translations is becoming a popu-

lar practice in the translation industry to save time and costs. The post-editing of automatic transla-

tions can also help identify problems in such translations and this can be used as feedback for re-

searchers and developers to improve MT systems. Finally, post-editing can be used as a way of evalu-

ating translations from one or more MT systems in terms of the effort required to correct them.  

 

PET, a stand-alone Post-Editing Tool has two main purposes: facilitate the post-editing or revision of 

translations from any MT system and collect segment-level information from this process, e.g.: trans-

lation quality scores and post-editing time. In addition, it can be used to collect information for trans-

lation from scratch.  PET works on any platform running a Java Virtual Machine. The interface dis-

plays source and target language texts in two columns, with many interface artefacts customisable 

through a configuration file. 

 

The segment to translate or edit can be a text of any length. Segments are seen in context, between 

already edited segments (green) and segments to edit (red). For the active segment (yellow) it is pos-

sible to display additional information, such as the original draft translation, alternative translations 

(from other MT systems), or a reference translation. In fact any external textual information can be 

displayed on a per-segment basis, such as definitions, paraphrases or alternative translations, time or 

space constraints, etc. This information must be provided to the tool via XML files. 

Once a segment is completed, assessment windows can be displayed to collect explicit feedback, e.g. 

translation fluency scores. PET also provides built-in implicit assessment indicators, such as i) time 

spent translating or editing a segment; ii) time spent assessing a segment; iii) assessment tags from 

pre-defined sets; iv) keystrokes grouped by type of keys; v) the Human Translation Edit Rate (HTER) 

between the draft translation and its post-edited version; vi) a time-stamped history of edit operations 

(i.e. insertion, deletion and substitution).  Many other indicators can be added via PET’s API. 
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LetsMT!: Do-It-Yourself Machine Translation Factory on the Cloud  

European Commission Competitiveness and Innovation Framework Programme 

Call CIP-ICT-PSP.2009.5.1: Machine translation for the multilingual web 

Small or medium-scale focused research project (STREP) 

Project reference: 250456 

http://www.letsmt.eu 

 

List of partners 

Tilde, Latvia (coordinator)  

University of Edinburgh, Human Communication Research Centre, UK 

University of Zagreb, Faculty of Humanities and Social Sciences, Croatia 

University of Copenhagen, Centre for Language Technology, Denmark 

Uppsala University, Department of Linguistics and Philology, Sweden 

Zoorobotics, Netherlands 
 

Project duration: March 2010 — August 2012 

 

Summary 

LetsMT! has created a cloud-based platform for generation and running of SMT systems based on 

public and user-provided training data. Users can upload their parallel corpora to online repository 

and generate user-tailored SMT systems based on user selected data. LetsMT! hides complexity of 

MT generation by providing a cloud-based infrastructure and easy user interface to manage data, cre-

ate and run multiple customized MT engines and use them for various translation needs. LetsMT! in-

cludes such features as storing of public and private training data, automated training of SMT systems 

from specified data, facilities for automated MT evaluation, facilities for running MT systems and 

web-based translation, API for integration of MT services, user and platform management facilities.  

Publicly available parallel resources, such as OPUS, DGT and JRC-Acquis, supplemented by user-

provided data, are used in LetsMT! as training data for development of SMT systems. Users can up-

load their data in a variety of formats (e.g. TMX, XLIFF and Moses formats, parallel documents in 

PDF, text and DOC formats, compressed gzip, zip and tar archives) that are automatically processed 

by validation and conversion tools. The system also includes a sentence alignment module for crea-

tion of new parallel resources for SMT training from scratch. 

LetsMT! uses Moses as a language independent SMT solution and integrates it as a cloud-based ser-

vice into the LetsMT! online platform. Moses toolkit has been adapted to fit into the rapid training, 

updating, and interactive access environment. The Moses SMT training pipeline involves a number of 

steps that each require a separate program to run. In the framework of LetsMT! this process is stream-

lined and made automatically configurable given a set of user-specified variables (training corpora, 

data for language model, dictionaries, tuning sets). 

LetsMT! translation services can be used in several ways: through the web portal letsmt.com, through 

a widget for web-page translation, through browser plug-ins, and through integration in computer-

assisted translation (CAT) tools SDL Trados and Kilgray memoQ. The platform provides API level 

access through a web service that (i) provides information about available SMT systems, their 

metadata and status, (ii) performs translation of text, (iii) allows SMT systems to be managed (load or 

unload), (iv) authenticates users and controls user access rights.  
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Cross-lingual Sentence Compression for Subtitles

Wilker Aziz and Sheila C. M. de Sousa
University of Wolverhampton

Stafford Street, WV1 1SB
Wolverhampton, UK

W.Aziz@wlv.ac.uk
sheilacastilhoms@gmail.com

Lucia Specia
Department of Computer Science

University of Sheffield
211 Portobello, S1 4DP

Sheffield, UK
L.Specia@sheffield.ac.uk

Abstract

We present an approach for translating
subtitles where standard time and space
constraints are modeled as part of the gen-
eration of translations in a phrase-based
statistical machine translation system (PB-
SMT). We propose and experiment with
two promising strategies for jointly trans-
lating and compressing subtitles from En-
glish into Portuguese. The quality of the
automatic translations is measured via the
human post-editing of such translations
so that they become adequate, fluent and
compliant with time and space constraints.
Experiments show that carefully selecting
the data to tune the model parameters in
the PB-SMT system already improves over
an unconstrained baseline and that adding
specific model components to guide the
translation process can further improve the
final translations under certain conditions.

1 Introduction

The increasing demand for fast and cheap genera-
tion of audiovisual content is pushing research and
development in the automatic translation of sub-
titles. Several attempts have been made in recent
years to translate subtitles automatically by using
different Machine Translation (MT) approaches
(see Section 2). Overall, it has been shown that
translation tools can be very helpful in producing
adequate and fluent translations of subtitles, yield-
ing significant time (and cost) reductions when
compared to manually translating subtitles. How-
ever, subtitling has other important constraints in
addition to translation quality: translations must fit

c© 2012 European Association for Machine Translation.

the space available on the screen and time slot so
that they can be read by viewers. None of the ex-
isting approaches to translating subtitles considers
these constraints.

When generating or translating subtitles from
audio transcripts, human subtitlers should follow
several conventions. Especially due to the advent
of the DVD and the increasing use of smaller and
smaller screens, norms and conventions in subti-
tling evolve quickly (Cintas and Remael, 2007).
Currently, a norm of 40 characters per line, with
two lines per screen, seems to be the most widely
accepted for television screen, with common vari-
ants reaching up to 50 characters per line. Regard-
ing time, a subtitle should remain in the screen for
at least 1 second and at most 6 seconds if it con-
tains two full lines.

It is important to make a distinction between
translating directly from an audio transcript and
translating from a subtitle in the source language.
An audio transcript is likely to breach the time/s-
pace constraints simply because of the differences
between human listening and reading rates. There-
fore, some compression is usually necessary when
generating monolingual subtitles. Producing sub-
titles in a second language however may require a
second level of compression: even if the source
language subtitle observes the time/space con-
straints, depending on the language-pair, a trans-
lation can be considerably longer than the source
subtitle. This is particularly the case for transla-
tion between languages with significant structural
differences such as English and the Romance lan-
guages. Additionally, lower quality source subti-
tles may already violate the time/space constraints.

We propose an approach for joint translation and
compression that can be applied to translating from
both transcripts and source language subtitles. We
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experiment with the translation of English subti-
tles from a few popular TV series, taken from the
OpenSubtitle section of the Opus corpus,1 which
contains both transcripts and translations by ama-
teur subtitlers. As we discuss in Section 3.1, this
corpus is particularly appealing for compression,
since even manually produced translations violate
the time/space constraints: 33.5% of the transla-
tions are longer than the recommended standard,
with an average of 10 ± 7 additional characters.

Since compression may incur some loss of in-
formation, it should only be performed when nec-
essary. The proposed approach dynamically de-
fines the need for compression for every source
subtitle and uses this information to bias the sys-
tem to produce translations with the appropri-
ate length. In order to do so, it exploits two
main strategies for joint translation and compres-
sion in Statistical MT (SMT): the tuning of the
SMT model parameters using a carefully selected
dataset where space/time constraints are observed
and the addition of explicit model components to
guide the compression of the source subtitles via
the selection of translation options that globally
optimize the length of the target subtitle.

Our approach brings the following main contri-
butions to previous work: (i) it takes advantage of
the paraphrases that naturally occur in SMT sys-
tems, as opposed to resorting to artificially gener-
ated and potentially noisy paraphrases, or to the
deep language processing techniques required by
other sentence compression approaches; (ii) it is
cross-lingual and therefore aims at ensuring that
the target subtitle is compressed as required, as
opposed to compressing the source subtitle, which
could later get de-compressed as a consequence of
an automatic translation, or directly compressing
the target subtitle, which would require a sentence
compression method for each target language; (iii)
it dynamically identifies the need for compres-
sion as a function of the time/space available for
the source subtitle, avoiding unnecessary compres-
sion, which could lead to inadequate translations;
(iv) it yields a more efficient method for correct-
ing both translation and compression in a single
step. Additionally, it allows a more objective way
of evaluating compression and translation based
on these corrections, as opposed to commonly
used subjective evaluation metrics based on human
judgments for adequacy and fluency.

1http://opus.lingfil.uu.se/

2 Related work

Several attempts have been made to translate sub-
titles automatically using Rule-Based (RBMT),
Example-Based (EBMT), Statistical (SMT) and
also Translation Memory (TM) tools. The first at-
tempt by Popowich et al. (2000) use a number of
preprocessing steps in order to improve the accu-
racy of an RBMT system and report 70% accuracy
in a manual evaluation. In (Armstrong et al., 2006)
an EBMT system is built using a corpus of subti-
tles. A comparison using a larger heterogeneous
corpus including sentences from Europarl shows
that a homogeneous setting leads to better transla-
tions. Volk (2008) uses an SMT system trained
on a corpus of 5 million subtitle sentences and
reports that SMT outputs can still be acceptable
translations as long as they lie within 5 keystrokes
from a reference translation. Sousa et al. (2011)
presents an objective way of measuring transla-
tion quality for subtitles in terms of post-editing
time. Experiments with a number of MT/TM ap-
proaches show that post-editing draft subtitles is
consistently faster than translating them, and that
post-editing time can be used to compare alterna-
tive TM/MT systems.

None of these approaches considers time/space
constraints to generate or assess translations. On
the other hand, a number of approaches have been
proposed to compress subtitles. Most work is re-
lated to the ATraNoS2 and MUSA3 projects. These
projects focused on the monolingual compression
of audio transcripts based on handcrafted deletion
and substitution rules and statistics extracted from
a parallel corpus of original transcripts and their
compressed version (Daelemans et al., 2004; Van-
deghinste and Pan, 2004). Piperidis et al. (2004)
use TM and RBMT systems to translate the com-
pressed subtitles. Glickman et al. (2006) contrast
context-independent and context-dependent mod-
els to replace words in subtitles by shorter syn-
onyms. Context models based on distributional
similarity provided useful estimates, but they re-
sulted in an accuracy of only 60%.

Previous work on general monolingual text
compression can also be mentioned (Knight and
Marcu, 2000; Cohn and Lapata, 2009). However,
these works do not model time/space constraints
explicitly and are rather aimed at compressing ev-
ery input sentence. A closely related work on
2http://atranos.esat.kuleuven.ac.be/
3http://sifnos.ilsp.gr/musa/
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monolingual compression is that by Ganitkevitch
et al. (2011). The authors generate sentential para-
phrases from phrasal paraphrases using the syntax-
based SMT framework with two additional fea-
tures to explicitly model compression. However,
a fixed, pre-defined compression rate is used for
all input sentences, as opposed to a dynamic rate
that depends on the input segment and the need for
compression given time/space conventions.

3 Cross-lingual sentence compression

3.1 Motivation

In what follows, we illustrate the need for com-
pression in subtitles taking as example the English-
Portuguese language pair and manually translated
subtitles from 3 recent episodes of 6 popular TV
series, amounting to 8, 144 pairs of subtitles. Here
a subtitle refers to the sequence of words appearing
in one screen before an end-of-sentence marker.

For this analysis, we define the notion of ideal
length as a function of the duration of the source
language subtitle. More specifically, we consider
the amount of time the source language subtitle is
shown on the screen to define the ideal length of its
translation. We follow the conventions in (Cintas
and Remael, 2007) to identify the expected num-
ber of characters given a time slot and the frame
rate. For example, if the source segment remains
on the screen for 1 second, given the frame rate un-
der consideration (25 frames per second), the num-
ber of characters in the translation (as well as in the
source) subtitle should not exceed 17 characters.

By looking at the manually produced target side
of this corpus, we found that 33.5% of the trans-
lations do not respect this ideal length, contain-
ing an average of 10 ± 7 additional characters.
This may be a consequence of the fact that the
source subtitles are sometimes too lengthy, since
they were mostly generated by amateur subtitlers
and are often merely transcriptions from the au-
dio. In fact, 36.28% of the source subtitles are
on average 8.85 ± 6.73 characters longer than ex-
pected. Nevertheless, 45.2% of the target subtitles
are longer than the source subtitles by an average
of 5 ± 4.5 characters, showing the natural differ-
ence in length between the two languages.

In order to show that standard MT tools will also
fail to generate time/space compliant translations,
we used Google Translate, a freely available trans-
lation tool, to translate the original subtitles. We
found that 42.3% of the translations do not ob-

serve the ideal length, containing an average of
11.6±8.7 additional characters. Interestingly, 63%
of the translations are longer than the sources, with
an average of 5.5± 4.3 additional characters. This
seems to confirm the expected tendency: longer
Portuguese translations are produced from English
texts. It also shows that a general purpose MT sys-
tem performs worse than the average amateur sub-
titler, producing even longer translations.

3.2 Rationale

We propose a joint approach to sentence transla-
tion and compression. The approach is based on a
modification of the standard PB-SMT framework
to include time/space constraints based on the in-
put text. While in this paper we apply this ap-
proach to the translation of subtitles, it could be
used for other applications that also require dy-
namically compressing translations.

In a nutshell, PB-SMT learns a bilingual dictio-
nary of phrases (the phrase table) and their asso-
ciated translation probabilities from a parallel cor-
pus. It is not unusual that a given phrase in the
source language is assigned a number of possible
phrases in the target language, to accommodate for
phenomena such as the ambiguity and paraphras-
ing in translation. During the translation process
(decoding), the system chooses the translation that
best fits the context based on a number of model
components, among which are the phrase probabil-
ity to indicate how common that translation is for
the source phrase. Hence, a sizeable phrase table
will contain many paraphrases, some of which will
be shorter than others, particularly if this phrase
table is generated from a corpus where the target
language may require some compression. Differ-
ent from previous work where monolingual para-
phrases need to be externally generated, we focus
on using these naturally occurring paraphrases in
the phrase table. This approach has the advan-
tages of providing a natural filter on the quality of
the paraphrases as well as allowing the control of
translation quality and compression rate in a sin-
gle step. Additional paraphrases generated by any
means could also be added to the phrase table, for
example, following the method in (Ganitkevitch et
al., 2011).

Compression may incur some loss of informa-
tion. To prevent unnecessary and excessive com-
pression, we treat compression as a less determin-
istic process by dynamically modeling the need for
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compression as a function of the time/space con-
straints of each specific source segment. Our ap-
proach models time/space constraints by (i) adding
model components to the Moses PB-SMT system
(Koehn et al., 2007) to control the need of com-
pression, and (ii) guiding the tuning process to pre-
fer shorter translations. Each of these strategies is
described in what follows.

3.3 Dynamic length penalty
Time and space constraints can be represented as a
function of the time available for the source subti-
tle, as described in Section 3.1. In practice, these
constraints will affect the length of the target sub-
title, and therefore hereafter we refer to them as
a length constraint. To incorporate this constraint
into the Moses decoder, we define a character-
based length penalty to adjust translations so that
they meet this constraint as the difference between
an expected length and the length of the current
translation hypothesis. A length constraint is thus
set individually for each segment to be translated.

As typical of PB-SMT, our length penalty com-
ponent hlp is incrementally computed in a per-
phrase basis, that is:

hlp(f̄
K
1 , ēK1 , c) =

K∑
k=1

ĥlp(f̄k, ēk, c)

where f̄K
1 denotes a source sentence f broken into

K contiguous phrases, ēK1 denotes the K target
phrases that make up the hypothesised translation
e, and c is the expected length constraint.

The character length penalty models how
much the translation hypothesis deviates
from the expected length constraint c, that
is: hlp(f̄

K
1 , ēK1 , c) ≡ c − length(ēK1 ), where

length(x) is the number of characters of the
sequence x including a space between every adja-
cent token. Every target segment spans a portion
of text that is proportional to the source phrase
being covered, therefore the lenght constraint can
be adjusted to the segment level as ĥlp in:

ĥlp(f̄ , ē, c) = c× length(f̄)

length(f)
− length(ē)

where f̄ is a source phrase, ē is its hypothesised
translation, and length(f̄)

length(f) is a scaling factor that al-
lows computing hlp in a per-phrase basis.

In order to define the expected length constraint,
c, for a given subtitle translation, we consider the
following sources of information (in characters):

<s i d =” 15 ” l p : : i d e a l =” 23 ” l p : : i n p u t =” 19 ”
l p : : m i n =” 19 ”>I n e v e r f e l t t h i s .< / s>

Figure 1: Example of constraints.

• lp::ideal is the ideal length given the duration
of the subtitle and the conventions in (Cintas
and Remael, 2007), as outlined in Section 3.1;

• lp::input is the length of the source subtitle;

• lp::min is the minimum of the 2 above values.

We use the decoder’s XML mark-up scheme to
assign the length constraints to the source subtitles
as shown in Figure 1. Based on these types of in-
formation we build two variations of our approach:

LP2) Two model components: We add the con-
straint lp::ideal that represents a theoretically sup-
ported value based on the source subtitle duration.
That is, with lp::ideal the system is trained to pro-
duce translations that can be read given the time
slot of the source subtitle. However, sometimes a
subtitle is shown for a long time, although it con-
tains a very short string, and therefore lp::ideal
can lead the decoder to produce translations that
are longer than necessary simply because there is
space left for it. To compensate for this issue, we
add a second model component: lp::input, which
may differ significantly from the former.

LP1) One model component: An alternative
approach adds a single model component, lp::min,
which puts the two above mentioned components
together. If the ideal length is longer, the model
targets the input length. If instead the source sub-
title is longer, the model targets the ideal length,
aiming at producing a translation that observes the
time and space constraints even though the original
text is too lengthy.

3.4 Tuning process

Adding a new component to the model requires
learning its contribution and its interaction with
the other components. These model parameters are
adjusted in a process often referred to as tuning. In
this process a dataset for which gold translations
are known is used to incrementally tune the model
parameters towards improving a measure of qual-
ity, traditionally BLEU (Papineni et al., 2002).

In order to guide the model to select translation
candidates that are likely to be good while com-
plying with the length constraint, at tuning time,
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when compression is necessary the model must re-
ward phrases that are shorter. This can be done
by i) biasing the evaluation metric towards shorter
translations (Ganitkevitch et al., 2011); ii) using
evaluation metrics that go beyond string match-
ing, such as METEOR (Lavie and Agarwal, 2007),
which also matches synonyms and paraphrases;
iii) adding multiple reference translations that vary
in length; or (iv) filtering the tuning set so that it
contains only pairs of segments that comply with
the length constraint. These strategies do not nec-
essarily exclude each other, and can rather comple-
ment each other. An evaluation metric that rewards
compression in general does not suit our applica-
tion to subtitle translation, where segments should
only be compressed when necessary. As for tuning
with metrics like METEOR, the lack of quality in-
domain Portuguese paraphrases for the subtitle do-
main is an issue.4 Since having multiple references
is expensive, we opted for filtering the tuning set
so that it contains only subtitle pairs that comply
with the length constraint, i.e. subtitles whose tar-
get sides are equal or shorter than the source sides
and equal or shorter what is expected given the du-
ration of the sources (ideal length).

The tuning of the proposed systems is per-
formed using these controlled datasets and the
standard MERT procedure in Moses.

4 Experimental settings

4.1 Corpus
We use the most recent version of the parallel cor-
pus of subtitles distributed as part of the Opus
Project (Tiedemann, 2009). The parallel corpus
is made up of freely available fan-made subtitles5

for a large variety of TV series, movies and other
audiovisual materials. The English-Brazilian Por-
tuguese portion of the corpus amounts to 28 mil-
lion subtitle pairs. We selected the top 14 mil-
lion pairs to build a translation model, which we
judged to be enough for a PB-SMT system. The
data is already automatically pre-processed: tok-
enized, truecased and word-aligned.

To generate the tuning and test sets we took the
most recent episodes of three TV series from the
same source of fan-made subtitles, which were not
included in the Opus release: Dexter (D), How I
4Experiments with popular methods to generate paraphrases
such as (Bannard and Callison-Burch, 2005) resulted in very
poor paraphrases for this domain, most likely due to the
highly non-literal nature of translations.
5http://www.opensubtitles.org

Met Your Mother (H) and Terra Nova (T). A tuning
set and a test set was created for each of these se-
ries. These were pre-processed as the training data
using the tools and methods provided by Opus.

After filtering the tuning sets according to the re-
strictions defined in Section 3.4, the resulting sets
contained 1900 (D), 1130 (H) and 1320 (T) En-
glish subtitles and their single reference transla-
tions. For testing the models, a test set containing
400 source subtitles from 2 recent episodes of each
series (200 per episode, in their original sequence)
was compiled, amounting to 1200 subtitles. No fil-
tering was applied to the test sets.

4.2 Models and baselines
We experiment with the two variations of the
length constrained models (Section 3.3), LP2 and
LP1. Additionally, we consider three baselines:

Baseline 1 (B1) Google Translate, an off-the-
shelf SMT system known to be often used by
amateur subtitlers to generate translations.

Baseline 2 (B2) A PB-SMT system built using
Moses and the same corpus as our proposed
models, but tuned on unconstrained tuning
sets (2000 subtitles per series), i.e., with-
out selecting only subtitles that are compliant
with time/space constraints.

Baseline 3 (B3) A PB-SMT system built using
Moses trained on the same corpus as our pro-
posed models, and tuned on the same tuning
set (only space/time compliant subtitles), but
without any length penalty.

In all cases, the tuning of the systems was per-
formed individually for each TV series.

4.3 Evaluation
In order to objectively evaluate our approach for
both translation and compression, we have human
translators post-editing the machine translations
and collect various information from this process.
Meta-information from post-editing has been suc-
cessfully used in previous work to avoid the sub-
jective nature of explicit scoring schemes (Specia,
2011; Sousa et al., 2011).

We use a post-editing tool6 that gathers post-
editing effort indicators on a per-subtitle basis, in-
cluding keystrokes, time spent by translators to
post-edit the subtitle and the actual post-edited
6http://pers-www.wlv.ac.uk/˜in1676/pet/
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subtitle (Aziz et al., 2012). The tool allows the
specification of the length constraints and renders
the tasks differently according to how well the
translation observes time/space constraints. It uses
colors to facilitate the visualization of the com-
pression needs and indicates the number of char-
acters that need to be compressed or remain to be
used in the translation.

Each test set was given to human translators
along with the post-editing tool and guidelines
for translation correction and compression. Eight
Brazilian Portuguese native speakers and fluent
speakers of English with significant experience in
English-Portuguese translation post-edited the MT
outputs. We base our evaluation on the computa-
tion of automatic metrics such as HTER (Snover et
al., 2006) between the machine translation and its
post-edited version (Section 5).

4.3.1 Post-editing guidelines and task design
Guidelines and examples of translations were

given to the translators and adapted after a pi-
lot experiment with 150 subtitles post-edited per
translators. In a nutshell, translators should mini-
mally correct translations to make them fluent and
adequate (style and consistency should be disre-
garded) and compress them when necessary. The
following instructions summarise the guidelines:

• If the translation is fluent, adequate and fol-
lows the length constraint: do not post-edit it.

• If the translation observes the length con-
straint but is not fluent and/or is not adequate:
perform the minimum necessary corrections
to make it fluent and adequate, trying to keep
it within the length limit as much as possible.

• If the translation is fluent and adequate but
does not observe the length constraint: com-
press it towards the ideal length, preserving as
much as possible the meaning of the source
subtitle and keeping the translation fluent.

For the final evaluation, we split each test set in
batches of 50 subtitles and distributed them among
the eight translators in a way that the same an-
notator would never see the same source subtitle
more than once and would post-edit target subti-
tles from randomly selected systems. Subtitles in a
batch were shown in their original sequence so that
the translators could rely on previous and posterior
contexts for both compression and correction. An-
notators post-edited 200 subtitles a day.

5 Results

In this section we discuss the performance of the
systems in terms of automatic metrics computed
using the human post-edited translations for the
3 test sets (i.e. D, H and T). Note that transla-
tion quality and compression are jointly evaluated.
We use the multeval toolkit (Clark et al., 2011) to
score the systems and test them for statistical sig-
nificance.7 We report BLEU, TER and the hypoth-
esis length over the reference length in percentage
(LENGTH).8

To make the reference set we put together all
post-edited translations that were length compli-
ant. In addition, references longer than the ideal
length were kept only if no compliant paraphrase
was produced by any of the annotators (we ob-
served only 5 of those cases).

For all test sets (Tables 1 to 3), systems trained
using subtitles data outperform B1 (Google) by
a large margin, which shows that parallel subti-
tles provide phrase pairs that are naturally bet-
ter/shorter than those typical of general purpose
parallel data. Additionally, simply constraining
the tuning set to space compliant subtitles (B3) al-
ready yields significant improvement over B2 (un-
constrained tuning).

System BLEU ↑ TER ↓ LENGTH
B3 61.7 30.3 116.0
B1 43.6− 63.6− 156.5−

B2 58.1− 35.7− 127.3−

LP2 62.2 29.5 115.5
LP1 64.6† 28.3† 115.8

Table 1: Metric scores for the dataset D: p-values
are computed with respect to B3.

Table 1 shows that LP1 outperforms B3 in terms
of both BLEU and TER. It suggests that the length
penalty contributes to producing subtitles that re-
quire less post-editing. On the other hand, Ta-
bles 2 and 3 show no statistically significant dif-
ferences between B3 and the systems with length
penalties (except for LP2 on test set H). More-
over, while Table 2 suggests that LP1 produces
translations slightly longer than necessary (LP1’s
LENGTH is larger than B3’s), Table 3 shows that
LP2 compresses the translations slightly more than
7Hereafter †, ‡and ∗denote results that are significantly bet-
ter than a baseline (p < 0.01, 0.05 and 0.10, respectively).
−, =and ≡denote results that are significantly worse than a
baseline (p < 0.01, 0.05 and 0.10, respectively).
8The closer a system is to 100%, the closer its outputs are in
length to what human translators produce as final subtitles.
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B3 (LP2’s LENGTH is smaller than B3’s). These
somewhat conflicting results suggest that charac-
teristics of the dataset may affect the generaliza-
tion power of the length penalty (see Table 4).

System BLEU ↑ TER ↓ LENGTH
B3 70.8 20.0 108.5
B1 47.0− 52.8− 144.3−

B2 60.6− 31.3− 126.9−

LP2 70.3 21.0≡ 109.1
LP1 70.6 20.7 110.0=

Table 2: Metric scores for the dataset H: p-values
are computed with respect to B3.

System BLEU ↑ TER ↓ LENGTH
B3 60.0 33.8 120.2
B1 41.0− 63.1− 152.1−

B2 52.7− 44.1− 135.8−

LP2 60.4 33.4 119.3‡

LP1 57.9= 34.8 119.8

Table 3: Metric scores for the dataset T: p-values
are computed with respect to B3.

Table 4 shows the distribution of the input and
ideal lengths in our test sets. While the average
input length is almost constant across datasets, the
other two constraints show that the datasets H and
T require more compression than D.

Finally, although over 36% of the source subti-
tles in our datasets are not time/space compliant,
Table 5 shows that our systems decrease this non-
compliance in 10% by either filtering the tuning set
(B3) or modelling length penalties (LP2 and LP1).
Moreover, even if the automatic compression is not
enough, models LP2 and LP1 make manual com-
pression easier, as the lower percentage of mal-
formed PEs suggests.

5.1 Further improvements

The human post-editing produced 5 reference
translations for a set of 1200 sentences (400 per se-
ries). We used these sentences altogether to experi-
ment with an alternative tuning approach: a tuning
set with explicit human-made, mostly length com-
pliant, paraphrases (see Section 3.4). In Table 6 the

Set lp::input lp::ideal lp::min
D 28.82± 15.43 36.99± 14.40 26.03± 12.86
H 28.40± 13.81 33.25± 13.77 25.97± 12.20
T 28.34± 15.22 30.14± 11.47 24.61± 11.93

Table 4: Average length constraints (in number of
characters) in source subtitles.

Malformed B1 B2 B3 LP2 LP1

MT 44.15 34.41 25.40 24.57 25.65
PE 8.50 9.08 7.0 5.65 5.65

Table 5: Percentage of MT and human post-edited
translations that are longer than the ideal length.

superscript m denotes a system that was retrained
using this multiple-reference tuning set. We kept
B3 in the comparison to measure whether the new
tuning set brings up any significant performance
gain.

System BLEU ↑ TER ↓ LENGTH
Bm

3 63.2 26.8 103.8
B3 62.1≡ 27.0 106.1−

LPm
2 63.8 26.0‡ 103.3∗

LPm
1 64.1∗ 25.9† 103.6

Table 6: Metric scores for a dataset of 600 un-
seen sentences (200 from each series) post-edited
by 4 translators following the guidelines presented
in Section 4.3.1: p-values are computed with re-
spect to Bm

3 .

Adding multiple references in the tuning phase
yileds consistent and significant gains in perfor-
mance. The new systems significantly outperform
B3 in terms of both BLEU and TER. Furthermore,
B3 is the system which is the farthest from the
100% LENGTH, that is, the improved systems
produce translations that are closer in length to
what human translators produce as final subtitles,
with LPm

2 having the closest length. Finally, LPm
1

and LPm
2 are both significantly better than Bm

3 in
terms of TER.

6 Conclusions

We have presented an approach to successfully
compress subtitles in a multilingual scenario by
i) adequately choosing tuning data and ii) giving
a PB-SMT model the capability of controlling the
length of its hypotheses. Moreover, we have shown
that in the presence of reliable, often shorter, para-
phrases in the tuning set, more promising length-
constrained models can be produced.

In future work we plan to further evaluate the
model by trying to isolate edits due to transla-
tion quality from edits due to compression needs.
Besides we must consider other indicators of
post-editing effort such as post-editing time and
keystrokes.
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Abstract
Automatic post-editors (APEs) enable the
re-use of black box machine translation
(MT) systems for a variety of tasks where
different aspects of translation are impor-
tant. In this paper, we describe APEs
that target adequacy errors, a critical
problem for tasks such as cross-lingual
question-answering, and compare different
approaches for post-editing: a rule-based
system and a feedback approach that uses
a computer in the loop to suggest improve-
ments to the MT system. We test the APEs
on two different MT systems and across
two different genres. Human evaluation
shows that the APEs significantly improve
adequacy, regardless of approach, MT sys-
tem or genre: 30-56% of the post-edited
sentences have improved adequacy com-
pared to the original MT.

1 Introduction

Automatic post-editors (APEs) seek to perform the
same task as human post-editors: correcting errors
in text produced by machine translation (MT) sys-
tems. APEs have been used to target a variety of
different types of MT errors, from determiner se-
lection (Knight and Chander, 1994) to grammatical
agreement (Mareček et al., 2011). There are two
main reasons that APEs can improve over decoder
output: they can exploit information unavailable
to the decoder, and they can carry out deeper text
analysis that is too expensive to do in a decoder.

We describe APEs that target three types of
adequacy errors: deleted content words, content
words that were translated into function words, and
mistranslated named entities. These types of er-
rors are common across statistical MT (SMT) sys-
tems and can significantly degrade translation ade-
quacy, the amount of information preserved dur-
ing translation. Adequacy is critical to the suc-
cess of many cross-lingual applications, partic-
ularly cross-lingual question answering (CLQA),
c© 2012 European Association for Machine Translation.

where adequacy errors can significantly decrease
task performance. The APEs utilize word align-
ments, source- and target-language part-of-speech
(POS) tags, and named entities to detect phrase-
level errors, and draw on several external resources
to find a list of corrections for each error.

Once the APEs have a list of errors with pos-
sible corrections, we experiment with different ap-
proaches to apply the corrections: an approach that
uses phrase-level editing rules, and two techniques
for passing the corrections as feedback back to
the MT systems. The rule-based APE uses word
alignments to decide where to insert the top-ranked
correction for each error into the target sentence.
This approach rewrites the word or phrase where
the error was detected, but does not modify the
rest of the sentence. We test these MT system-
independent rules on two MT systems, MT A and
MT B (described in more detail in section ??).

The feedback APE passes multiple suggestions
for each correction back to the MT system, and
allows the MT decoder to determine whether to
correct each error and how to correct each error
during re-translation. Many MT systems have a
mechanism for “pre-editing,” or providing certain
translations in advance (e.g., for named entities
and numbers). We exploit this mechanism to pro-
vide post-editor feedback to the MT systems dur-
ing a second-pass translation. While post-editing
via feedback is a general technique, the mecha-
nism the decoder uses is dependent upon the im-
plementation of each MT system: in our experi-
ments, MT A accepts corpus-level feedback from
the APE, while MT B can handle more targeted,
phrase-level feedback from the APE.

Our evaluation using human judgments shows
that the APEs always improve the overall transla-
tion adequacy: across all conditions, whether rule-
based or feedback, MT A or MT B, newswire or
web genre, adequacy improved in 30-56% of post-
edited sentences, and the improved sentences sig-
nificantly outnumbered sentences that got worse.
We also collected judgments on fluency, which
highlighted the relative advantages of each APE
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approach. The rule-based approach affords more
control for error correction, at the expense of flu-
ency. The feedback approach improves adequacy
only when it can maintain some level of fluency,
which results in more fluent post-edits than the
rule-based approach. Due to the fluency con-
straints, the feedback APEs do not modify as many
sentences as the rule-based APE, and therefore im-
prove fewer sentences. Our analysis suggests ways
in which feedback may be improved in the future.

2 Motivation

As MT has increased in quality and speed, its us-
age has gone beyond open-ended translation to-
wards a variety of applications: cross-lingual sub-
jectivity analysis, cross-lingual textual entailment,
cross-lingual question-answering, and many oth-
ers. Open-ended MT systems are task-agnostic,
so they seek to balance fluency and adequacy.
Depending on the task, however, adequacy may
take precedence over fluency (or vice versa). We
propose using the framework of automatic post-
editing (Knight and Chander, 1994) to detect and
correct task-specific MT errors at translation time.
(In this paper, we use the term “post-editing” to
refer to automatic post-editing only.)

The advantage of post-editing is that the APE
can adapt any MT output to the needs of each task
without having to re-train or re-tune a specific MT
system (Isabelle et al., 2007). Acquiring parallel
text, training and maintaining an SMT system is
time-consuming and resource-intensive, and there-
fore not feasible for everyone who wishes to use
MT in an application. Ideally, an APE can adapt
the output of a black-box MT system to the needs
of a specific task in a light-weight and portable
manner. Since APEs are not tied to a specific
MT system, they also allow application develop-
ers flexibility in switching MT systems as better
systems become available.

Our focus on adequacy in automatic post-editing
is motivated by CLQA with result translation. In
this task, even when the correct answer in the
source language is retrieved, it may be perceived
as irrelevant in the target language if not translated
correctly. The MT errors that have the biggest im-
pact on CLQA include missing or mistranslated
named entities and missing content words (Parton
and McKeown, 2010; Boschee et al., 2010).

Manual error analysis of MT has shown that
missing content words produce adequacy errors
across different language pairs and different types
of SMT systems. Condon et al. (2010) found that
26% of their Arabic-English MT errors were verb,

noun or pronoun deletions. Similarly, Vilar et al.
(2006) found that 22% of Chinese-English MT
errors were content deletion. Popović and Ney
(2007) reported that 68% deleted tokens from their
Spanish-English MT system were content words.
We address these errors via automatic post-editing,
with the ultimate goal of improving MT output for
adequacy-oriented tasks.

3 Related Work

The goal of APE is to automatically correct trans-
lated sentences produced by MT. Adaptive APEs
try to learn how to improve the translation output
by adapting to the mistakes made by a specific MT
system. In contrast, general APEs target specific
types of errors, such as English determiner selec-
tion (Knight and Chander, 1994), certain types of
grammar errors in English (Doyon et al., 2008) and
Swedish (Stymne and Ahrenberg, 2010), and com-
plex grammatical agreement in Czech (Mareček et
al., 2011). The APEs in this paper are more similar
to general APEs, since they target specific kinds of
adequacy errors.

APEs may utilize information unavailable to the
decoder to improve translation output. Previous
task-based MT approaches have used task con-
text to select verb translations in CLQA at query
time (Ma and McKeown, 2009) and to identify
and correct name translations in CLIR (Parton et
al., 2008). The rule-based APE we describe ex-
tends those APEs to cover additional types of ad-
equacy errors. The feedback APEs are most sim-
ilar to (Suzuki, 2011), which uses confidence es-
timation to select poorly translated sentences and
then passes them to an adaptive SMT post-editor.
Other work in confidence estimation (Specia et al.,
2011) aims to predict translation adequacy at run-
time without using reference translations, which is
similar to our error detection step.

Many APEs use sentence-level analysis tools to
make improvements over decoder output. Since
these tools rely on having a fully resolved trans-
lation hypothesis (and since they are expensive),
they are infeasible to run during decoding. The
DepFix post-editor (Mareček et al., 2011) parses
translated sentences, and uses the bilingual parses
to correct Czech morphology. While syntax-based
MT systems use POS and parses, most systems do
not use other types of annotations (e.g., informa-
tion extraction, event detection or sentiment anal-
ysis). An alternative approach would be to incor-
porate these features directly into the MT system;
the focus of this paper is on adapting translations
to the task without changing the MT system.
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4 Post-Editing Techniques

Our APEs carry out three steps: 1) detect errors,
2) suggest and rank corrections for the errors, and
3) apply the suggestions. All the APEs use iden-
tical algorithms for steps 1 and 2, and only differ
in how they apply the suggestions. The algorithms
are language-pair independent, though we carried
out all of our experiments on Arabic-English MT.

4.1 Pre-Processing

The Arabic source text was analyzed and tokenized
using MADA+TOKAN (Habash et al., 2009).
Each MT system used a different tokenization
scheme, so the source sentences were processed
in two separate pipelines. Separate named en-
tity recognizers (NER) were built for each pipeline
using the Stanford NER toolkit (Finkel et al.,
2005), by training on CoNLL and ACE data.
Each translated English sentence was re-cased us-
ing Moses and then analyzed using the Stanford
CoreNLP pipeline to get part-of-speech (POS) tags
(Toutanova et al., 2003) and NER (Finkel et al.,
2005).

4.2 Detecting Errors and Suggesting
Corrections

The APEs address specific adequacy errors that we
have found to be most detrimental for the CLQA
task: content words that are not translated at all,
content words that are translated to function words,
and mistranslated named entities. In the error de-
tection step, these types of errors are detected via
an algorithm from prior work that uses bilingual
POS tags and word alignments (Parton and McK-
eown, 2010). Each flagged error consists of one
or more source-language tokens and zero or more
target-language tokens. In the error correction
step, the source and target sentences and all the
flagged errors are passed to the suggestion genera-
tor, which uses the following three resources.

Phrase Table: The phrase table from MT B is
used as a phrase dictionary (described in more de-
tail in ??).

Dictionaries: We also use a translation dictio-
nary extracted from Wikipedia, a bilingual name
dictionary extracted from the Buckwalter analyzer
(Buckwalter, 2004) and an English synonym dic-
tionary from the CIA World Factbook.1 They are
high precision and low recall: most errors do not
have matches in the dictionaries, but when they do,
they are often correct, particularly for NEs.

1http://www.cia.gov/library/publications/the-world-factbook

Background MT corpus: Since our motiva-
tion is CLQA, we also draw on a resource specific
to CLQA: a background corpus of about 120,000
Arabic newswire and web documents that have
been translated into English by a state-of-the-art
industry MT system. Ma and McKeown (2009)
were able to exploit a similar pseudo-parallel cor-
pus to correct deleted verbs, since words deleted in
one sentence are frequently correctly translated in
other sentences.

For each error, the source-language phrase is
converted into a query to search all three resources.
Then the target-language results are aggregated
and ranked by overall confidence scores. The
confidence scores are a weighted combination of
phrase translation probability, number of dictio-
nary matches and term frequencies in the back-
ground corpus. The weights were set manually on
a development corpus.
4.3 Rule-Based APE
Table 1 shows examples of sentences post-edited
by the different APEs. For each error, the rule-
based post-editor applies the top-ranked correc-
tion using one of two operations: replace or in-
sert. An error can be replaced if there is an exist-
ing translation, and all of the source- and target-
language tokens aligned to the error are flagged as
errors. (This is to avoid over-writing a correct par-
tial phrase translation, as in example 2a where the
word “their” is not replaced.) If the error cannot be
replaced, the new correction is inserted.

During replace, all the original target tokens are
deleted, and the correction is inserted at the index
of the first target token. For insert, the algorithm
first chooses an insertion index, and then inserts
the correction. The insertion index is chosen based
on the indices of the target tokens in the error. If
there are no target tokens, the insertion index is
determined by the alignments of the neighboring
source tokens. If they are aligned to neighbor-
ing translations, the correction is inserted between
them. Or, if only one of them is aligned to a trans-
lation, the correction is inserted adjacent to it. If
an insertion index cannot be determined via rules,
the error is not corrected.

These editing rules are MT system-independent,
language-independent and relatively simple. The
word order is copied from the original transla-
tion or from the source sentence. This sim-
ple model worked for (Parton et al., 2008) be-
cause they were rewriting mistranslated NEs that
were already present in the translation. Simi-
larly, Ma and McKeown (2009) successfully re-
inserted deleted verbs into English translations us-
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Sentence Sentence
Reference Vanunu was released in April, 2004 . . . Why does Aramco donate 8 thousand dollars . . .
MT A orig. And was released in April, 2004 . . . Why ARAMCO to $ thousands . . .
Rule-Based And was vanunu released in April, 2004 . . . He donates why ARAMCO the amount of dollars to $ thousands . . .
Corpus-Level Vanunu was released in April, 2004 . . . Why Aramco donate $ 8 of thousands of dollars . . .

1a) Both APEs re-insert the deleted name,
but the rule-based version has poor word
order.

1b) Both APEs re-insert the deleted verb, but the feedback word order
is better. $ is incorrectly detected as a function word, and both APEs
incorrectly re-insert “dollars”. The feedback APE avoids adding the
redundant “the amount of”.

Reference . . . in proportion to the efforts they make. . . . Ministry of Interior Starts to Define Committee’s Authority!!
MT B orig. . . . commensurate with their. . . . The Ministry of Interior started to define the terms of the !
Rule-Based . . . commensurate with effort exert their. . . . The Ministry of Interior started to define the terms of body !
Phrase-Level . . . commensurate with the work they do. . . . The Interior Ministry started the authority of the board !

2a) The rule-based APE makes two sepa-
rate edits to insert “effort” and “exert.”
The feedback APE produces a more fluent
sentence by handling both at once.

2b) The original sentence deletes the noun Committee. The rule-
based version has the wrong translation and is ungrammatical. The
phrase-level feedback selects a better translation, but the verb (de-
fine) is now deleted.

Table 1: Examples of the kinds of edits (both good and bad) made by different APEs.

ing only word alignments, assuming that local Chi-
nese SVO word order would linearly map to En-
glish word order.

However, our APEs need to deal with a much
wider range of error types, including phrases that
were mistranslated, partially translated or never
translated; and content words of any POS, not just
NEs or verbs. Since Arabic word order differs
from English, these rules often produce poorly or-
dered words: verbs may appear before their sub-
jects, and adjectives may appear after their nouns.
In this case, we are explicitly trading off fluency
for adequacy, under the assumption that the end
task is adequacy-oriented. In example 1a, the sub-
ject comes after the auxiliary verb, but the sentence
can still be understood. On the other hand, since
adequacy and fluency are not independent, degrad-
ing the fluency of a sentence can often negatively
impact the adequacy as well.

Even when the error detection and correction
steps work correctly, not all errors can be fixed
with these simple operations. The original MT
may be too garbled to correct, or may have no
place to insert the corrected translation so that it
carries the appropriate meaning.

4.4 Feedback APEs

To mitigate the problems of the rule-based APE,
we developed an approach that is more powerful
and flexible. The feedback APEs take as input the
same list of errors and corrections as the rule-based
APE, and then convert the corrections into feed-
back for the MT system. Sentences with detected
errors are decoded a second time with feedback.
Passing feedback to the MT system is a general
technique: many MT systems allow users to spec-
ify certain fixed translations ahead of time, such as
numbers, dates and named entities. The underlying
implementation of how these fixed translations are

handled by the decoder is MT system-specific, and
we describe two such implementations in section
4.5: corpus-level feedback and phrase-level feed-
back.

The difference between pre-editing and post-
editing in this case is that the post-editor is reac-
tive to the first-pass translation. The APE only
passes suggestions to the MT system when it de-
tects an error in the first-pass translation, and has
some confidence that it can provide a reasonable
correction. Since the post-editing is actually done
by the decoder, the effectiveness of the feedback
APE will vary across different MT systems.

This is similar to the error correction approach
described in (Parton and McKeown, 2010), where
sentences with detected errors are re-translated us-
ing a much better (but slower) MT system. They
found that the second-pass translations were much
better than the first-pass translations, but most of
the detected errors were still present. The feed-
back post-editor allows us to pass specific infor-
mation about which errors to correct and how to
correct them to the original MT system. Unlike
adaptive post-editors, where the second translation
step translates from “bad” target-language text to
“good” target-language text, the feedback APEs
re-translate from the source text, and only one MT
system is needed.

The biggest advantage the feedback APEs have
over the rule-based APE is that the MT system can
modify the whole sentence during re-translation,
while taking the feedback into account, rather than
just replacing or inserting a single phrase at a time.
The decoder will not permit local disfluencies that
might occur from a simple insertion (e.g., “they
goes” or “a impact”), and will often prefer the cor-
rect word order, as in example 1a in Table 1. Fur-
thermore, the decoder can take all of the feedback
into account at once, whereas the rule-based ap-
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proach makes each correction in the sentence sep-
arately, as in example 2a. Finally, the rule-based
approach always picks the top-ranked correction
for each error, and almost always edits every er-
ror. The feedback APEs can pass multiple correc-
tions to the MT system, often along with proba-
bilities, which proves helpful in example 2b. One
drawback of the feedback APEs is that they are
slower than the rule-based APE since they require
a second-pass decoding. Also, the decoder may
ultimately decide not to use any of the corrections,
which may be an advantage if low-confidence sug-
gestions are discarded, or could be a disadvantage,
since fewer errors will get corrected.

4.5 Corpus-Level vs. Phrase-Level Feedback
Each of our MT systems has a different mecha-
nisms for accepting feedback on-the-fly, and han-
dles the feedback differently. MT A allows corpus-
level feedback without translation probabilities. In
other words, the APE passes all of the translation
suggestions for the entire corpus back to the MT
system during re-translation. MT B allows phrase-
level feedback with translation probabilities. Each
source phrase flagged as an error is annotated with
the list of possible corrections and their transla-
tion probabilities. Both MT systems allow mul-
tiple corrections for each detected error, unlike the
rule-based APE. Both also allow the post-edited
corrections to compete with existing translations
in the system, so the re-translation may not use
the suggested translations. Note that both forms
of feedback are used in an online manner by the
SMT systems; no re-training or re-tuning is done.

Overall, the phrase-level feedback mechanism is
more fine-grained because corrections are targeted
at specific errors. On the other hand, the coarser,
corpus-level feedback could result in unexpected
improvements in sentences where errors were not
detected, since the translation corrections can be
used in any re-translated sentence.

5 Experiments

We tested our APEs on two different MT sys-
tems using the NIST MT08 newswire (nw) and
web (wb) testsets, which had 813 and 547 sen-
tences, respectively. The translations were eval-
uated with multiple automatic metrics as well as
crowd-sourced human adequacy judgments.

5.1 MT Systems
We used state-of-the art Arabic-English MT
systems with widely different implementations.
MT A was built using HiFST (de Gispert et al.,

2010), a hierarchical phrase-based SMT system
implemented using finite state transducers. It is
trained on all the parallel corpora in the NIST
MT08 Arabic Constrained Data track (5.9M par-
allel sentences, 150M words per language). The
first-pass 4-gram language model (LM) is trained
on the English side of the parallel text and a sub-
set of Gigaword 3. The second-pass 5-gram LM
is a zero-cutoff stupid-backoff (Brants et al., 2007)
estimated using 6.6B words of English newswire
text.

MT B was built using Moses (Koehn et al.,
2007), and is a non-hierarchical phrase-based sys-
tem. It is trained on 3.2M sentences of par-
allel text (65M words on the English side) us-
ing several LDC corpora including some avail-
able only through the GALE program (e.g.,
LDC2004T17, LDC2004E72, LDC2005E46 and
LDC2004T18). The data includes some sentences
from the ISI corpus (LDC2007T08) and UN cor-
pus (LDC2004E13) selected to specifically add vo-
cabulary absent in the other resources. The Ara-
bic text is tokenized and lemmatized using the
MADA+TOKAN system (Habash et al., 2009).
Lemmas are used for Giza++ alignment only. The
tokenization scheme used is the Penn Arabic Tree-
bank scheme (Habash, 2010; Sadat and Habash,
2006). The system uses a 5-gram LM that was
trained on Gigaword 4. Both systems are tuned
for BLEU score using MERT.

5.2 Automatic and Human Evaluation
We ran several automatic metrics on the baseline
MT output and the post-edited MT output: BLEU
(Papineni et al., 2002), Meteor-a (Denkowski and
Lavie, 2011) and TERp-a (Snover et al., 2009).
BLEU is based on n-gram precision, while Meteor
takes both precision and recall into account. TERp
also implicitly takes precision and recall into ac-
count, since it is similar to edit distance. Both Me-
teor and TERp allow more flexible n-gram match-
ing than BLEU, since they allow matching across
stems, synonyms and paraphrases. Meteor-a and
TERp-a are both tuned to have high correlation
with human adequacy judgments.

In contrast to automatic system-level metrics,
human judgments can give a nuanced sentence-
level view of particular aspects of the MT. In or-
der to compare adequacy across APEs, we used
human annotations crowd-sourced from Crowd-
Flower.2 Since our annotators are not MT experts,
we used a head-to-head comparison rather than a
5-point scale. Adequacy scales have been shown
2http://www.crowdflower.com
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sents sents
MT set APE w/err. mod.
A nw rule-based 48% 41%

corpus feed. 48% 40%
wb rule-based 69% 64%

corpus feed. 69% 62%
B nw rule-based 24% 24%

phrase feed. 24% 15%
wb rule-based 34% 34%

phrase feed. 34% 25%

Table 2: The percentage of all sen-
tences with errors detected, and the
percentage of all sentences modified
by each APE.

∆ BLEU ∆ TERp-adeq ∆ Meteor-adeq
base rule feed base rule feed base rule feed

MT set MT based back MT based back MT based back
A nw 51.32 −0.91 −0.41 37.49 −0.54 −0.74 69.48 +0.15 +0.32

wb 36.15 −1.41 +0.03 60.66 −1.34 −2.69 55.24 +0.15 +0.88
B nw 51.23 −0.49 +0.05 35.31 −0.22 −0.26 70.38 +0.00 +0.17

wb 37.60 −0.50 −0.12 55.97 −0.26 −0.23 57.06 −0.07 +0.13

Table 3: The effect of APEs on automatic metric scores. Base columns show the
score for the original MT and the other columns show the difference between the
post-edited MT and the original MT. The rule-based APE is the same for both sys-
tems, and the feedback APE is corpus-level for MT A and phrase-level for MT B.

to have low inter-annotator agreement (Callison-
Burch et al., 2007). Each annotator was asked to
select which of two sentences matched the mean-
ing of one reference sentence the best, or to se-
lect “about the same.” The tokens that differed
between the translations were automatically high-
lighted, and their order was randomized. The in-
structions explicitly said to ignore minor gram-
matical errors and focus only on how the meaning
of each translation matched the reference, and in-
cluded a number of example judgments.

We compared each post-edited sentence to the
baseline MT. For each comparison, we collected
five “trusted” judgments (as defined by Crowd-
Flower) according to how well they did on our
gold-standard questions. For clarity, we are re-
porting results using macro aggregation, in other
words, the number of times overall that a particu-
lar APE was voted better than, worse than, or about
the same as the original MT.

6 Results

Table 2 shows the percentage of sentences with
detected errors for which the correction algorithm
found a suggested solution. These sentences were
passed to each APE, which could then decide to
modify the sentence or leave it unchanged. The
percentage of all sentences that were changed by
each APE is also shown in Table 2.

The web genre has more errors than the
newswire genre, likely because informal text is
more difficult for both MT systems to translate.
MT A has twice as many sentences with detected
errors as MT B. This is not a reflection of relative
MT quality (both systems have comparable BLEU
scores), but rather a limitation of the error detect-
ing algorithm. When MT A deletes a word, it is
frequently dropped as a single token, which is sim-
ple to detect as a null alignment. Missing words in
MT B are frequently deleted as part of a phrase, so
they are more difficult to detect (e.g., mistranslat-

ing “white house” as “white” does not get flagged).
The impact of the APEs also varies depend-

ing on how many sentences with detected errors
were actually changed by the APE. The rule-based
APE almost always applies the edits. The corpus-
level APE also modified most of the sentences,
since all of the corrections were applied to all of
the re-translated sentences. However, the phrase-
level feedback APE frequently retained the origi-
nal translation.

Both of these factors mean that the potential
improvement from post-editing varies significantly
by experimental setting, from only 15% of the sen-
tences by the phrase-based feedback (MT B) on the
news corpus, up to 64% of the corpus by the rule-
based APE for MT A on the web corpus.

6.1 Automatic Metric Results
Table 3 shows the automatic metric scores for both
MT systems, across both datasets. For the base-
line MT output, the raw score is shown, and for the
APEs, the change in score between the post-edited
MT and the baseline MT is shown. (Since post-
editing only changes a fraction of sentences in the
corpus, the score changes are generally small.)

All APEs improve the TERp-a score across all
conditions3, with the feedback APEs often outper-
forming the rule-based APE. The feedback APEs
also improve the Meteor-a score across all condi-
tions, while the rule-based APE has mixed Me-
teor results. None of the APEs improve the BLEU
score: the rule-based APE is always significantly
worse than the original MT, while the feedback
APEs have either a negative or negligible impact.

The positive improvements in TERp-a and
Meteor-a suggest that the APEs are improving ade-
quacy. In general, the feedback APEs improve the
automatic scores more than the rule-based APE,
although the rule-based APE actually edits more
sentences in the corpus than the feedback APEs.
3Since TERp is an error metric, smaller scores are better.
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Figure 1: Percentage of post-edited sentences that were judged more adequate, less adequate or about the same as the original
MT. “Not edited” is the percentage of sentences with errors that the APE decided not to modify.

The feedback APEs also always have better BLEU
scores than the rule-based APE. The negative im-
pact of APEs on BLEU score is not surprising,
since they work by adding content to the transla-
tions, which is more likely to improve translation
recall than precision.

6.2 Human-Annotated Adequacy Results
Figure 1 shows the percentage of post-edited sen-
tences that were judged more adequate, less ade-
quate or the same as the original MT, and the per-
centage of sentences with errors that the APE did
not edit. Of the sentences that were post-edited,
the APEs improved adequacy 30-56% of the time.
Across both MT systems and both datasets, post-
editing improved adequacy much more often than
it degraded it: the ratio of improved sentences to
degraded sentences varied from 1.7 to 4.1. For
both MT systems, the APEs had a larger impact
on the web corpus than the newswire corpus, both
because more errors were detected in the web cor-
pus and because the APEs edited errors more often
in the web corpus.

We were surprised to find that the rule-based
APE improved adequacy more often than the feed-
back APEs, across both MT systems and genres,
especially given that the automatic metrics favored
the feedback APEs. To understand the results
better, we did another crowd-sourced evaluation,
comparing the fluency of the rule-based and feed-
back post-edited sentences (when both APEs made
changes). The sentences produced by the feedback
APEs were judged more fluent than the rule-based
APE sentences across all conditions.

The fluency evaluation shows the relative ad-
vantages of the different approaches. The rule-
based APE does introduce new, correct informa-
tion into the translations, but at the expense of flu-
ency. With extra effort, the meaning of these sen-
tences can usually be inferred, especially when the
rest of the sentence is fluent (as in example 1a).

On the other hand, the feedback APEs try to bal-
ance the post-editor’s request to include more in-
formation in the sentence against the goal of the
decoder to produce fluent output. But the need for
fluency also led to fewer modified sentences, par-
ticularly for phrase-level feedback. In cases where
both APE approaches improve the adequacy, the
feedback approach is better because it produces
more fluent sentences. But in cases where the feed-
back approach does not modify the sentence, the
rule-based approach can often still improve the ad-
equacy of the translation at the expense of fluency.

7 Conclusions and Future Work

We described several APE techniques: rule-based
in addition to corpus-level and phrase-level feed-
back. Whereas previous APEs focused primar-
ily on translation fluency and grammaticality, our
APEs targeted adequacy errors. Manual analysis
showed that post-editing was effective in improv-
ing the adequacy of the original MT output 30-
56% of the time, across two MT systems and two
text genres. The APEs had a larger impact on the
web text than the newswire, indicating that they are
particularly useful for hard-to-translate genres.

Manual evaluation of the APEs revealed a trade-
off between fluency and control. The rule-based
APE allowed control over which errors to correct
and exactly how to correct them, but was limited
to two basic edit operations that often led to dis-
fluent sentences. The feedback APEs produced
sentences that were more fluent, but they relied on
MT decoders that might or might not carry out the
corrections. The corpus-level feedback APE was
the least targeted, because suggestions passed to
the MT system could affect any re-translated sen-
tence, even those where the phrase was translated
correctly. Surprisingly, it was still able to improve
adequacy. The phrase-level feedback APE allowed
more targeted error correction, yet had the least
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impact because it often ignored the corrections.
In future work, we plan to improve the error de-

tection module to handle additional types of ade-
quacy errors, in order to detect more of the ade-
quacy errors made by MT B. We would also like
to encourage the phrase-level APE to carry out
our corrections more often. Another direction for
research is including syntactic information in the
rule-based APE, for more fluent translations.

The APEs were motivated by the CLQA task,
where adequacy errors can make correct answers
appear incorrect after translation. We believe that
APE is particularly suitable for task-oriented MT,
where black box MT systems must be adapted to
the needs of a specific task. We plan to do a task-
based evaluation of the adequacy-oriented APEs,
to measure their impact on CLQA relevance.
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Zens, Chris Dyer, Ondřej Bojar, Alexandra Constantin,
and Evan Herbst. 2007. Moses: open source toolkit for
statistical machine translation. In ACL ’07: Interactive
Poster and Demonstration Sessions, pp. 177–180.

Ma, Wei-Yun and Kathleen McKeown. 2009. Where’s the
verb?: correcting machine translation during question an-
swering. In ACL-IJCNLP, pp. 333–336.
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Bojar. 2011. Two-step translation with grammatical post-
processing. In Proc. of the Sixth WMT, pp. 426–432.

Papineni, Kishore, Salim Roukos, Todd Ward, and Wei jing
Zhu. 2002. BLEU: a method for automatic evaluation of
machine translation. In ACL, pp. 311–318.

Parton, Kristen and Kathleen McKeown. 2010. MT error de-
tection for cross-lingual question answering. In COLING
(Posters), pp. 946–954.

Parton, Kristen, Kathleen McKeown, James Allan, and En-
rique Henestroza. 2008. Simultaneous multilingual search
for translingual information retrieval. In CIKM, pp. 719–
728.

Popović, Maja and Hermann Ney. 2007. Word error rates:
Decomposition over POS classes and applications for error
analysis. In Proc. of the Second WMT, pp. 48–55.

Sadat, Fatiha and Nizar Habash. 2006. Combination of ara-
bic preprocessing schemes for statistical machine transla-
tion. In Proceedings of the Conference of the Association
for Computational Linguistics, Sydney, Australia.

Simard, Michel, Cyril Goutte, and Pierre Isabelle. 2007.
Statistical phrase-based post-editing. In HLT-NAACL, pp.
508–515.

Snover, Matthew, Nitin Madnani, Bonnie J. Dorr, and Richard
Schwartz. 2009. Fluency, adequacy, or HTER?: exploring
different human judgments with a tunable MT metric. In
StatMT ’09: Proc. of the Fourth WMT, pp. 259–268.

Specia, Lucia, Najeh Hajlaoui, Catalina Hallett, and Wilker
Aziz. 2011. Predicting machine translation adequacy. In
MT Summit XIII.

Stymne, Sara and Lars Ahrenberg. 2010. Using a grammar
checker for evaluation and postprocessing of statistical ma-
chine translation. In Proc. of the Seventh International
Conference on Arabic Language Resources and Tools.

Suzuki, Hirokazu. 2011. Automatic post-editing based on
SMT and its selective application by sentence-level auto-
matic quality evaluation. MT Summit XIII.

Toutanova, Kristina, Dan Klein, Christopher D. Manning, and
Yoram Singer. 2003. Feature-rich part-of-speech tagging
with a cyclic dependency network. In NAACL-HLT, pp.
173–180.

Vilar, David, Jia Xu, Luis Fernando D’Haro, and Hermann
Ney. 2006. Error analysis of machine translation output.
In LREC, pp. 697–702.

118



Evaluating User Preferences in Machine Translation Using Conjoint
Analysis

Katrin Kirchhoff
Department of Electrical Engineering

University of Washington
Seattle, WA, USA

katrin@ee.washington.edu

Daniel Capurro, Anne Turner
Department of Medical Education

and Biomedical Informatics
University of Washington

Seattle, WA, USA
dcapurro@u.washington.edu
amturner@u.washington.edu

Abstract

In spite of much ongoing research on ma-
chine translation evaluation there is little
quantitative work that directly measures
users’ intuitive or emotional preferences
regarding different types of machine trans-
lation errors. However, the elicitation and
modeling of user preferences is an im-
portant prerequisite for future research on
user adaptation and customization of ma-
chine translation engines. In this paper we
explore the use of conjoint analysis as a
formal quantitative framework to gain in-
sight into users’ relative preferences for
different translation error types. Using
English-Spanish as the translation direc-
tion we conduct a crowd-sourced conjoint
analysis study and obtain utility values for
individual error types. Our results indicate
that word order errors are clearly the most
dispreferred error type, followed by word
sense, morphological, and function word
errors.

1 Introduction

Current work in machine translation (MT) evalu-
ation research falls into three different categories:
automatic evaluation, human evaluation, and em-
bedded application evaluation. Much effort has
focused on the first category, i.e. on designing eval-
uation metrics that can be computed automatically
for the purpose of system tuning and development.
These include e.g. BLEU (Papineni et al., 2002),
position-independent word error rate (PER), ME-
TEOR (Lavie and Agarwal, 2007), or translation
error rate (TER) (Snover et al., 2006). Human

c© 2012 European Association for Machine Translation.

evaluation (see (Denkowskie and Lavie, 2010) for
a recent overview) typically involves rating trans-
lation output with respect to fluency and adequacy
(LDC, 2005), or directly comparing and ranking
two or more translation outputs (Callison-Burch et
al., 2007). All of these evaluation techniques pro-
vide a global assessment of overall translation per-
formance without regard to different error types.

More fine-grained analyses of individual MT er-
rors often include manual or (semi-) automatic er-
ror annotation to gain insights into the strengths
and weaknesses of MT engines (Vilar et al., 2006;
Popovic and Ney, 2011; Condon et al., 2010; Far-
reus et al., 2012). There have also been studies of
how MT errors influence the work of post-editors
with respect to productivity, speed, etc. (Krings,
2001; O’Brien, 2011) or the performance of back-
end applications like information retrieval (Parton
and McKeown, 2010).

In contrast to this line of research, there is
surprisingly little work that directly investigates
which types of errors are intuitively the most dis-
liked by users of machine translation. Although
there is ample anecdotal evidence of users’ reac-
tions to machine translation, it is difficult to find
formal, quantitative studies of how users perceive
the severity of different translation errors and what
trade-offs they would make between different er-
rors if they were given a choice. User prefer-
ences might sometimes diverge strongly from the
system development directions suggested by auto-
matic evaluation procedures. Most automatic pro-
cedures do not take into consideration factors such
as the cognitive effort required for the resolution
of different types of errors, or the emotional re-
actions they provoke in users. For example, er-
rors that are inadvertently comical or culturally of-
fensive might provoke strong negative user reac-
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tions and should thus be weighted more strongly
by system developers when user acceptance is a
key factor in the intended application. On the other
hand, most users might expect, and thus be forgiv-
ing of, minor grammatical errors. A deeper insight
into which errors are perceived as the most egre-
gious for a particular machine translation appli-
cation (depending on language pair, domain, etc.)
is therefore crucial for improving user acceptance.
In addition, user adaptation and customization of
MT engines are emerging as important future di-
rections for machine translation research, and it is
necessary to develop principled strategies for elic-
iting and modeling user preferences. However, de-
spite a wealth of existing research on computa-
tional preference elicitation techniques little of it
has been applied to machine translation evaluation
research.

In this paper we explore the use of conjoint anal-
ysis (CA) to gain knowledge of users’ preferences
regarding different types of machine translation
errors. Conjoint analysis is a formal framework
for preference elicitation that was originally de-
veloped in mathematical psychology and is widely
used in marketing research (Green and Srinivasan,
1978). Its typical application is to determine the
reasons for consumers’ purchasing choices. In
conjoint analysis studies, participants are asked to
choose from, rate, or rank a range of products char-
acterized by different combinations of attributes.
Statistical modeling, typically some form of multi-
nomial regression analysis, is then used to infer the
values (“utilities” or “part-worths”) consumers at-
tach to different attributes. In a typical marketing
setup the attributes might be price, packaging, per-
formance, etc. In our case the attributes represent
different types of machine translation errors and
their frequencies. The outcome of conjoint anal-
ysis is a list of values attached to different error
types across a group of users, along with statistical
significance values.

In the remainder of this paper we will first give
an overview of the basic techniques of conjoint
analysis (Section 2), followed by a description of
the data set (Section 3) and experimental design
(Section 4). Results and discussion are provided in
Section 5. Section 6 concludes.

2 Conjoint Analysis

Conjoint analysis is based on discrete choice the-
ory and studies how the characteristics of a prod-

uct or service influence users’ choices and prefer-
ences. It is typically used to evaluate and predict
purchasing decisions in marketing research but
has also been used in analyzing migration trends
(Christiadi and Cushing, 2007), decision-making
in healthcare settings (Philips et al., 2002), and
many other fields. The assumption is that each
product or “concept” can be described by a set of
discrete attributes and their values or “levels”. For
example, a laptop can be described by CPU type,
amount of RAM, price, battery life, etc. CA gen-
erates different concepts by systematically varying
the combination of attributes and values and letting
respondents choose their preferred one. Clearly,
the most preferred and least preferred combina-
tions are known (e.g. a laptop with maximum CPU
power, RAM and battery life at the minimum price
would be the most preferred). The value of CA
derives from studying intermediate combinations
between these extremes since they shed light on
the trade-offs users are willing to make. In an ap-
propriately designed CA study, each attribute level
is equally likely to occur. For a small number of
attributes and levels, the total number of possible
concepts (defined by different combinations of at-
tributes) is generated and tested exhaustively; if
the number of possible combinations is too large,
sampling techniques are used. The total set of re-
sponses is then evaluated for main effects (i.e. the
relative importance of each individual attribute)
and for interactions between attributes.

Various different approaches to CA have been
developed. The traditional full-profile CA requires
respondents to rate or rank all concepts presented.
In choice-based conjoint analysis (CBC) (Lou-
viere and Woodworth, 1983) several different con-
cepts are presented, and respondents are required
to choose one of them. Finally, adaptive con-
joint analysis dynamically adapts and changes the
set of concepts presented to respondents based on
their previous choices. CBC is currently the most
widely used method of conjoint analysis, due to
its simplicity: respondents merely need to choose
one of a set of proposed concepts, as task which
is similar to many real-life decision-making prob-
lems. The disadvantage is that the elicitation pro-
cess is less efficient: respondents need to process
the entirety of information presented before mak-
ing a choice; therefore, it is advisable to only in-
clude a small number of concepts to choose from
in any given task. CBC is thus appropriate for con-

120



cepts involving a small number of attributes.
The most frequently-used underlying statistical

model for CBC is McFadden’s conditional logit
model (McFadden, 1974). The conditional logit
model specifies the n possible concept choices as
a categorial dependent variable Y with outcomes
1, ..., n. The decision of an individual respondent
i in favor of the j′th outcome is based on a util-
ity value uij , which must exceed the utility val-
ues for all other outcomes k = 1, ..., n, k 6= j.
It is assumed that uij decomposes into a system-
atic or representative part vij and a random part
εij ; uij = vij + εij . A further assumption is that
the random components are independent and iden-
tically distributed according to the extreme value
distribution with cumulative density function

F (εij) = e−e
−εij (1)

The systematic part vij is modeled as a linear com-
bination β′X, where X = {x1, ..., xm} is a vector
ofm observed predictor variables (the attributes of
the alternatives) and β is a vector of coefficients
indicating the importance of the attributes. Then,
the probability that the i′th individual chooses the
j′th outcome, P (j|i), can be defined as:

P (j|i) = eβ
′Xij∑n

k=1 e
β′Xik

(2)

The β parameters are typically estimated by
maximizing the conditional likelihood using the
Newton-Raphson method. For basic CBC an ag-
gregate logit model is used, where responses are
pooled across respondents. In this case a single set
of β parameters is used to represent the average
preferences of an entire market, rather than indi-
viduals’ preferences. This implicitly assumes that
respondents form a homogeneous group, which is
typically not correct. This oversimplification can
be circumvented by applying latent class analysis
(Goodman, 1974), which groups respondents into
homogeneous subsets and estimates different util-
ity values for each one.

There are numerous advantages to using a for-
mal analysis framework of this type rather than
simply questioning users about their experience.
First, for a complex “product” like machine trans-
lation output, users are notoriously poor at analyz-
ing their own judgments and stating them in ex-
plicit terms, especially when they lack linguistic
training. It has been noted in the past that it is often
difficult for human evaluators to assign consistent

ratings for fluency and adequacy, leading to low
inter-annotator agreement (Callison-Burch et al.,
2007). Requiring users to rank the output from dif-
ferent systems has proven easier but, as discussed
in (Denkowskie and Lavie, 2010), it is still diffi-
cult for evaluators to produce consistent rankings.
By contrast, the CA framework used here only re-
quires the choice of one out of several possibilities.
Users are not asked to provide an objective ranking
of several translation possibilities but a single, per-
sonal choice, which is an easier task. Furthermore,
the choice-based design provides a way of observ-
ing trade-offs users make with respect to different
types and numbers of errors. For instance, from the
user’s point of view, do three morphological errors
in one sentence count as much, more, or less than a
single word-sense error? Second, CA provides nu-
merical values (“utilities” or “part-worths”) indi-
cating the relative importance of different features
of a machine translation output. These might be
helpful in machine translation system tuning pro-
vided that different error types can be classified au-
tomatically. Third, it is also possible to analyze in-
teractions between different attributes, e.g. the ef-
fect that a certain combination of errors (e.g. both
word order and word sense error present in one
sentence) has vs. other combinations. Fourth, dif-
ferent techniques exist to segment the population
into different user types (or ’market segments’)
and estimate different utility values for each. How-
ever, in this paper only aggregate conjoint analysis
will be used, where preferences are analyzed for
the entire population surveyed.

2.1 Conjoint analysis for eliciting machine
translation user preferences

When applying the conjoint analysis framework to
machine translation evaluation we treat different
machine translations as different products or ”con-
cepts” between which users may choose. We as-
sume that users clearly prefer some machine trans-
lations over others, and that these preferences are
dependent on the types and frequencies of the er-
rors present in the translation. Thus, error types
serve as the attributes of our concepts and the
(discretized) error frequencies (e.g. high, medium,
low) are the levels. Note that there may be other
features of a translation (e.g. sentence length) that
may affect a user’s choice – these are not consid-
ered in this study but they could easily be included
in future studies.
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In contrast to most standard applications of con-
joint analyis a particular combination of attributes
defines not only a single concept but a large set of
concepts (alternative translations of a single sen-
tence, or multiple sentences). It is therefore useful
to consider a representative sample of sentences
for each combination of attributes. Thus, com-
pared Eq. 2 we have another conditioning variable
s ranging over sentences:

P (j|i, s) = eβ
′Xijs∑n

k=1 e
β′Xijs

(3)

Our procedure for this study is as follows. First,
we select the error types to be investigated. This
is done by manually annotating machine transla-
tion errors in our data set and selecting the most
frequent error types. The different error frequen-
cies are quantized into a small number of levels for
each error type. We then generate different profiles
(combinations of attributes/levels) and group them
into choice tasks – these are the combinations of
profiles from which respondents will choose one.
Respondents’ choices are gathered through Me-
chanical Turk. Finally, we estimate a single set of
model parameters, aggregating over both respon-
dents and sentences, and compute statistical sig-
nificance values. Additionally, we perform predic-
tion experiments, using the estimated utility values
to predict users’ choices on held-out data.

3 Data

The data used for the present study was collected
as part of a research project on applying machine
translation to the public health domain. It con-
sists of information materials on general health and
safety topics (e.g. HIV, STDs, vaccinations, emer-
gency preparedness, maternal and child health, di-
abetes, etc.) collected from a variety of English-
language public health websites. The documents
were translated into Spanish by Google Translate
(http://www.google.com/translate). 60 of these
documents were then manually annotated for er-
rors by two native speakers of Spanish. Our error
annotation scheme is similar to other systems used
for Spanish (Vilar et al., 2006) and comprises the
following categories:

1. Untranslated word. These are original En-
glish words that have been left untranslated
by the MT engine and that are not proper
names or English words in use in Spanish.

Type % Subtypes %
Morphology 28.2 Verbal 15.8

Nominal 12.4
Missing word 16.7 Function word 12.6

Content word 4.1
Word sense error 16.1
Word order error 9.7 short range 8.0

long range 1.7
Punctuation 9.1
Other 5.9
Spelling 5.1
Superfluous word 4.7 Function word 3.8

Content word 0.9
Capitalization 2.7
Untranslated word 1.1 medical term 0.0

proper name 0.2
other 0.9

Pragmatic 1.0
Diacritics 0.2
Total 100.0

Table 1: Error statistics from manual consensus
annotation of 25 documents. The two right-hand
columns show error subtypes.

2. Missing word. A word necessary in the out-
put is missing – a further distinction is made
between missing function words and missing
content words.

3. Word sense error. The translation reflects a
word sense of the English word that is wrong
or inappropriate in the present context.

4. Morphology. The morphological features of
a word in the translation are wrong.

5. Word order error. The word order is
wrong – a further distinction is made between
short-range errors (within a linguistic phrase,
e.g. adjective-noun ordering errors) and long-
range errors (spanning a phrase boundary).

6. Spelling. Orthographic error.
7. Superfluous word. A word in the translation

is redundant or superfluous.
8. Diacritics. The diacritics are faulty (missing,

superfluous, or wrong).
9. Punctuation. Punctuation signs are missing,

wrong, or superfluous.
10. Capitalization. Missing or superfluous capi-

talization.
11. Pragmatic/Cultural error. The translation

is unacceptable for pragmatic or cultural rea-
sons, e.g. offensive or comical.

12. Other. Anything not covered by the above
categories.

Annotators were linguistically trained and were su-
pervised in their annotation efforts.

For a subset of 25 of these documents (1804
sentences), the annotators were instructed to create
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a consensus error annotation, and to subsequently
correct the errors, thus producing consensus refer-
ence translations. Computing BLEU/PER scores
against the corrected output yields a BLEU score
of 65.8 and a PER of 19.8%. Unsurprisingly, these
scores are very good since the reference transla-
tions are corrections of the original output rather
than independently created translations – however,
annotators independently judged the overall trans-
lation quality as quite good as well. The detailed
errors statistics computed from the 25 documents
is shown in Table 1. The most frequent error types
are, in order: morphological errors, word sense er-
rors, missing function words, and word order er-
rors. Based on this we defined four error types to
be used as the attributes in our conjoint analysis
study: word sense errors (S), morphology errors
(M), word order errors (O) and function word er-
rors (F) – the latter includes both missing and su-
perfluous function words. For word sense, word
order, and function word errors we defined two
values (levels): high (H) and low (L). Since mor-
phology errors are much more frequent than others
we use a three-valued attribute in this case (high,
medium (M), and low).

From these documents we selected 40 sen-
tences, each of which contained a minimum of one
instance each of sense, order and function word
errors, and a minimum of two instances of mor-
phological errors. Based on the error annotations
and their manual corrections, each sentence can be
edited selectively to reflect different attribute lev-
els, i.e. different numbers of errors of a given type.
For example, different versions of a sentence are
created that exhibit a high, medium, or low level
of morphological errors. The variable number of
errors are mapped to the discrete attribute levels as
follows: If the total number of errors for a given
type is ≤ 2, then H = 2 errors and L = 0 errors
for the binary attributes, and H=2, M=1, L=0 for
the three-valued attribute. When the number of er-
rors is larger than 2, the interval size for each level
is defined by the number of errors divided by the
number of levels, rounded to the nearest integer.

The number of all possible different combina-
tions of attributes/levels is 24; thus, for each sen-
tence, 24 concepts or “profiles” are constructed. A
partial example is shown in Table 2.

4 Experiments

We chose a full factorial experiment design,
i.e. each of the 24 possible profiles was utilized
for each of the 40 sentences. Each partially-edited
sentence represents a different profile. However,
not all 24 profiles can be presented simultaneously
to a single respondent – typically, CBC surveys
need to be kept as small and simple as possible to
prevent respondents from resorting to simplifica-
tion strategies and delivering noisy response data.
Profiles were grouped into choice tasks with three
alternatives each, representing a balanced distribu-
tion of attribute levels.

For each survey, 4 choice tasks were randomly
selected from the total set of choice tasks. The
questions in the survey thus included profiles per-
taining to different sentences, which was intended
to avoid respondent fatigue. Surveys were pre-
sented to respondents on the Amazon Mechanical
Turk platform. For each choice task, Turkers were
instructed to carefully read the original source sen-
tence and the translations provided, then choose
the one they liked best (an obligatory choice ques-
tion with the possibility of choosing exactly one
of the alternatives provided), and to state the rea-
son for their preference (an obligatory free-text an-
swer). The latter was included as a quality con-
trol step to prevent Turkers from making random
choices. The set of Turkers was limited to those
who had previously delivered high-quality results
in other Spanish translation and annotation HITs
we had published on Mechanical Turk. In total we
published 240 HITs (surveys) with 4 choice tasks
and 3 assignments each, resulting in a total of 2880
responses. A total of 29 workers completed the
HITs, with a variable number of HITs per worker.
The responses were analyzed using the conditional
logit model implementation in the R package.1

5 Results and Discussion

We first measured the overall agreement among
the three different responses per choice task us-
ing Fleiss’s Kappa (Fleiss, 1971). The kappa co-
efficient was 0.35, which according to (Landis
and Koch, 1977) constitutes “fair agreement” but
does indicate that there is considerable variation
among workers regarding their preferred transla-
tion choice. We next estimated the coefficients of
the conditional logit model considering main ef-

1http://www.r-project.org
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No. Attributes Sentence
1 S=H:M=H:O=H:F=H Planear con anticipación y tomar un atajo pocos ahorrar su tiempo y su dinero para alimentos.
2 S=H:M=H:O=H:F=L Planear con anticipación y tomar un atajo le pocos ahorrar su tiempo y su dinero para la alimentos.
3 S=H:M=H:O=L:F=H Planear con anticipación y tomar un pocos atajo ahorrar su tiempo y su dinero para alimentos.
4 S=H:M=H:O=L:F=L Planear con anticipación y tomar un pocos atajo le ahorrar su tiempo y su dinero para la alimentos.
5 S=H:M=M:O=H:F=H Planear con anticipación y tomar un atajo pocos ahorrar su tiempo y su dinero para alimentos.
6 S=H:M=M:O=H:F=L Planear con anticipación y tomar un atajo le pocos ahorrar su tiempo y su dinero para la alimentos.
7 S=H:M=M:O=L:F=H Planear con anticipación y tomar un pocos atajo ahorrará su tiempo y su dinero para alimentos.
8 S=H:M=M:O=L:F=L Planear con anticipación y tomar un pocos atajo le ahorrará su tiempo y su dinero para la alimentos.
9 S=H:M=L:O=H:F=H Planear con anticipación y tomar unos atajos pocos ahorrará su tiempo y su dinero para alimentos.
10 S=H:M=L:O=H:F=L Planear con anticipación y tomar unos atajos le pocos ahorrará su tiempo y su dinero para la alimentos.

etc. etc.
24 S=L:M=L:O=L:F=L Planear con anticipación y realizar unos pocos recortes le ahorrará su tiempo y su dinero para la comida.

Table 2: Examples of the 24 attribute combinations and corresponding partially-edited translations for
the English input sentence Planning ahead and taking a few short cuts will save both your time and your
food dollars.
.

Variable β exp(β) α

O -1.125 0.3246 0.001
S -0.6302 0.5325 0.001
M -0.4034 0.6680 0.001
F -0.1211 0.8859 0.001

Table 3: Estimated coefficients in the conditional
logit model and associated significance levels (α)
– main effects. O = word order, S = word sense, M
= morphology, F = function words.

fects only. The model’s β coefficients, exponenti-
ated β’s, and significance values are shown in Ta-
ble 3. It is easiest to interpret the exponentiated
β coefficients: these represent the change in the
odds (i.e. odds ratios) of the error type being as-
sociated with the chosen translation, for each unit
increase in the error level and while holding other
error levels constant. For example, if the level
of word sense errors is increased by 1 (i.e. goes
from low to high) while other error types are be-
ing held constant, the odds of the corresponding
translation being chosen decrease by a multiplica-
tive factor of 0.5325 (i.e. roughly 50%). Overall
we see that word order errors are the most dispre-
ferred, followed by word sense, morphology, and
function word errors. All values are highly sig-
nificant (p < 0.001, two-sided z-test). We next
tested all pairwise interactions between individual
attributes. An interaction between two attributes
means that the impact of one attribute on the out-
come is dependent on the level of the other at-
tribute. We found two statistically significant in-
teractions, between word sense and function word

Variable β exp(β) α

O -1.149e+00 3.169e-01 0.001
S -1.079e+00 3.398e-01 0.001
M -6.971e-01 4.980e-01 0.001
F -8.932e-01 4.094e-01 0.001
M:F 2.081e-01 1.231e+00 0.001
S:F 2.649e-01 1.303e+00 0.01

Table 4: Estimated coefficients in the conditional
logit model and associated significance values (α)
– interactions. O = word order, S = word sense,
M = morphology, F = function words. Variables
containing “:” denote interaction terms.

errors, and between morphological and function
word errors. The meaning of the coefficients in
Table 4 changes with the introduction of interac-
tion terms, and they cannot directly be compared
to those in Table 3. In particular, the exp(β) for
M:F and S:F now need to be interpreted as ratios
of odds ratios for unit increases in the attribute lev-
els. The values (> 1) indicate that the odds ratio
of a positive choice associated with a unit increase
in function word error level actually increases as
the level of M or S errors rises – e.g. the odds ratio
for S=high is 0.4462 (exp(βS + βS:F ) vs. 0.3398
for S=low). This means that function word errors
have a stronger impact on respondents’ choices at
low levels of morphological or word sense errors;
by contrast, when the level of the latter is high,
respondents are less sensitive to function word er-
rors. This effect is also observable for word order
and function word errors but it is not statistically
significant.
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Accuracy (%) Stddev
Clogit 54.68 1.99
Fewest errors 49.49 2.70
Random 33.33 0.0

Table 5: Average cross-validation accuracy and
standard deviation of conditional logit model,
fewest-errors-baseline, and random baseline.

A standard way of validating the overall ex-
planatory power of the model is to perform predic-
tion on a held-out data set. To this end we compute
the probability of each choice in a set according to
Eq. 3 by inserting the estimated β coefficients and
take the max over j, which can be simplified as:

j∗ = maxjβ
′Xijs (4)

(5)

The percentage of correctly identified outcomes
(the “hit rate” or accuracy) is then used to assess
the quality of the model.

We performed 8-fold cross-validation. For each
fold one eighth of the data for each sentence was
assigned to the test set; the rest was assigned to
the training set. Table 5 shows the average accura-
cies for our conditional logit model as well as two
baselines. The first is the random baseline – each
training/test sample is a choice task with 3 alterna-
tives; thus, choosing one alternative randomly re-
sults in a baseline accuracy of 33.3%. The second
baseline consists of choosing the alternative with
the lowest number of errors overall. This leads to
accuracies ranging from 45.75%-53.75%, with an
average of 49.59%. The accuracies obtained by
our model with the fitted coefficients range from
53.00%-58.75%, with an average of 54.06%. This
is significantly better than the random baseline and
clearly better (though not statistically significant)
than the fewest-errors baseline. Nevertheless there
clearly is room for improvement in the predictive
accuracy of the model. The model shows virtu-
ally the same performance (54.04% accuracy on
average) on the training data; thus, generalization
ability is not the problem here. Rather, the diffi-
culty lies in the underlying variability of the data to
be modelled, in particular the diversity of the user
group and the sentence materials. For example,
no distinction has been made between short-range
and long-range word order errors, although it may
be assumed that long-range word order errors are
considered more severe by users than short-range

errors. Another source of variability is the respon-
dent population itself – since we only used aggre-
gate conjoint analysis in this study, preferences are
averaged over the entire population, ignoring po-
tential sub-classes of users. It may well be pos-
sible that some user types are more accepting of
e.g. word-order errors than word sense errors, or
vice versa – recall that the agreement coefficient
on the top choice was only 0.35. Finally, another
confounding factor might be the quality of the Me-
chanical Turk data. Although we took several steps
to ensure reasonable results, responses may not be
as reliable as in a face-to-face study with respon-
dents.

6 Conclusions and Future Work

We have studied the use of conjoint analysis to
elicit user preferences for different types of ma-
chine translation errors. Our results confirms that,
at least for the language pair and population stud-
ied, users do not necessarily rely on the overall
number of errors when expressing their prefer-
ences for different machine translation outputs. In-
stead, some error types affect users’ choices more
strongly than others. Of the different error types
considered in this study, word order errors have
the lowest frequency in our data but are the most
dispreferred error type, followed by word sense er-
rors. The most frequent error type in our data, mor-
phology errors, is ranked third, and function word
errors are the most tolerable. The viability of the
conjoint analysis framework was demonstrated by
showing that the prediction accuracy of the fitted
model exceeds that of a random or fewest-errors
baseline.

In future work the overall predictive power of
the model could be improved by more fine-grained
modeling of different sources of variability in the
data. Specifically, we plan to compare the present
results to results from face-to-face experiments, in
order to gauge the reliability of crowd-sourced data
for conjoint analysis. In addition, latent class anal-
ysis will be used in order to obtain preference mod-
els for different user types. In the long run, such
models could be exploited for rapid user adapta-
tion of machine translation engines after eliciting a
few basic preferences from the user. Utility values
obtained by conjoint analysis might also be used
in MT system tuning, by appropriately weighting
different error types in proportion to their utility
values; however, this would require high-accuracy
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automatic classification of different error types.
Another way of extending the present analysis

is to elicit user preferences in the context of a spe-
cific task to be accomplished; for instance, users
could be asked to indicate their preferred transla-
tion when faced with the tasks of postediting or
extracting information from the translation. Fi-
nally, it is also possible to investigate a larger set
of error types than those considered in this study.
These may include different types of word order
errors (long-range vs. short-range), consistency er-
rors (where a source term is not translated con-
sistently in the target language throughout a doc-
ument), or named-entity errors.
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    Abstract 

Statistical-based methods are the preva-
lent approaches for implementing machine 
translation systems today. However the 
resulted translations are usually flawed to 
some degree.  We assume that a statisti-
cal baseline system can be re-used to 
automatically learn how to (partially) 
correct translation errors, i.e. to turn a 
“broken” target translation into a better 
one. By training and testing on initial bi-
lingual data, we constructed a system S1 
which was used to translate the source 
language part of the training corpus. The 
new translated corpus and its reference 
translation are used to train and test an-
other similar system S2. Without any ad-
ditional data, the chain S1+S2 shows a 
sensible quality increase against S1 in 
terms of BLEU scores, for both transla-
tion directions (English to Romanian and 
Romanian to English). 

1 Introduction 

The paper presents a cascaded phrase based 
translation system that obtains improved transla-
tion scores using no additional data compared to 

the standard single-step translation system. 
The first challenge of our research was to ob-

tain the best standard translation system possible. 
We experimented with different factored models 
that include surface form, lemmas and different 

part of speech tag sets in various combinations to 
confirm the assumption that translation accuracy 

is improved over a surface form only baseline 
model.   

The second objective of our work was to vali-

date our intuition that a statistical baseline sys-
tem can be re-used (cascaded) to automatically 
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learn how to (partially) correct its own transla-
tion errors, i.e. to turn an initially “broken” trans-

lation into a better one. 
    The phrase-based translation approach has 

overcome several drawbacks of the word-based 
translation methods and proved to significantly 
improve the quality of translated output. The 

morphology of a highly inflected language per-
mits a flexible word order, thus shifting the focus 

from long-range reordering to the correct selec-
tion of a morphological variant.  

Morphologically rich languages have a large 

number of surface forms in the lexicon to com-
pensate for a flexible word order.  

Both Transfer and Interlingua MT employ a 
generation step to produce the surface form from 

a given context and a lemma of the word. In or-
der to allow the same type of flexibility in using 
the morpho-syntactic information in translation, 

factored translation models (Koehn and Hoang, 
2007) provide the possibility to integrate the lin-

guistic information into the phrase-based transla-
tion model.  

Most of the statistical machine translation 

(SMT) approaches that have a morphologically 
rich language as target employ factored transla-

tion models. Our approach is similar to several 
other factored machine translation experiments 
such as adding the morphological features as fac-

tors (Avramidis and Koehn, 2008). Our results 
confirm findings of other researchers, namely 

that when very large parallel corpora are avail-
able, minimal pre-processing is sufficient to get 
better results than the baseline (raw data); how-

ever, when only a limited amount of training data 
is available, better results are achieved with part-

of-speech tags and complex morphological 
analysis (Habash and Sadat, 2006).  

Romanian is a morphologically rich language 

which needs more than 1200 lexical tags in order 
to be compliant with the Multext-East lexical 

specifications (Erjavec and Monachini, 1997). 

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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Czech and Slovene require more than 2000 such 
morpho-lexical descriptors (MSDs). These de-

scriptors encode detailed linguistic information 
(gender, case, modality, tense etc.) which can be 

extremely useful for an accurate translation 
based on factored models. The set of MSDs can 
be reduced without information loss by exploit-

ing the redundancy between various feature-
value combinations in these descriptors. Yet, the 

resulting tagsets are too large and thus the data-
sparseness hampers the reliability of automatic 
assignment of MSDs to arbitrary new texts. 

Tiered tagging (Tufiș, 1999) is a two-stage 
technique addressing the issue of training data 

sparseness. It uses an automatically induced in-
termediary tag-set, named CTAG tagset, of a 

smaller size on the basis of which a common 
POS tagging technique can be used. In a second 
phase, it replaces the tags from the small tag-set 

with tags from the fully-specified morpho-
syntactic tag-set (MSD tag-set) also taking into 

consideration the context. The second phase of 
tiered tagging relies on a lexicon and a set of 
hand-written rules. The original idea of tiered 

tagging has been extended in (Ceaușu, 2006), so 
that the second phase is replaced with a maxi-

mum entropy-based MSD recovery. In this ap-
proach, the rules for CTAG to MSD conversion 
are automatically learnt from the corpus. There-

fore, even the CTAG labels assigned to unknown 
words can be converted into MSD tags. If an 

MSD-lexicon is available, replacing the CTAG 
label for the known words by the appropriate 
MSD tags is almost 100% accurate.  

2 System overview 

Factored translation models extend the phrase-
based translation by taking into account not only 

the surface form of the phrase, but also additional 
information like the dictionary form (lemma), the 
part-of-speech tag or the morpho-syntactic speci-

fication. It also provides, on the target side, the 
possibility to add a generation step. All these 

new features accommodate well in the log-linear 
model employed by many decoders: 

���|�� = ��	∑ ��ℎ���, ��
�
���    (1) 

where hi(e,f) is a function associated with the 
pair e, f and λi is the weight of the function.  

To improve the translation into morphologically-
rich languages, the multitude of options provided 
by the factored translation can help validate the 

following assumptions: 

a) Aligning and translating lemma could sig-
nificantly reduce the number of translation 

equivalency classes, especially for lan-
guages with rich morphology; 

b) Part of speech affinities. In general, the 
translated words tend to preserve their part 
of speech and when this is not the case, the 

part-of-speech chosen is not random; 
c) The re-ordering of the target sentence 

words can be improved if language models 
over POS or MSD tags are used. 

In order to test the improvement of the fac-

tored model over the phrase-based approach, we 
built strong baseline systems for the RO-EN lan-

guage pair (Ceaușu and Tufiș, 2011). 
The intuition that motivated our experiments 

is that the same methodology used in translating 
from language A into language B could be ap-
plied for (partially) correcting the initial transla-

tion errors. We wanted to validate this idea with-
out recourse to additional resources. To this end, 

we built a two – layered cascaded translation sys-
tem.  

The first step was to create the best possible 

direct translation system S1 for A�B. For this 
we started from a parallel corpus: {CA,CB}. Us-

ing this corpus we trained a factored phrased-
based translation model. Having the A�B sys-
tem obtained (Ceaușu and Tufiș, 2011), we pre-

pared for the second system S2 by translating the 
entire training corpus CA into language B, obtain-

ing TS1(CA). Using the new parallel corpus 
{TS1(CA),CB} we trained the second system S2.  

At this point we chained the two systems to-

gether: we give an input text IA (in language A), 
the first system translates IA to TS1(IA) which is 

the input for the second system. Thus, the 
chained system receiving the input IA produces 
the output OB:TS2(TS1(IA)). 

We further present the steps taken to build this 
cascaded system and compare the translation per-

formance against the direct, S1 one-step system. 

3 Data Preparation 

The corpus used to train any SMT system has the 
biggest influence on translation quality, so spe-

cial attention is given to its preparation. For the 
purposes of this paper we used the bilingual par-
allel corpus (Romanian-English) that had been 

developed during the ACCURAT FP-7 research 
project. We chose this resource because it is a 

reasonably large parallel corpus between a highly 
inflectional language (Romanian) and a less in-
flectional reference language (English). 
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The content of the corpus is drawn from sev-
eral other corpora: 

1) DGT-TM 1 , law and juridical domain, 
approx. 650,000 sentences; 

2) EMEA (Tiedemann, 2009), medical cor-
pus, approx. 994,000 sentences; 

3) Romanian-English part of the multilin-

gual thesaurus Eurovoc2 , (1-5 words), approx. 
6,500 bilingual terms, treated as short sentences; 

4) PHP3 , translation of the PHP software 
manual, approx. 30,000 sentences; 

5) KDE4, translation of the Linux KDE in-

terface, approx. 114,000 sentences; 
6) SETIMES 5 , news corpus, approx. 

170,000 sentences. 
In total, the source Romanian – English corpus 

has over 1,950,000 sentences. However, the cor-
pus needed to be cleaned and annotated. This 
was performed in three steps: 

1) Step 1 – Initial corpus cleaning – We 
created a cleaning application that removes du-

plicate lines (ex: the PHP corpus contains many 
identical lines), lines that contain only/mostly 
numbers (such as lines that consist only of tele-

phone numbers), lines that contain no Latin char-
acters, lines that contain less than 3 characters 

and other similar heuristics. Additionally, there 
are three specific types of text distortions occur-
ring in Romanian texts: (i) missing diacritical 

characters, (ii) different encoding codes for the 
same diacritical characters, and (iii) different 

orthographic systems. When ignored, they have a 
negative impact on the quality of translation and 
language models and, thus, on the translation 

results.  For details on the process of diacritics 
restoration, see (Tufiș and Ceaușu, 2008). 

2) Step 2 – Corpus annotation – The paral-
lel corpus was annotated using our NLP tools 
(Tufiș et al., 2008) that tokenize, lemmatize and 

tag the input text. The tagger does its job both in 
terms of CTAG and MSD tagsets. This annota-

tion was performed for both Romanian and Eng-
lish sides of the corpus. The annotation has the 

Moses (Koehn et al., 2007) input file structure. 
For example, the sentence: “Store in the original 
package.” has been annotated as shown in Table 

1, one token per line followed by three additional 
fields, separated by “|”: 

 

                                                 
1 http://langtech.jrc.it/DGT-TM.html 
2 http://eurovoc.europa.eu/  
3 http://www.php.net/  
4 http://docs.kde.org/ 
5 http://www.setimes.com/ 

 English Romanian 

Store|store^Nc|NN|Ncns A|avea^Va|VA3S|Va--

3s 

in|in^Sp|PREP|Sp se|sine^Px|PXA|  

Px3--a--------w 
the| the^Dd| DM|Dd pastra|pastra^Vm|V3| 

Vmii3s 

original|original^Af| în|în^Sp|S|Spsa 

package|package^Nc| 

NN|Ncns 

ambalajul|ambalaj^Nc| 

NSRY|Ncmsry 

 original|original^Af| 
ASN| Afpms-n 

Table 1. EN-RO annotated sentence pair 
 

0 – surface form – the token itself; 
1 – lemma of the token, trailed (^) with the 
grammar category; 

2 – CTAG – tag from the reduced tagset; 
3 – MSD – Morpho-Syntactic Annotation tag. 

 
3) Step 3 – Final cleaning – The last step 

involved using the Moses cleaner, a Perl script 

that ensured that the corpus did not contain ille-
gal characters, spaces, etc. and that the two cor-

pus sides (Romanian – English) had an equal 
number of sentences.  

After these cleaning steps the RO-EN corpus 

was reduced to around 1,250,000 sentences. Fi-
nally, the corpus was randomized and 1200 sen-

tence-pairs (TRO-TEN) were extracted that repre-
sent the RO-EN test files. 

4 Translation experiments 

5.1 First layer translation system (S1) 

The first step was to decide on a model for the 

direct Romanian ↔ English translation. Several 
models have been proposed and tested. Using the 

Moses SMT software, we have created the fol-
lowing models (we have experimented with sev-

eral more models, but kept here only the top per-
formers for reference): 

Model # Details 

#1 t0-0  m0 

#2 t1-1 g1-0  m0 

#3 t1-1 g1-3 t3-3 g1,3-0 , m0m3 

#4 t1-1 g1-3 t3-3 g1,3-0 , m0m3 r0 

#5 t1-1 g1-3 t3-3 g1,3-0 , m0m3 r3 

Table 2. Models description for the first layer 

 
Notation: t = translation step, g = generation 

step, m = language model, r = reordering model. 

The first model (#1) simply translates surface 
forms in language A to surface forms in language 
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B (t0-0). The second model (#2) first translates 
lemmas in language A to lemmas in language B 

(t1-1) and then employs a generation step to gen-
erate surface forms in language B from lemmas 

in language B (g1-0). The third, fourth and fifth 
models (#3, #4, #5) follow a more complex path. 
They first start with a lemma-lemma translation 

(t1-1), followed by a lemma to MSD generation 
in language B (g1-3), a translation of MSDs in 

language A to MSDs in language B (t3-3) and 
finally generating surface forms from the previ-
ously translated lemmas and MSDs in language 

B (g1,3-0). They use two language models. 
While models #1 and #2 use just a surface lan-

guage model, models #3, #4 and #5 additionally 
use a MSD language model. The difference be-

tween models #3, #4 and #5 is that model #4 uses 
a reordering model based on surface forms while 
model #5 uses reordering based on MSDs. Table 

3 presents the BLEU scores (Papineni et al., 
2002) obtained testing the five proposed models.  

For the Romanian � English direction, model 
#3 was the best performing of the five, with a 
BLEU score of 57.01. For the English � Roma-

nian direction, scores were a bit lower, model #2 
having the highest 53.94 BLEU points. 

Interestingly, the large size of the corpus 
shows its power, bringing the score of the unfac-
tored model #1 very close to the factored models.  

The next step was to estimate the translation 
time of the corpus. This was necessary because 

of the size of the training corpus: approx. 1.25 
million sentences. Moses offers two different 
translation options: the default translation search 

and the cube pruning search algorithm. There are 
two adjustable parameters: the stack size and 

beam search. These parameters have been manu-
ally specified to obtain insights about their influ-
ence on translation speed and quality. We present 

only model #3 for the RO�EN direction.  
The translation time includes language model 

and translation/generation tables loading time. 
The test machine is a dedicated 16 core (8 physi-

cal + 8 virtual, running at 2.6GHz), 12 GM RAM 
server.  

 

RO � EN EN � RO 

Model # BLEU Model # BLEU 

#1 56.31 #1 52.43 

#2 56.49 #2 53.94 
#3 57.01 #3 49.97 

#4 56.79 #4 49.12 
#5 56.89 #5 48.70 

Table 3. S1: Model scores 

Stack Size 

Param. 

Beam 

Search 

Param. 

Translation 

Time (s) 

BLEU 

Score 

(default) (default) 3074 57.01 
100 (default) 1611 56.69 

50 (default) 831 56.05 

20 (default) 391 54.97 

15 (default) 307 54.36 
10 (default) 229 53.16 

5 (default) 144 51.35 

(default) 100 83 39.17 

(default) 10 83 43.29 

(default) 2 87 47.17 
(default) 1 93 49.63 

(default) 0.5 151 51.80 

(default) 0.1 169 55.84 

100 1 106 49.63 

Cube pruning algorithm 

with stack size 2000 
167 56.29 

Table 4. S1: Parameter variation, translation time 
and BLEU scores. 

Table 4 shows measurements for the transla-
tion times and BLEU scores (RO�EN direction) 

of the test files (1200 sentences), for different 
settings of the Stack Size and Beam Search. 

Even though the best performing translation 

was achieved using the default parameters 
(BLEU score: 57.01), due to the very long trans-

lation time, we found that the best compromise 
was to use the cube pruning algorithm with the 
stack size 2000 that obtains a marginally lower 

BLEU score of 56.29. When using the cube 
pruning algorithm, we found that, for our test set, 

increasing the stack size to more than 2000 does 
not generate any noticeable score improvements. 

Based on these results, we have used the two 

best performing models (model #3 for the 
RO�EN direction and model #2 for the 

EN�RO direction) with the cube pruning search 
algorithm to translate both languages of the par-
allel corpus {CRO, CEN}. We obtained two new 

corpora: for the RO�EN direction we obtained 
the {TS1(CRO),CEN} corpus, and for the EN�RO 

direction we obtained the {CRO,TS1(CEN)} corpus. 
After the translation, the final phase of this 

step was to process the two newly obtained cor-
pora. Using the same NLP tool we used to anno-
tate the original corpus we annotated the trans-

lated corpora with lemma, CTAGs and MSDs. 
Finally, the annotated corpora were cleaned 

again, but using only step 3 (the Moses cleaning 
script) of the cleaning process described in sec-
tion 3. The cleaning yielded for the RO�EN 

direction a corpus of around 1,110,000 sentences 
(losing in this second cleaning process about 
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140,000 sentences - around 11% - from the initial 
1,250,000), while for the EN�RO direction the 

corpus lost almost 240,000 sentences resulting in 
a corpus of 1,010,000 sentences.  

5.2 Second layer translation system (S2) 

For this step, using the intermediary corpus, we 

trained 9 models to see which one would perform 
best. Table 5 shows the models chosen and table 

6 shows the translation and BLEU scores using 
the cube pruning and default translation algo-
rithms. The same models were used for both 

translation directions. 

Table 5. S2: Models description  

Translating was performed with both default 
parameters and using the cube pruning search 
with stack size 2000. The reordering model is the 

Moses default, with the only difference that in 
model 5 we have used MSDs as the reordering 

factor.  
For testing S2 we used the same test files as 

for S1, but translated with the best S1 models: 

the model #3 for RO�EN direction and the 
model #2 for the EN�RO direction (see Table 

3).  The reference translations for the two direc-
tions were TEN and TRO respectively (1200 sen-
tences each).  

For the RO�EN direction the BLEU transla-
tion score of the S1+S2 system has been im-

proved from the best S1 model (57.01) to a new 
BLEU score of 60.90.  

The fact that S2 translation based on model #7 

(surface form & lemma to surface form & lemma 
using only the surface language model) was the 

fastest and most accurate is not surprising: we 
“translated” from partly broken English into pre-

sumably better English. 
Generation steps were not necessary and the 

information on the lemma eliminated some can-

didates from the search space.  
Interestingly, the translation time the using de-

fault Moses parameters is very close to the cube  

Model 

# 

Transl. 

time (s) 

with cube 

pruning 

BLEU 

with 

cube 

pruning 

Transl. time 

(s) with 

default 

params. 

BLEU 

with 

default 

params. 

#1 195 60.42 257 60.65 

#2 186 59.59 4745 60.12 

#3 175 55.68 4129 56.12 

#4 281 55.50 3994 56.18 
#5 221 55.45 4104 56.20 

#6 244 55.16 5016 55.98 

#7 108 60.74 143 60.90 
#8 144 58.50 254 58.61 

#9 136 58.50 249 58.61 

Table 6. RO�EN:  S2(S1(TRO)) 

  

pruning search (because the chosen model has 
just phrase translation and no generation compo-

nent), but yields approximately 0.14 BLEU point 
increase. 

Table 7 shows that for the EN�RO direction, 

the S2 system models #7 and #8 have a similar 
performance, increasing the BLEU score from 

the original 53.94 points to 54.44 (0.5 BLEU 
point net increase). As with the RO�EN direc-
tion, the S2 models that employ generation steps 

actually slightly decrease the score.  
 

Model 

# 

Transl. 

time (s) 

with cube 

pruning 

BLEU 

with 

cube 

pruning 

Transl. time 

(s)  with 

default 

params. 

BLEU 

with 

default 

params. 

#1 254 54.41 154 54.42 

#2 1443 52.14 556 52.55 
#3 1051 53.50 594 53.50 

#4 543 53.59 798 53.59 

#5 530 53.59 613 53.59 

#6 805 53.56 997 53.56 

#7 282 54.43 167 54.44 
#8 417 54.41 287 54.44 
#9 403 54.40 280 54.42 

Table 7. EN �RO: S2(S1(TEN))  

6 Evaluation procedure and discussion 

After the original corpus was annotated and 
cleaned, it was split into two separate files for 

each language: training set and test set. The test 
file TEN-TRO contains 1200 aligned sentences. 
Since the sentences were extracted from the ran-

domized corpus after cleaning, the test files con-
tain sentences from all genres that make up the 

original corpus, so they represent in-domain data.  
In Tables 6 and 7 we showed that the cascaded 

factored SMT (S1+S2) performs better than the 

baseline system (S1) for both translation direc-
tions, in terms of BLEU scores. We were inter-

Model Details 

#1 t0-0  m0 

#2 t1-1 g1-0  m0 

#3 t1-1 g1-2 t2-2 g1,2-0  m0,m2 

#4 t1-1 g1-3 t3-3 g1,3-0  m0,m3 

#5 t1-1 g1-3 t3-3 g1,3-0  m0,m3 r3 
#6 t1-1 g1-2 t2-2 g2-3 t3-3 g1,3-0 m0,m2,m3 

#7 t0,1-0,1  m0  

#8 t0,1,2-0,1,2  m0,m2 

#9 t1,2-t1,2 m0,m2 
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ested to see which were the most distant transla-
tions from the reference, assuming that these 

were bad translations. We computed for each 
sentence I the similarity scores SIM between its 

translations and the reference translation. These 
scores were computed with the same BLEU-4 
function used for bitexts. Similarly to the BLEU 

score applied to a bitext, 100 means perfect 
match and 0 means complete mismatch. Thus, 

we obtained 1200 pairs of scores �����
�  and 

��������
� . We also compute the average similar-

ity scores as 
�

����
∑ �����

�����
���  where Sα is S1 or 

S1+S2. As expected, the average SIM scores 

make the same ranking as the BLEU scores, al-
though they are a bit higher (ex: 61.18 for S1 and 
63.58 for S1+S2 for the RO�EN direction).  

We briefly comment on the results of this 
analysis for the Romanian-English translation 

direction.  We manually analysed the test set 
translations. We identified 3 sentences with their 
translations having a zero SIM score for both 

systems. The explanation was that the reference 
translation was wrongly aligned to the source 

sentence. 
S1 produced 72 perfect translations (score 100) 

while S1+S2 produced 105. Only 57 perfect 

translations were common to S1 and S1+S2, 
meaning that S1+S2 actually deteriorated a few 

of the original perfect translations. By analyzing 
the 15 translations that were “deteriorated” we 

noticed that they were identical, except that un-
like S1+S2, S1 and Reference translations either 
had a differently capitalized letter that marginally 

lowered the score or had multiword units joined 
by underscores (e.g. as well as vs.  as_well_as).  

This was a small bug which has been removed 
and which, overall, brought a 0.05 increase in the 
BLEU score. One of the “degraded” translation 

pair is given below: 
RO: după examinarea problemelor și 

consecințelor posibile , Uniunea Democrată 

Croată a Primului Ministru Ivo Sanader și aliații 

săi parlamentari au decis să sprijine amânarea . 

S1: after examination problems and possible 

consequences , the Democratic Union of Croa-

tian Prime_Minister Ivo Sanader and his allies 

lawmakers decided to support the postponement . 
(score 0.1794) 

S1+S2: after examination problems and possi-

ble consequences , the Croatian Democratic Un-

ion of Prime Minister Ivo Sanader and his allies 

lawmakers decided to support the postponement . 

(score 0.1695) 

ENREF: after considering possible issues and 

consequences , Prime_Minister Ivo Sanader 's 

Croatian Democratic Union and its parliamen-

tary allies decided to support a delay . " 

If one ignores the underscore issue in the 
S1+S2 translation, then this translation is better 
than the one of S1. A frequent translation differ-

ence with respect to the reference translations is 
illustrated by the example above: the Saxon geni-

tive construction for noun phrases is replaced by 
a prepositional genitival construction (in this 
case the word order is closer to the Romanian 

word order).  
The capitalization and punctuation are other 

sources of lower scoring against the reference. 
All these examples show the sensitivity of the 

BLEU scoring method, especially for very short 
sentences.  

Another important variable to note is the 

amount of change from one layer to the other: 
out of all sentences, around 37% had a BLEU 

increase while around 20% had a BLEU decrease 
(but see the comment on the underscore differ-
ence), the rest 43% have not been changed in any 

way.  
Overall, we obtain a 3.89 BLEU point increase 

for the RO�EN direction and a smaller 0.5 
BLEU point increase for the more difficult 
EN�RO direction using our cascaded system.  

Another interesting result was to evaluate the 
simple cascading systems without feature models, 

that is (S1=t0-0m0)+(S2=t0-0m0) and compare 
their performances with the direct translations 
and the best feature-models cascaded systems. 

The results are shown in Table 8. 

RO � EN’�EN EN � RO’�RO 

Model # BLEU Model # BLEU 

#1+#1 60.47 #1+#1 54.29 
#3+#7 60.90 #2+#7 54.44 

Table 8. S2(S1(Tsource))  

The increased accuracy due to various feature 

combinations versus the baseline system has 
been apparent from Tables 6 and 7 compared to 
the results in Table 3. Table 8 shows that the di-

rect translations (S1 with any model) for both 
directions have BLEU scores lower than the cas-

caded system (S1+S2) even when feature models 
were not used (model #1+#1).  

Thus, we can support the statement that the 

morphological features and the cascading idea 
are beneficial to the overall accuracy of transla-

tions (at least between Romanian and English). 
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S1 SIM 

S2 SIM 

Difference 

Romanian Source S1 Translation S2 Translation English Reference 

0.397 
0.492 
0.095 

bun , și-acuma să revenim 
la problema lui cum și de 
ce.  

good , and now to revenim 
to the problem of how and 
why.  

good , and now let us go to 
the problem of how and 
why.  

and now let us get back to 
the question of how and 
why.  

0.392 
0.660 
0.268 

spune-mi ce crezi tu că-ți 
amintești.  

tell me what believe you 
that you remember.  

tell me what you think that 
you remember.  

tell me what you think you 
remember.  

0.213 
0.316 
0.104 

În primul rând , pentru că 
mărturisirile pe care le 
făceau erau evident 
smulse și neadevărate.  

firstly , because confes-
sions on which they made 
were obviously clean and 
jerk and untrue.  

firstly , because the con-
fessions they made were 
obviously clean and jerk 
and untrue.  

in the first place , because 
the confessions that they 
had made were obviously 
extorted and untrue.  

0.447 
0.376 
-0.071 

cum ar putea muri ?  how could die ?  how to die ?  how could he die ?  

0.256 
0.216 
-0.039 

cei trei nu făcuseră nici o 
mișcare. 

the three not făcuseră any 
movement.  

the three not to make any 
movement.  

the three men never 
stirred.  

Table 9. Out-of-domain text S1 / S1+S2 translation improvement / degradation examples for RO�EN 

 
Given the corpus is almost entirely composed 

of juridical and medical texts, we were anxious 
to see how the second translation step would per-
form on out-of-domain texts.  

To make things even harder, we chose a dif-
ferent genre: literary fiction. We extracted 1000 

sentences between 3 and 40 words long from 
Orwell’s “1984” novel. This test text is challeng-
ing because it contains many out of vocabulary 

words, new senses, frequent subject-elided con-
structions (Romanian is a pro-drop language), 

verbal tenses specific to literary narratives which 
are practically absent from the training data. An-
other challenge was due to the Romanian transla-

tion of Orwell’s original, which is not a word-
for-word translation, but a literary one. 

We tested only the RO�EN direction with the 
following results: the first translation system (S1) 
obtained a score of 27.53 BLEU points (model 

#3), while the second system (S2) marginally 
improved the translation to 27.70. 

Out of the 1000 sentences, 69 have had their 
scores properly increased and 76 slightly “de-

creased”. However, even if the overall BLEU 
score increase was minimal, we observed that the 
translation quality has improved from a human 

analysis point of view. The positive and negative 
examples (Table 9) show that even though the 

changes in SIM score are minimal, the text pro-
duced by S2 corrects some of the unknown 
words of S1 (by synonyms or paraphrases, not 

matching the reference) as well as phrase struc-
ture by better word choice and word reordering 

(corrections missed by the BLEU/SIM scores). 
Finally, we took the cascading idea one step 

further by repeating the entire train-translate 

process (step 2), obtaining S3(S2(S1(Tsource))). 

We observed that the translation stabilized, with 
very few sentences being changed (around 1%), 
and with the changes being minor (increasing or 

even decreasing the BLEU score by less than 
~0.05 points). We concluded that further cascad-

ing would not bring significant improvements. 

7 Conclusions and future work 

This article presented a simple but effective way 
of further improving the quality of a phrased-
based statistical machine translation system, by 

cascading translators. We are not aware of better 
translation scores for the Romanian-English pair 

of languages. The idea of post-processing the 
output of a SMT system is not new but, this step 

was most often than not based on hand-crafted 
rules or other knowledge intensive methods. A 
similar idea was recently reported in (Ehara, 

2011) but, their EIWA ensemble is based on a 
commercial rule-based MT (specialized in patent 

translation) for the first step and a MOSES-based 
SMT for the second phase (named statistical 
post-editing). There are several other metho-

dological differences between our system and the 
one described in (Ehara, 2011). EIWA does not 

work in real time because before proper transla-
tion of a text T, the SMT post-editor is trained on 
a text similar to T. The similar text is constructed 

from a large patent parallel corpus (3,186,284 
sentence pairs) by selecting for each sentence in 

T an average number of 127 similar sentences. 
    We use the same SMT system trained on dif-
ferent parallel data. The first system S1, trained 
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on parallel data {CA,CB} learnt to produce draft 
translations from LA to LB. The second transla-

tion system S2, trained on the “parallel” data 
{S1(CA)-CB}, learnt how to improve the draft 

translations. Except for the training data and the 
different parameter settings, the two systems are 
incarnations of the same basic system. Contrary 

to Ehara (2011), we found that setting the distor-
tion parameter to a non-null value improves the 

translation quality. Translation of a new, unseen 
text is achieved in real time (no retraining at the 
translation time). While in (Ehara, 2011) im-

provements were reported for two language pairs 
(Japanese to English and Chinese to English), we 

showed that our approach, for the present mo-
ment, works only for one language pair (Roma-

nian and English) but in both translation direc-
tions. We also showed that the cascaded ap-
proach improves the translation quality for both 

in-domain and out-of-domain texts, although not 
to the same degree. 

As future research, we are considering extend-
ing the factored experiment with comparable 
parallel data. The comparable data is available 

through the ACCURAT project. The aim of the 
ACCURAT project, to be finalized in June this 

year, is to research methods and techniques to 
overcome one of the central problems of machine 
translation (MT) – the lack of linguistic resources 

for under-resourced areas of machine translation. 
Within this context various narrow domain adap-

tation techniques will be evaluated and experi-
ments will be conducted for several other lan-
guage pairs.    
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Abstract 

This paper presents a fast and accurate 

parallel sentence mining algorithm for 

comparable corpora called LEXACC 

based on the Cross-Language Infor-

mation Retrieval framework combined 

with a trainable translation similarity 

measure that detects pairs of parallel and 

quasi-parallel sentences. LEXACC ob-

tains state-of-the-art results in compari-

son with established approaches. 

1 Introduction 

Mining for parallel sentences in comparable cor-

pora is much more difficult than aligning sen-

tences in parallel corpora. Sentence alignment in 

parallel corpora usually exploits simple empirical 

evidence (turned into assumptions) such as (i) the 

length of a sentence is proportional with the 

length of its translation and (ii) the discourse 

flow is necessarily the same in both parts of the 

bi-text (Gale and Church, 1993). Thus, the ex-

traction tools search for parallel sentences around 

the same (relative) text positions, making sen-

tence alignment a much easier task when com-

pared to kind of work undertaken here. 

For comparable corpora, the second assump-

tion does not hold. Parallel sentences, should 

they exist at all, are scattered all around the 

source and target documents, and so, any two 

sentences
1
 have to be processed in order to de-

termine if they are parallel or not. Also, we aim 

at finding pairs of quasi-parallel sentences that 

are not entirely parallel but contain spans of con-

tiguous text that is parallel. Thus, finding parallel 

sentences in comparable corpora is confronted 
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1 Or a carefully selected set of sentence pairs as we will see 

in the next sections. 

with the vast search space one has to consider 

since any positional clues indicating parallel or 

partially parallel sentences are not available. 

The brute force approach is to analyze every 

element of the Cartesian product between the two 

sets containing sentences in the source and target 

languages. This approach is clearly impractical 

since the resulting algorithm would be very slow 

and/or memory consuming.
2

 To reduce the 

search space, we turned to a framework that be-

longs to Information Retrieval: Cross-Language 

Information Retrieval (CLIR). The idea is simple: 

use a search engine to find sentences in the target 

corpus that are the most probable translations of 

a given sentence from the source corpus. The 

first step is to consider the target sentences as 

documents and index them. Then, for each sen-

tence in the source corpus, one selects the con-

tent words and translates them into the target 

language according to a given dictionary. The 

translations are used to form a Boolean query 

which is then fed to the search engine. The top 

hits are considered to be translation candidates. 

Using the CLIR approach to select a set of 

candidate target sentences (out of all target sen-

tences) for the input source sentence is one way 

to dramatically reduce the search space. The re-

duced search space will serve another practical 

concern: the execution time. Thus, each candi-

date target sentence can be compared with the 

input sentence using a computationally much 

more complex translation similarity measure that 

would otherwise require an unacceptable amount 

of time to finish analyzing all possible pairs. 

In what follows, we present our own adapta-

tion of the hybrid CLIR/translation similarity 

measure approach to parallel sentence mining 

from comparable corpora called “Lucene-based 

Parallel Sentence Extraction from Comparable 

Corpora” (LEXACC). We describe the indexing 

                                                 
2 With the possible exception of the parallelizing the com-

putations but this issue is beyond the scope of this paper. 
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of the target corpus in subsection 3.1, the Boole-

an query generation for the input sentence in 

subsection 3.2, an additional filtering step on the 

output of the Lucene search engine in subsection 

3.3 and our design of the translation similarity 

measure in section 4. We present a host of exper-

iments aimed at assessing the performance of 

LEXACC from both the CLIR perspective (pre-

cision, recall and F1-measure) and practical SMT 

experimenting with data produced by LEXACC. 

2 Related Work 

Parallel data mining from comparable corpora 

receives its share of attention from the statistical 

machine translation scientific community, one of 

the major reasons being the fact that the Web can 

be seen as a vast source of comparable corpora. 

The CLIR approach to finding translation can-

didates for sentences (reducing the search space) 

has received significant attention. While Rauf 

and Schwenk (2011) index the target sentences 

directly, Munteanu and Marcu (2005) index tar-

get documents for retrieving similar ones. 

Another approach to cutting the search space 

is to perform document alignment inside the 

comparable corpus first and then to attempt ex-

tracting parallel sentences by inspecting the con-

structed document pairs only. This road has been 

taken by Fung and Cheung (2004) who perform 

document alignment using a simple dictionary-

based, translation similarity measure. Recently, 

Ion (2011) proposes an EM algorithm that finds 

document alignments in a comparable corpus. 

The way a pair of sentences is deemed parallel 

or not is usually specified with three different 

approaches: binary classifiers (Munteanu and 

Marcu, 2005; Tillman, 2009), translation similar-

ity measures (Fung and Cheung, 2004) and gen-

erative models (Quirk et al., 2007). Our approach 

is somewhat similar to that of Munteanu and 

Marcu (2005) who used a dictionary to translate 

some of the words of the source sentence, and 

then used these translations to query a database 

for finding matching translation candidates. The 

difference resides in the fact that they choose 

candidate sentences based on word overlap and 

the decision whether a sentence pair is parallel or 

not is performed by a Maximum Entropy classi-

fier trained on parallel sentences. With respect to 

Rauf and Schwenk (2011) who also index target 

sentences, our approach benefits of some filter-

ing steps, the query is formulated using addition-

al fields and we use a much more elaborated 

translation similarity measure. 

3 Indexing, Searching and Filtering 

3.1 Indexing target sentences 

Our goal is to implement a simple yet effective 

solution, easily replicable. First, we split the tar-

get corpus into sentences and transform them so 

that we keep only stemmed non-functional 

words.
3
 We also compute the average length in 

words (µ) and the standard deviation (σ) for tar-

get sentences. We consider a sentence   to be 

short if       ( )      and long if 

      ( )     . We consider the medium-

sized sentences for which            ( )  
   , to be both short and long. 

Following the general description presented in 

the introduction, we use the C# implementation 

of Lucene
4
 to index the target sentences as Lu-

cene documents. For each such document, we 

introduce three additional searchable fields, two 

of them corresponding to the sentence length: 

(i) a field specifying if the sentence is small; 

(ii) a field specifying if the sentence is long; 

(iii) a field specifying the document where 

the target sentence belongs; this field is based on 

the document alignment information of the com-

parable corpus being processed and it is optional 

if such alignment information is not supplied. 

3.2 Finding translation candidates for 

source sentences 

Given an input source sentence (out of the total S 

source sentences), the role of the search engine is 

to return a list of translation candidates that are to 

be further analyzed. The number of hits h we 

take into account regulates the size of the new 

search space: h * S. The larger it is, the higher 

the number of candidates which can potentially 

increase the recall but also the computational 

complexity. For each sentence in the source cor-

pus, we generate a Lucene query as follows: 

(i) We employ a GIZA++ (Och and Ney, 

2000) dictionary previously created from existing 

parallel documents. This dictionary is expected 

to be small due to the lack of necessary resources. 

For each content word we keep the best 50 trans-

lation equivalents, which are also content words, 

having translation probabilities above 0.1. Each 

of them is stemmed and added as an disjunctive 

query term (SHOULD occur); 

(ii) We add two disjunctive query terms 

(SHOULD occur) standing for the length of the 

source sentence: short and long. Each of these 

                                                 
3 We keep functional words lists for all languages. 
4 http://incubator.apache.org/lucene.net/download.html 
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terms can be boosted according to the importance 

one wants to give to matching source and target 

lengths. In our implementation, the value of the 

boosting factor is 2; 

(iii) We add a compulsory query term 

(MUST occur) specifying the target document 

where the source sentence translation should be 

searched. However, this term can be added only 

if the document alignment information exists and 

it has been used at index creation as well. 

After the query is constructed, we use it to in-

terrogate the default Lucene search engine (no 

modifications on the relevance method) in order 

to get the best h hits. 

3.3 Filtering 

The filtering step is designed to further reduce 

the new search space, selecting only the best 

candidates for the final stage in which the trans-

lation similarity measure (Section 4) is applied. 

Filtering must be very fast and good enough not 

to filter out parallel data. We do this by compu-

ting a viability score for each candidate sentence 

pair and then keeping only those above the aver-

age. For a candidate pair formed by a source sen-

tence s and a target sentence t, the formula is: 

                           (1) 

where se represents the score returned by the 

search engine and sim is a similarity score we 

will come back to later. The other factors are 

aiming at favoring high scores for sentences with 

similar (α) and large (β) lengths. In our imple-

mentations they are computed as: 

     
   (| |  | |)

   (| | | |)
 (2) 

  
    (| | | |)

 
 (3) 

where abs is the absolute value, |s| is the length 

in words of sentence s and λ is an integer con-

stant representing the length threshold from 

which we consider a sentence to be very long 

(λ=100 in our implementation, but it can be cho-

sen depending on the given corpora). 

The similarity score (sim) from equation 1 is 

calculated according to the formula: 

    
            

| |  | |
 

 

√   
 (4) 

where teFound is the total number of words in s 

for which we found translation equivalents in t, 

coh is the cohesion score computed as the aver-

age distance between the sorted positions of the 

translation equivalents found in t (the lower the 

better)
5
 and te is calculated as: 

  (   )  ∑    
    

        (     )

    

 (5) 

where dicScore is the translation probability 

score from the dictionary. The rationale behind 

equation 5 is induced by the assumption that a 

word ws is translated by only one word wt and so, 

dicScore(ws,wt) ≥ dicScore(ws,wi) for any wi in t. 

We should note that since we aim at gathering 

parallel data which is not already in the diction-

ary with started with, we are more interested in 

finding long parallel texts. It is more probable 

that such texts would contain (beside already 

known translations) unknown parallel data. 

4 The Translation Similarity Measure 

The binary classifier of Munteanu and Marcu 

(2005) associate a confidence probability with its 

decision but setting this confidence at 0.5 or 0.7 

as they do, is equivalent to saying that sentence 

pairs with a score below the confidence level are 

not interesting for SMT.
6

 Our view is that 

whatever sentence pairs actually improve the 

output of an SMT system are important and we 

found that these range from parallel, quasi-

parallel to strongly comparable. 

We modeled our translation similarity measure 

as a weighted sum of feature functions that indi-

cate if the source piece of text is translated by the 

target. Given two sentences   in the source lan-

guage and   in the target language, then the trans-

lation similarity measure  (   ) is 

 (   )  ∑    (   )

 

 (6) 

such that ∑      . Each feature function 

  (   ) will return a real value between 0 (  and 

  are not related at all) and 1 (  is a translation of 

 ) and contributes to the overall parallelism score 

with a specific fraction    that is language-pair 

dependent and that will be automatically deter-

mined by training a logistic regression classifier 

on existing parallel data (see next subsection). 

Each of the feature functions   (   ) has been 

designed to return a value close to 1 on parallel   
and   by manually inspecting a fair amount of 

parallel examples in the English-Romanian pair 

of languages. By negation, we assume that the 

                                                 
5 We experimented with different power values for the co-

hesion score. For ½ (the square root) we had the best results. 
6
 But we acknowledge the fact that the probability of a sen-

tence pair being parallel as computed by the classifier of 

Munteanu and Marcu is a proper model of parallelism 
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same feature functions will return a value close 

to 0 for non-parallel, not-related   and   but this 

behavior is critically influenced by the quality 

and completeness of the linguistic computational 

resources that we use: bilingual translation lexi-

cons, lists of inflectional suffixes used for stem-

ming and lists of stop-words. Thus, generally, a 

feature function that uses one (or more) of the 

resources mentioned above can falsely return a 

value close to 0 for parallel   and   due to the 

fact that this decision was made in the absence of 

the relevant entries in that resource. The proto-

typical example here is that the translation lexi-

con does not contain the relevant translations for 

the words in  . 

4.1 Features 

Before being processed, sentences   and   are 

tokenized, functional words are identified and 

content word are stemmed using language-

dependent inflectional suffixes. Given these 

transformations of   and  , all features   (   ) 
are language-independent. We use 5 features. 

  (   )  is the “content words translation 

strength” feature. Given a statistical translation 

dictionary obtained by e.g. applying GIZA++ on 

a parallel corpus,
7
 we find the best 1:1 alignment 

  between content words in   and   such that the 

translation probability
8

 is maximized. If 

〈   
     

 〉 is a word pair from  ,  (〈   
     

 〉) 

is the translation probability of the word pair 

from the dictionary and | | is the length (in con-

tent words) of sentence  , then 

  (   )  
∑  (〈   

     
 〉)〈   

     
 〉  

| |
 (7) 

This feature has a maximum value of 1 if all con-

tent words from   are translated in   with the 

maximum probability of 1. 

  (   ) is the “functional words translation 

strength” feature. The intuition is that functional 

words around content words aligned as in 

ture  (   ), will also align for parallel   and   
because of the fact that, from a dependency-

syntactic point of view, functional words (prepo-

sitions, determiners, articles, particles, etc.) are 

                                                 
7 To obtain the dictionaries mentioned throughout this sec-

tion, we have applied GIZA++ on the JRC Acquis corpus 

(http://langtech.jrc.it/JRC-Acquis.html). 
8 For two source and target words, if the pair is not in the 

dictionary, we use a 0 to 1 normalized version of the Le-

venshtein distance in order to assign a “translation probabil-

ity” based on string similarity alone. If the source and target 

words are similar above a certain threshold (experimentally 

set to 0.7), we consider them to be translations. 

usually governed by or govern nearby content 

words. Mathematically, if 〈   
     

 〉  is the 

highest scored pair of aligned functional words 

near (in a window of ±3 words) the aligned pair 

of content words 〈   
     

 〉 from  , | |  is the 

cardinal of the best alignment as found by 

  (   ) and  (〈   
     

 〉) is the probability of 

the functional word pair from the dictionary, then 

  (   )  
∑  (〈   

     
 〉)〈   

     
 〉  

| |
 (8) 

The maximal value of   (   )  is 1 and it is 

reached when for each aligned pair of content 

words from  , there is a pair of functional words 

that align with the maximum probability of 1. 

  (   )  is the “alignment obliqueness” fea-

ture (Tufiş et al., 2006). Here we have redefined 

it to be a discounted correlation measure because 

there are pairs of languages for which the natural 

word order implies crossing word alignment 

links.   (   )  also uses the alignment set   of 

content words described for feature   (   ) from 

which we derive two source and target vectors    
and    of the same length containing the indices 

  in the ascending order (1   | |) and   re-

spectively (1   | |) of content words    
  and 

   
  that form an alignment pair in  . Alignment 

obliqueness is computed as 

  (   )     (      )
 

   
   

| |

   (| | | |)
  

 (9) 

where        is the Pearson correlation coeffi-

cient of the    and    vectors and    ( ) is the 

absolute value function. The second term is a 

modified sigmoid function  ( )  
 

         
 de-

signed to be a discount factor with values be-

tween 0 and 1 when   takes on values between 0 

and 1. The rather steep variation of  ( )  was 

experimentally modeled in order to heavily dis-

count “rare” alignments for which the Pearson 

correlation is high. Thus, if    contains only a 

few alignments relative to    (| | | |) (the size 

of   is at most    (| | | |)), then even if        

is high,   (   ) should be small because a few 

alignments usually do not indicate parallelism. 

  (   ) is the “strong translation sentinels” 

feature. Intuitively, if sentences   and   are paral-

lel then, frequently (at least in our studied exam-

ples), one can find content words that align near 

the beginning and end of the considered sentenc-

es.   (   ) is a binary-valued feature which is 1 

if we can find “strong” translation pairs (proba-

bility greater than 0.2; set experimentally) be-

tween the first 2 content words at the beginning 
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of   and   and between the last 2 content words 

at the end of   and  .   (   ) is 0 otherwise. 

Finally,   (   )  is the “end with the same 

punctuation” feature. This is also a binary-

valued feature which is 1 if both   and   end with 

the same type of punctuation: period, exclama-

tion mark, etc. It is also 1 if both   and   lack 

final punctuation.   (   ) is 0 otherwise. 

The observant reader has noticed by now that 

all the features with the exception of   (   ) are 

not symmetrical because they all depend on the 

alignment   computed for   (   )  which is not 

symmetrical and as such, the measure from equa-

tion 6 is not symmetrical as well. In order to have 

evidence from both directions, we will use the 

arithmetic mean to get the final measure: 

 (   )   (   )  
 (   )   (   )

 
 (10) 

4.2 Learning the optimal weights 

The weights   and    corresponding to the fea-

tures “functional words translation strength” and 

“alignment obliqueness” are language-pair de-

pendent because of the specific word ordering of 

the source and target languages. At the same 

time,    through    have to be optimized with 

respect to the translation lexicon in use, since the 

construction of the word alignments is based on 

this dictionary. Also, since  (   )  is not sym-

metrical, we will have to learn different    
weights from source to target and vice versa.  

In order to derive a set of optimal weights for 

each language pair and translation lexicon, we 

have trained a standard logistic regression classi-

fier. Briefly, the logistic regression classifier 

learns the    weights that define the hyperplane 

(whose equation is the same as equation 6) that 

best separates the positive training examples 

from the negative ones. In our case, the examples 

are the multidimensional points whose coordi-

nates are given by the feature functions   (   ). 
For each language pair, the training set con-

sists of 9500 parallel sentences
9
 for the positive 

examples and 9500 of non-parallel sentences 

(obtained from the parallel pairs by random shuf-

fling) for the negative examples. For the training 

set in question, we also have 500 additional par-

allel sentences together with 500 non-parallel 

sentences (obtained by random shuffling as well) 

as the test set. An example
10

 is obtained by com-

                                                 
9
 Mostly from the News domain for all language pairs. 

10
 When an example occurs multiple times with both labels, 

we retain all the occurrences of the example with the most 

frequent label and remove all the conflicting occurrences. 

puting all the feature functions   (   )  for the 

given positive (parallel) or negative (non-

parallel)   and  . 
Table 1 summarizes the derived optimal 

weights for 8 language-pairs, in both directions. 

In every pair, one language is English (en) and 

the others are: Croatian (hr), Estonian (et), Ger-

man (de), Greek (el), Lithuanian (lt), Latvian (lv), 

Romanian (ro) and Slovene (sl). 
Lang.                F1/BL 

en–ro 0.31 0.02 0.37 0.21 0.09 0.93/0.88 

ro–en 0.31 0.01 0.37 0.20 0.11 0.93/0.91 

en–de 0.31 0.02 0.3 0.17 0.2 0.94/0.89 

de–en 0.35 0.02 0.28 0.16 0.19 0.96/0.92 

en–sl 0.23 0.01 0.38 0.2 0.18 0.96/0.89 

sl–en 0.2 0.03 0.38 0.19 0.2 0.94/0.89 

en–el 0.61 0.08 0.21 0 0.1 0.99/0.98 

el–en 0.47 0.08 0.28 0.07 0.1 0.98/0.98 

en–lv 0.27 0.05 0.41 0.16 0.1 0.98/0.96 

lv–en 0.49 0.03 0.41 0 0.07 0.99/0.96 

en–lt 0.33 0.01 0.41 0.15 0.1 0.96/0.91 

lt–en 0.28 0.01 0.41 0.15 0.15 0.94/0.90 

en–et 0.28 0.08 0.36 0.17 0.11 0.98/0.96 

et–en 0.27 0.07 0.38 0.18 0.1 0.96/0.93 

en–hr 0.29 0.01 0.41 0.16 0.13 0.98/0.95 

hr–en 0.25 0.02 0.44 0.17 0.12 0.98/0.97 

Table 1: Optimal weights for the translation sim-

ilarity measure 

The column named “F1/BL” (see Table 1) in-

dicates the gain in F1 measure when testing the 

translation similarity measure with the optimal 

weights on the test set as compared to a baseline 

(BL) consisting of applying the measure using 

fixed values of the weights corresponding to our 

intuition of their importance:        , 

      ,        ,        ,        . For 

instance, we imagined that the content words 

translation strength feature   (   ) is much more 

important compared to the rest of the features but 

the training procedure proved us wrong. 

5 Experiments and Results 

5.1 Experiment Setting 

We evaluated our approach on 7 pairs of lan-

guages under the framework of the ACCURAT 

project.
11

 For each pair, the source language is 

English (en), while the target languages are: Es-

tonian (et), German (de), Greek (el), Lithuanian 

(lt), Latvian (lv), Romanian (ro) and Slovene (sl). 

In order to compute precision and recall when 

mining for parallel sentences, we have devised 

                                                 
11 http://www.accurat-project.eu/ 
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artificial comparable corpora for all mentioned 

language pairs, with different levels of controlled 

comparability. Starting from 100 news parallel 

sentences for all language pairs, the corpora were 

created by injecting noise (in specific proportions) 

extracted from the News corpora collected in the 

ACCURAT project. We experimented with 4 

different amounts of noise: 2:1,
12

 5:1, 10:1, 100:1, 

corresponding to different degrees of compara-

bility, from strongly comparable to weakly com-

parable. The worst case scenario is by far the one 

with 100:1 noise and so, most of our experiments 

were developed under this setting. 

We evaluated the efficiency of LEXACC after 

each of its steps: (i) the extraction of translation 

pair candidates using the search engine, (ii) can-

didate pairs filtering and (iii) the usage of the 

translation similarity measure. Moreover, we 

evaluated the impact of the extracted data when 

used for improving SMT translation models. 

5.2 Search Engine Efficiency 

To measure the efficiency of using the search 

engine for finding translation candidates in the 

worst case scenario (100:1 noise ratio), we com-

puted the recall we would obtain if we would 

have kept the best 100 hits (target sentences) re-

turned by the engine for each source sentence. 

Instead of brute force analyzing 10,100
2
 sentence 

pairs, we can now look at only 1 million pairs. 

This means a search space reduction of about 

100 times. Table 2 shows that this approach is 

effective for most of the language pairs, but poor 

for en–el and en–ro. One of the reasons might be 

the quality of the dictionaries we relied on when 

generating the search engine queries. 
Pair Recall  

UB 

Data Size (pairs / disk 

size) 

en–de 0.98 1,009,500 / 323 Mb 

en–el 0.42 1,009,700 / 485 Mb 

en–et 0.89 1,008,800 / 345 Mb 

en–lt 0.93 1,008,200 / 350 Mb 

en–lv 0.92 1,008,300 / 366 Mb 

en–ro 0.69 1,009,800 / 294 Mb 

en–sl 0.80 688,266 / 191 Mb 

Table 2: Recall upper boundary (UB) and size 

(sentence pairs and disk space occupied) for the 

translation candidates returned by Lucene 

5.3 Filtering Efficiency 

As already mentioned, filtering is an intermedi-

ary step designed to further reduce the search 

space used for the final analysis. The filtering 

                                                 
12 For each parallel sentence, 2 noise sentences were added 

module receives high scores for speed and search 

space reduction for all language pairs. However, 

in terms of preserving the recall upper boundary, 

it performs well only for en–lv and en–de and 

acceptable for en–ro and en–el. It loses about 

40% recall for the other 3 language pairs. Table 3 

summarizes the results. 
Pair Recall 

UB 

Recall 

Loss 

Size (pairs / 

disk size) 

Search 

Space 

Drop 

en–de 0.83 15.30% 20,868 / 10 Mb 97.93% 

en–el 0.30 28.57% 108,629/69 Mb 89.24% 

en–et 0.54 39.32% 34,051 / 22 Mb 96.62% 

en–lt 0.57 38.70% 35,831 / 21 Mb 96.44% 

en–lv 0.83 9.78% 91,305 / 45 Mb 90.94% 

en–ro 0.53 23.18% 160,968/67 Mb 84.05% 

en–sl 0.44 45% 65,191 / 28 Mb 90.52% 

Table 3: Recall upper boundary and size after 

the filtering step 

5.4 Translation Similarity Efficiency 

We evaluated the efficiency of the Translation 

Similarity Measure (TSM) from Section 4 by 

comparing it with the MaxEnt classifier by Mun-

teanu and Marcu (2005) on English-German (en–

de) document pairs with different levels of com-

parability (2:1 noise ratio, 5:1 and 10:1; see sec-

tion 5.1). For both TSM and MaxEnt (with the 

associated confidence score for the “parallel” 

label), we took into account all possible thresh-

olds with a granularity of 0.01 above which the 

candidate pairs are considered parallel. We report 

the results corresponding to the threshold that 

maximizes F1 for TSM and F1 for MaxEnt 

(threshold are not the same). We explored 3 pos-

sible scenarios. The first one (Table 4) is to com-

pute TSM for all possible sentence pairs. 

 2:1 5:1 10:1 

ME TSM ME TSM ME TSM 

P 0.800 0.791 0.789 0.760 0.523 0.724 

R 0.560 0.760 0.450 0.700 0.450 0.630 

F1 0.658 0.775 0.573 0.729 0.483 0.673 

Table 4: en–de comparison between the MaxEnt 

classifier (ME) and the TSM when applied indi-

vidually onto all possible sentence pairs 

The second scenario (Table 5) is to compute 

TSM only for the candidate pairs proposed by 

the search engine, without filtering. 
 2:1 5:1 10:1 

ME LEX ME LEX ME LEX 

P 0.800 0.717 0.789 0.650 0.523 0.618 

R 0.560 0.710 0.450 0.650 0.450 0.600 

F1 0.658 0.713 0.573 0.650 0.483 0.609 

Table 5: en–de comparison between the MaxEnt 

classifier and LEXACC with no filtering 
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The third scenario is similar to the second one, 

only this time we use filtering. 
 2:1 5:1 10:1 

ME LEX ME LEX ME LEX 

P 0.800 0.809 0.789 0.737 0.523 0.742 

R 0.560 0.340 0.450 0.450 0.450 0.520 

F1 0.658 0.478 0.573 0.559 0.483 0.611 

Table 6: en–de comparison between the MaxEnt 

classifier and LEXACC with filtering 

For strongly comparable corpora (with less noise, 

like the 2:1 corpus) the filtering step is in fact 

worsening the results. This is something to be 

expected because the filtering step eliminates a 

large proportion of the candidate pairs returned 

by the engine. Thus, filtering should be used only 

for weakly comparable corpora. 

In order to make things more clear, we per-

formed yet another experiment, this time for 

100:1 noise ratio which corresponds to a very 

weakly comparable corpus. In this setting, taking 

into account all possible sentence pairs as candi-

date pairs would result in a huge running time 

and so, we were able to compare only the results 

obtained by LEXACC with and without filtering. 
 LEXACC  

NO filtering 

LEXACC  

WITH filtering 

 Best Same T13 Best 

P 0.327 0.101 0.800 

R 0.370 0.710 0.640 

F1 0.347 0.177 0.711 

Threshold 0.59 0.41 0.41 

Running Time 49.72 minutes 5.53 minutes 

Table 7: En-De comparison between LEXACC 

with and without filtering for 100:1 noise 

We can see that for weakly comparable corpora, 

at the same threshold (0.41), filtering gets rid of a 

lot of noise, keeping the precision high (compare 

0.8 with 0.101) at a modest decrease of the recall 

(compare 0.64 with 0.71). 

Table 8 shows the accuracy of LEXACC when 

running on the 100:1 noise ratio comparable cor-

pora. The running times depend on the sentence 

lengths and the size of the dictionaries. 
Pair P R F1 Thr. Minutes 

en–de 0.800 0.64 0.711 0.41 5.53  

en–el 0.550 0.22 0.314 0.35 27.24 

en–et 0.284 0.23 0.254 0.34 7.11 

en–lt 0.398 0.41 0.403 0.39 8.24 

en–lv 0.357 0.50 0.416 0.51 11.75 

en–ro 0.473 0.27 0.343 0.65 37.33 

en–sl 0.219 0.16 0.185 0.34 7.75 

Table 8: LEXACC (with filtering) run on the 

100:1 noise ratio comparable corpora 

                                                 
13 Same T: results obtained without filtering for the thresh-

old yielding the best results with filtering (0.41). 

5.5 SMT Experiments 

To test the quality of the data extracted by 

LEXACC, we ran a few experiments with do-

main-adapted SMT in the automotive industry 

domain. We manually created a parallel corpus 

from an English-German comparable corpus of 

about 3.5 million sentences per language collect-

ed from the Web. The results of the experiments 

with the LEXACC extracted data were compared 

to the same experiments conducted with the 

manually extracted parallel data, to examine and 

compare the influence of the LEXACC extracted 

data. Table 9 shows the statistics on the sentence 

pairs and sentence counts in the parallel and 

LEXACC extracted data. 
Data #pairs # unique sent. (de/en) 

parallel 44,482 42,396 / 44,290 

extracted 45,952 12,718 / 13,306 

Table 9: Statistics on parallel and extracted data 

We compared three systems in our experiments: 

the “Baseline” system which was trained only on 

the Europarl (EP, (Koehn, 2005)) and News 

Commentary corpus (NC),
14

 “Automo-

tive.parallel” which added only the parallel data 

to the baseline and the “Automotive.extracted” 

which added only the LEXACC extracted data to 

the baseline. All resulting corpora were aligned 

using GIZA++ and the MT systems were trained 

using the Moses SMT Toolkit (Koehn et al., 

2007). The languages models were trained using 

SRILM (Stolcke, 2002). 

The Baseline system only uses Europarl, both 

for the translation and the language model but for 

the two adapted systems we used an additional 

language model trained on the domain-specific 

texts. Tuning via MERT was performed for all 

systems on a domain-specific development set; 

testing also used text from the automotive do-

main. The translations were evaluated using 

BLEU (Papineni et al., 2001).  
System BLEU 

Baseline 18.81% 

Automotive.parallel 30.25% 

Automotive.extracted 25.44% 

Table 10: BLEU scores 

As Table 10 shows, it is possible to gain about 

6.5 BLEU points over the baseline system with 

the extracted data. The parallel data outperforms 

LEXACC, which may be due to the fact that the 

parallel data includes more unique sentences (see 

Table 9). But although only approx. 30% of the 

available unique data was extracted, an increase 

                                                 
14 http://www.statmt.org/wmt11/translation-task.html 
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of 6.5 BLEU points is recorded -- more than half 

of the increase achieved with the full parallel 

data. This means that LEXACC is able to dis-

cover salient parallel data that brings significant 

gains in BLUE score despite its size. 

Another area of interest is how the extracted 

parallel and strongly comparable data compares 

to clean parallel data. In the extracted data, every 

German sentence is linked to 3.5 English sen-

tences on average. To examine the effect of this 

noise, we retrained “Automotive.parallel” with 

increasing amounts of data. Table 11 shows that 

the extracted data corresponds to more than 15k 

of parallel data in terms of BLEU improvement.  
System Training Data BLEU score 

Baseline EP+NC 18.81% 

Automotive.5k EP+NC+5k 

Automotive 

22.02% 

Automotive.10k EP+NC+10k 

Automotive 

23.36% 

Automotive.15k EP+NC+15k 

Automotive 

24.98% 

Automotive.20k EP+NC+20k 

Automotive 

26.48% 

Automotive.45k EP+NC+full 

Automotive 

30.25% 

Table 11: Experiments with adding data 

The data LEXACC extracts is of high enough 

quality to be useful for SMT purposes, as the 

noise is filtered out during the training phase. 

6 Conclusions 

Parallel sentence mining from comparable corpo-

ra is a well-studied problem with several reliable 

solutions already discussed in the literature. We 

present yet another original hybrid approach 

(LEXACC) based on CLIR combined with a 

complex, trainable translation similarity measure 

but with a strong emphasis on practical issues 

such as the reduction of the search space and the 

behaviour of the translation similarity measure as 

a function of the comparability level of the cor-

pus (an aspect that is not well studied).  

LEXACC is currently used in the ACCURAT 

project for parallel data mining from comparable 

corpora and we have presented evidence that it is 

able to extract good quality parallel sentences 

that improve SMT systems. 
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Abstract

We tackle the problem of domain adapta-
tion of Statistical Machine Translation by
exploiting domain-specific data acquired
by domain-focused web-crawling. We de-
sign and evaluate a procedure for auto-
matic acquisition of monolingual and par-
allel data and their exploitation for train-
ing, tuning, and testing in a phrase-based
Statistical Machine Translation system. We
present a strategy for using such resources
depending on their availability and quan-
tity supported by results of a large-scale
evaluation on the domains of Natural En-
vironment and Labour Legislation and two
language pairs: English–French, English-
-Greek. The average observed increase of
BLEU is substantial at 49.5% relative.

1 Introduction

Recent advances of Statistical Machine Transla-
tion (SMT) have improved Machine Translation
(MT) quality to such an extent that it can be suc-
cessfully used in industrial processes (Flournoy
and Duran, 2009). However, this mostly happens
in very specific domains for which ample train-
ing data is available (Wu et al., 2008). Using
in-domain1 data for training has a substantial ef-
fect on the final translation quality: SMT, as any
other machine-learning application, is not guaran-
teed to perform optimally if the data for training
and testing are not identically (and independently)
distributed, which is often the case in practice. The
main problem is usually vocabulary coverage: spe-
cific domain texts typically contain vocabulary that
is not likely to be found in texts from other do-
mains (Banerjee et al., 2010). Other problems can
be caused by divergence in style or genre where the
difference is not only in lexis but also in grammar.

© 2012 European Association for Machine Translation.
1In this work, in-domain always refers to the domain of test data.

In order to achieve optimal performance, an
SMT system should be trained on data from the
same domain, genre, and style as it is applied to.
For many domains, though, in-domain data of
a size sufficient to train a full system is hard to find.
Recent experiments have shown that even small
amounts of such data can be used to adapt a sys-
tem to the domain of interest (Koehn et al., 2007).

In this work, we present a strategy for automatic
web-crawling and cleaning of domain-specific
data. Further, our exhaustive experiments, car-
ried out for the Natural Environment (env) and
Labour Legislation (lab) domains and English–
French (EN–FR) and English–Greek (EN–EL) lan-
guage pairs (in both directions), demonstrate how
the crawled data improves SMT quality.

After an overview of related work, we discuss
the possibility of adapting a general-domain SMT
system by using various types of in-domain data.
Then, we present our web-crawling procedure fol-
lowed by a description of a series of experiments
exploiting the data we acquired. Finally, we report
on the results and conclude with recommendations
for similar attempts to domain adaptation in SMT.

2 Related work and state of the art

2.1 Domain-focused web crawling
A key challenge for a focused crawler that as-
pires to build domain-specific web collections is
the prioritisation of the links to follow. Several
algorithms have been exploited for selecting the
most promising links. The Best-First algorithm
(Cho et al., 1998) sorts the links with respect
to their relevance scores and selects a predefined
amount of them as the seeds for the next crawl-
ing cycle. Menczer and Belew (2000) proposed an
adaptive population of agents, called InfoSpiders,
and searched for pages relevant to a domain us-
ing evolving query vectors and Neural Networks
to decide which links to follow. Hybrid models
and modifications of these crawling strategies have
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language pair (L1–L2) dom set source sentence pairs L1 tokens / vocabulary L2 tokens / vocabulary
English–French gen train Europarl 5 1,725,096 47,956,886 73,645 53,262,628 103,436

dev WPT 2005 2,000 58,655 5,734 67,295 6,913
test WPT 2005 2,000 57,951 5,649 66,200 6,876

English–Greek gen train Europarl 5 964,242 27,446,726 61,497 27,537,853 173,435
dev WPT 2005 2,000 58,655 5,734 63,349 9,191
test WPT 2005 2,000 57,951 5,649 62,332 9,037

Table 1: Detailed statistics of the general-domain data sets obtained from the Europarl corpus and the WPT 2005 workshop.

also been proposed (Gao et al., 2010) with the aim
of reaching relevant pages rapidly.

Apart from the crawling algorithm, classifica-
tion of web content as relevant to a domain or
not also affects the acquisition of domain-specific
resources, on the assumption that relevant pages
are more likely to contain links to more pages in
the same domain. Qi and Davison (2009) review
features and algorithms used in web page clas-
sification. In most of the algorithms reviewed,
on-page features (i.e. textual content and HTML
tags) are used to construct a corresponding fea-
ture vector and then, several machine-learning ap-
proaches, such as SVMs, Decision Trees, and Neu-
ral Networks, are employed (Yu et al., 2004).

Considering the Web as a parallel corpus,
Resnik and Smith (2003) proposed the STRAND
system, in which they used Altavista to search for
multilingual websites and examined the similarity
of the HTML structures of the fetched web pages
in order to identify pairs of potentially parallel
pages. Similarly, Esplà-Gomis and Forcada (2010)
proposed Bitextor, a system that exploits shallow
features (file size, text length, tag structure, and
list of numbers in a web page) to mine paral-
lel documents from multilingual web sites. Be-
sides structure similarity, other systems either filter
fetched web pages by keeping only those contain-
ing language markers in their URLs (Désilets et al.,
2008), or employ a predefined bilingual wordlist
(Chen et al., 2004), or a naive aligner (Zhang et al.,
2006) in order to estimate the content similarity of
candidate parallel web pages.

2.2 Domain adaptation in SMT

The first attempt towards domain adaptation in
SMT was made by Langlais (2002) who integrated
in-domain lexicons into the translation model.
Eck et al. (2004) presented a language model
adaptation technique applying an information re-
trieval approach based on selecting similar sen-
tences from available training data. Hildebrand et
al. (2005) applied the same approach on the trans-
lation model. Wu et al. (2005) proposed an align-

ment adaptation approach to improve domain-
-specific word alignment. Munteanu and Marcu
(2005) automatically extracted in-domain bilin-
gual sentence pairs from large comparable (non-
-parallel) corpora to enlarge the in-domain bilin-
gual corpus. Koehn and Schroeder (2007) in-
tegrated in-domain and out-of-domain language
models as log-linear features in the Moses (Koehn
et al., 2007) phrase-based SMT system with mul-
tiple decoding paths for combining multiple do-
main translation tables. Nakov (2008) combined
in-domain translation and reordering models with
out-of-domain models into Moses. Finch and
Sumita (2008) employed a probabilistic mixture
model combining two models for questions and
declarative sentences with a general model. They
used a probabilistic classifier to determine a vector
of probability representing class membership.

In general, all approaches to domain adapta-
tion of SMT depend on the availability of domain-
-specific data. If the data is available, it can be
directly used to improve components of the MT
system. Otherwise, it can be extracted from a pool
of texts from different domains or even from the
web, which is also the case in our work.

3 Resources and their acquisition

In this section, we review the existing resources we
used for training the general-domain systems and
present the acquisition procedures of in-domain
data used for domain adaptation of these systems.

3.1 Existing general domain data
For the baseline, a general-domain system, we
exploited the widely used data provided for the
SMT workshops (WPT 2005 – WMT 2010): the
Europarl parallel corpus (Koehn, 2005) as training
data for translation and language models, and
WPT 2005 development and test sets as develop-
ment and test data for general-domain parameter
optimization and testing, respectively (Table 1).
Europarl is extracted from the European Parliament
proceedings and for practical reasons we consider
this corpus to contain general-domain texts.
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initial phase main phase
language dom sites pages stored / sampled / acc (%) sites pages visited / stored (∆%) / dedup (∆%) t (h)
English env 146 505 224 92.9 3,181 90,240 34,572 38.3 28,071 18.8 47

lab 150 461 215 91.6 1,614 121,895 22,281 18.3 15,197 31.8 50
French env 106 543 232 95.7 2,016 160,059 35,488 22.2 23,514 33.7 67

lab 64 839 268 98.1 1,404 186,748 45,660 27.2 26,675 41.6 72
Greek env 112 524 227 97.4 1,104 113,737 31,524 27.7 16,073 49.0 48

lab 117 481 219 88.1 660 97,847 19,474 19.9 7,124 63.4 38
Average 94.0 25.6 39.7

Table 2: Statistics from the initial (focused on domain-classification accuracy estimation) and main phases of crawling mono-
lingual data: stored refers to the visited pages classified as in-domain, dedup refers to pages after near-duplicate removal, time
is the total duration (in hours), acc is accuracy estimated on the sampled pages, ∆ refers to reduction w.r.t. pages visited.

language dom paragraphs all / clean (∆%) / unique (∆%) sentences tokens vocabulary
English env 5,841,059 1,088,660 18.6 693,971 11.9 1,700,436 44,853,229 225,650

lab 3,447,451 896,369 26.0 609,696 17.7 1,407,448 43,726,781 136,678
French env 4,440,033 1,069,889 24.1 666,553 15.0 1,235,107 42,780,009 246,177

lab 5,623,427 1,382,420 24.6 822,201 14.6 1,232,707 46,992,912 180,628
Greek env 3,023,295 672,763 22.3 352,017 11.6 655,353 20,253,160 324,544

lab 2,176,571 521,109 23.9 284,872 13.1 521,358 15,583,737 273,602
Average 23.3 14.0

Table 3: Statistics from the cleaning stage of the monolingual data acquisition procedure and of the final data set: clean refers
to paragraphs classified as non-boilerplate, unique to those kept after duplicate removal, ∆ to reduction w.r.t. paragraphs all.

3.2 Web-crawling for monolingual data

To acquire monolingual in-domain corpora used in
improving language models, we enhanced a work-
flow described in Pecina et al. (2011). Consid-
ering the small size of crawled data in that work
(repeated here as col. 3–6 in Table 2), we imple-
mented a focused monolingual crawler that adopts
a distributed computing architecture based on Bixo
(2011), an open source web mining toolkit. More-
over, an out-link relevance score l was calculated
as: l = p/N +

∑M
i=1 ni · wi, where p is the rel-

evance score of its source page as in Pecina et al.
(2011), N is the amount of links originating from
the source page, M is the number of entries in a
domain definition consisting of relevant terms ex-
tracted from Eurovoc2, ni denotes the number of
occurrences of the i-th term in the surrounding text
and wi is the weight of the i-th term. Further pro-
cessing steps include boilerplate detection and lan-
guage identification at paragraph level. These en-
hancements resulted in acquiring much more in-
domain data (col. 8 in Table 2). In addition, the
evolutions of the crawls were satisfactory since the
ratio of pages classified as in-domain with the vis-
ited ones is 25.6% on average (col. 9 in Table 2).

Then, near-duplicates were removed by em-
ploying the deduplication strategy included in the
Nutch framework3. The relatively high percent-
ages of documents removed (col. 13 in Table 2) are
2http://eurovoc.europa.eu/
3http://nutch.apache.org

in accordance with Baroni et al.’s (2009) observa-
tion that during building of the Wacky corpora the
amount of documents was reduced by more than
50% after deduplication. Another observation is
that the percentages of duplicates for the lab do-
main are much higher than the ones for env. This
can be explained by the fact that lab web pages
are mainly legal documents or press releases repli-
cated on many websites.

Final processing of the monolingual data (see
Table 3) concerned the exclusion of paragraphs an-
notated as not in the targeted language or as boil-
erplate, which reduced their total amount to 23.3%
on average (col. 5). Removal of duplicate para-
graphs then reduced their total number to 14.0%
on average (col. 7). However, most of the removed
paragraphs were very short chunks of text (such as
navigation links). In terms of tokens, the reduction
is only to 50.6%. The last three columns in Ta-
ble 3 refer to the final monolingual data sets used
for training language models. For EN and FR, we
acquired about 45 million tokens for each domain;
for EL, which is less frequent on the web, we ob-
tained only about 15–20 million tokens.

3.3 Web-crawling for parallel data

Some steps involved in parallel data acquisition
(including language identification and cleaning)
were discussed in the previous subsection as a part
of the monolingual data acquisition. To guide the
focused bilingual crawler we used sets of bilin-
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language pair dom sites docs sentences all / paired (∆%) / good (∆%) / unique (∆%) / sampled / corrected
English–French env 6 559 19,042 14,881 78.1 14,079 73.9 13,840 72.7 3,600 3,392

lab 4 900 35,870 31,541 87.9 27,601 76.9 23,861 66.5 3,600 3,411
English–Greek env 14 288 17,033 14,846 87.2 14,028 82.4 13,253 77.8 3,600 3,000

lab 7 203 13,169 11,006 83.6 9,904 75.2 9,764 74.1 2,700 2,506
Average 84.2 77.1 72.8

Table 4: Statistics from the parallel data acquisition: document pairs (docs), source sentences (sentences all), aligned sentence
pairs (paired), those of sufficient translation quality (good); after duplicate removal (unique); sentences randomly selected for
manual correction (sampled) and those really corrected (corrected). ∆ always refers to percentages w.r.t. the previous step.

gual topic definitions. In order to construct the
list of seed URLs we selected web pages that
were collected during the monolingual crawls and
originated from in-domain multilingual web sites.
Since it is likely that these multilingual sites con-
tain parallel documents, we initialize the crawler
with these seed URLs and force the crawler to fol-
low only links internal to these sites. After down-
loading in-domain pages from the selected web
sites, we employed Bitextor to identify pairs of
documents that could be considered parallel.

3.4 Parallel sentence extraction

After identification of parallel documents, the next
steps aimed at extraction of parallel sentences.
For each document pair free of boilerplate para-
graphs, we applied these steps: sentence split-
ting and tokenization by the Europarl tools, and
sentence alignment by Hunalign (Varga et al.,
2005). Hunalign implements a heuristic, language-
-independent method for identification of parallel
sentences in parallel texts which can be improved
by providing an external bilingual dictionary of
word forms. Without having such dictionaries for
EN–FR and EN–EL at hand, we realign data in
these languages from Europarl by Hunalign and
used the dictionaries produced by this tool.

For each sentence pair identified as parallel, Hu-
nalign provides a confidence score which reflects
the level of parallelness. We manually investigated
a sample of sentence pairs extracted by Hunalign
from the pool data (about 50 sentence pairs for
each language pair and domain), by relying on the
judgement of native speakers, and estimated that
sentence pairs with a score above 0.4 are of a good
translation quality. We kept sentence pairs with 1:1
alignment only (one sentence on each side) and re-
moved those with scores below this threshold. Fi-
nally, we also removed duplicate sentence pairs.

The statistics from the parallel data acquisition
procedure are given in Table 4. On average, 84.2%
of the source sentences extracted from the parallel
documents were aligned in the 1:1 fashion (col. 7),

10% of them were removed due to low translation
quality, and after discarding duplicate sentences
pairs we acquired 72.8% of the original source sen-
tences aligned to their target sides (col. 11).

The translation quality of the parallel sentences
obtained by the procedure described above is not
guaranteed in any sense. Tuning the procedure and
focusing on high-quality translations is possible
but leads to a trade-off between quality and quan-
tity. For translation model training, high transla-
tion quality of the data is not as essential as for
testing. Bad phrase pairs can be removed from
the translation tables based on their low translation
probabilities. However, a development set contain-
ing sentence pairs which are not good translations
of each other might lead to sub-optimal values of
model weights which would harm system perfor-
mance. If such sentence pairs are used in the test
set, the evaluation would clearly be unreliable.

In order to create reliable test and development
sets for each language pair and domain, we per-
formed the following low-cost procedure. From
the data obtained by the steps described in the
previous section, we selected a random sample of
3,600 sentence pairs (2,700 for EN–EL in the lab
domain, for which less data was available) and
asked native speakers to check and correct them.
The task consisted of checking that the sentence
pairs belonged to the right domain, the sentences
within a sentence pair were equivalent in terms of
content, and the translation quality was adequate
and (if needed) correcting it. The goal was to ob-
tain at least 3,000 correct sentence pairs for each
domain and language pair; thus the correctors did
not have to correct every sentence pair. They were
allowed to skip (remove) misaligned sentence pairs
and asked to remove those sentence pairs that were
obviously from a very different domain (despite
being correct translations). The number of cor-
rected sentences is in the last column of Table 4.

According to the human judgements (see Table
5), 53–72% of sentence pairs were accurate trans-
lations, 22–34% needed only minor corrections, 1–
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category EN–EL / env EN–FR / lab
1. perfect translation 53.49 72.23
2. minor corrections done 34.15 21.99
3. major corrections needed 3.00 0.33
4. misaligned sentence pair 5.09 1.58
5. wrong domain 4.28 3.86

Table 5: Results (%) of the manual correction of parallel data.

3% would require major corrections (which was
not necessary, as the accurate sentence pairs to-
gether with those requiring minor corrections were
enough to reach our goal of at least 3,000 sentence
pairs in most cases), 2–5% of sentence pairs were
misaligned and would have had to be translated
completely, and about 4% were from a different
domain (despite being correct translations).

Further, we selected 2,000 pairs from the cor-
rected sentences for the test set and left the re-
maining part for the development set. The paral-
lel sentences which were not selected for correc-
tions were used as training sets. See further statis-
tics in Table 6. The correctors confirmed that the
manual corrections were about 5–10 times faster
than translating the sentences from scratch, so this
can be viewed as low-cost method for acquiring
in-domain test and development sets for SMT.

4 Domain adaptation experiments

In this section, we present experiments that exploit
all the acquired in-domain data in eight different
evaluation scenarios involving two domains (env,
lab) and two language pairs (EN–FR, EN–EL) in
both directions. Our primary evaluation measure
is BLEU (Papineni et al., 2002). For detailed anal-
ysis we also present NIST (Doddington, 2002) and
METEOR (Banerjee and Lavie, 2005) in Table 8.

4.1 System description

Our MT system is based on Moses (Koehn et al.,
2007). For training the baseline system, training
data is tokenized and lowercased using the Eu-
roparl tools. The original (non-lowercased) target
sides of the parallel data are kept for training the
Moses recaser. The lowercased versions of the tar-
get sides are used for training an interpolated 5-
-gram language model with Kneser-Ney discount-
ing using the SRILM toolkit (Stolcke, 2002).
Translation models are trained on the relevant parts
of the Europarl corpus, lowercased and filtered on
sentence level; we kept all sentence pairs having
less than 100 words on each side and with length
ratio within the interval 〈0.11,9.0〉. The maximum

pair dom set sents L1 tokens / voc L2 tokens / voc
env train 10,240 300,760 10,963 362,899 14,209

dev 1,392 41,382 4,660 49,657 5,542
test 2,000 58,865 5,483 70,740 6,617

lab train 20,261 709,893 12,746 836,634 17,139
dev 1,411 52,156 4,478 61,191 5,535

E
ng

lis
h–

Fr
en

ch

test 2,000 71,688 5,277 84,397 6,630
env train 9,653 240,822 10,932 267,742 20,185

dev 1,000 27,865 3,586 30,510 5,467
test 2,000 58,073 4,893 63,551 8,229

lab train 7,064 233,145 7,136 244,396 14,456
dev 506 15,129 2,227 16,089 3,333

E
ng

lis
h–

G
re

ek

test 2,000 62,953 4,022 66,770 7,056

Table 6: Details of the in-domain parallel data sets obtained
by web-crawling and manual correction: sentence pairs (sents),
source (L1 ) and target (L2 ) tokens and vocabulary size (voc).

length of aligned phrases is set to 7 and the re-
ordering models are generated using parameters:
distance, orientation-bidirectional-fe. The model
parameters are optimized by Minimum Error Rate
Training (Och, 2003, MERT) on development sets.

For decoding, test sentences are tokenized, low-
ercased, and translated by the tuned system. Letter
casing is then reconstructed by the recaser and ex-
tra blank spaces in the tokenized text are removed
in order to produce human-readable text.

4.2 Using out-of-domain test data
A number of previous experiments (Wu et al.,
2008; Banerjee et al., 2010, e.g.) showed signif-
icant degradation of translation quality if an SMT
system was applied to out-of-domain data. In or-
der to verify this observation we trained and tuned
our system on general-domain data and compared
its performance on test sets from general (gen) and
specific (env, lab) domains (the results are referred
to as vX and v0 in Table 7, respectively). The aver-
age decrease in BLEU is 44.3%: while on general-
-domain test sets we observe scores in the interval
42.24–57.00, the scores on the specific-domain test
sets are in the range 20.20–31.79. This is presum-
ably caused by the divergence of training and test
data: the out-of-vocabulary (OOV) rate increased
from 0.25% to 0.90% (see col. 4 and 16 in Table 7).

4.3 Using in-domain development data
Optimization of parameters of the SMT log-linear
models is known to have a big influence on the
performance. The first step towards domain adap-
tation of a general-domain system it to use in-
-domain development data. Such data usually
comprises of a small set of parallel sentences
which are repeatedly translated while the model
parameters are adjusted towards their optimal val-
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direction dom vX / OOV dom v0 / OOV v1 / ∆% v2 / ∆% v3 / ∆% v4 / ∆% / OOV
English–Fench gen 49.12 0.11 env 28.03 0.98 35.81 27.8 39.23 40.0 40.53 44.6 40.72 45.3 0.65

lab 22.26 0.85 30.84 35.6 34.00 52.7 39.55 77.7 39.35 76.8 0.48
Fench–English gen 57.00 0.11 env 31.79 0.81 39.04 22.5 40.57 27.6 42.23 32.8 42.17 32.7 0.54

lab 27.00 0.68 33.52 23.7 38.07 41.0 44.14 63.5 43.85 62.4 0.38
English–Greek gen 42.24 0.22 env 20.20 1.15 26.18 29.1 32.06 58.7 33.83 67.5 34.50 70.8 0.82

lab 22.92 0.47 28.79 25.7 33.59 46.6 33.54 46.3 33.71 47.1 0.40
Greek–English gen 44.15 0.56 env 29.23 1.53 34.15 16.8 36.93 26.3 39.13 33.9 39.18 34.0 1.20

lab 31.71 0.69 37.55 18.4 40.17 26.7 40.44 27.5 40.33 27.2 0.62
Average 0.25 0.90 25.5 40.0 49.2 49.5 0.64

Table 7: BLEU scores from domain adaptation of the baseline general-domain systems (v0) by exploiting: corrected devel. data
(v1), monolingual training data (v2), parallel training data (v3), both monolingual and parallel training data (v4); vX refers to
the baseline systems applied to general-domain test sets, OOV to out-of-vocabulary rates, ∆ to relative improvement over v0.

ues. The minimum number of development sen-
tences is not strictly given. The only requirement
is that the optimization procedure (MERT in our
case) must converge, which might not happen if
the set is too small. By using the parallel data
acquisition procedure (see Section 3.2), we ac-
quired development sets (506–1,411 sentence pairs
in each) which proved to be very beneficial: com-
pared to the baseline systems trained and tuned on
general-domain data only (v0), systems trained on
general-domain data and tuned on in-domain data
(v1) improved BLEU scores by 25.5% on aver-
age. Taking into account that the development sets
contain only several hundreds of parallel sentences
each, such improvement is remarkable (compare
columns v0 and v1 in Table 7).

4.4 Adding in-domain monolingual data

Improving an SMT system by adding in-domain
monolingual training data cannot reduce the rel-
atively high OOV rate observed when general-
-domain systems were applied on test sets from
specific domains. However, such data can im-
prove the language models and contribute to bet-
ter estimations of probabilities of n-grams consist-
ing of known words. To verify this hypothesis,
we trained systems (v2) on general-domain paral-
lel training data, in-domain development data, and
a concatenation of general-domain and in-domain
monolingual data described in Section 3.2.1 (com-
prising 15–45 million words). Compared to the
systems v1, the BLEU scores were improved by
additional 14.5% absolute on average. In compari-
son with the baseline systems v0, the total increase
of BLEU is 40.0% on average. The most substan-
tial improvement over the system v1 is achieved
for translations to Greek (23.0% for env, 16.2% for
lab) despite the smallest size of the monolingual
data acquired for this language (Table 3) which is
probably due to the complex Greek morphology.

4.5 Adding in-domain parallel training data

Parallel data is essential for building translation
models of SMT systems. While a good language
model can improve an SMT system by preferring
better translation options in given contexts, it has
no effect if the translation model offers no trans-
lation at all, which is the case for OOV words.
In the next experiment, we use in-domain parallel
training data acquired as described in Section 3.2.3
(7–20 thousand sentence pairs). First, we trained
systems (v3) on a concatenation of general-domain
and in-domain parallel training data, in-domain de-
velopment data, and a general-domain monolin-
gual data only which outperformed the previous
systems (v2) by additional 9.2% absolute on aver-
age (49.2% over the baseline). In some scenarios,
the overall improvement was above 70%.

To provide a complete picture we also trained
fully adapted systems (v4) using both general-
-domain and in-domain sets of parallel and mono-
lingual data and tuned on the corrected in-domain
development sets. In most scenarios the difference
of results of these systems compared to systems v3
are not statistically significant (p=0.05). The aver-
age relative improvement over the baseline (v0) is
49.5%, which is almost identical to 49.2% from the
previous experiment (v3). In practice, this means
that using additional monolingual in-domain data
on top of the in-domain parallel data has no ef-
fect on the translation quality. Although additional
experiments would verify whether larger monolin-
gual data could bring any additional improvement
or not, it seems that parallel data is more important.

5 Conclusions

We presented two methods for the acquisition
of domain-specific monolingual and parallel data
from the web. They employ existing open-source
tools for normalization, language identification,
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Natural Environment Labour Legislation
sys BLEU /∆% NIST /∆% MET / ∆% WER / ∆% BLEU /∆% NIST /∆% MET / ∆% WER / ∆%
v0 28.03 0.0 7.03 0.0 63.32 0.0 63.70 0.0 22.26 0.0 6.27 0.0 56.73 0.0 69.93 0.0
v1 35.81 27.7 8.10 15.2 68.44 8.0 53.78 -15.5 30.84 38.5 7.42 18.3 62.94 10.9 57.99 -17.0
v2 39.23 39.9 8.43 19.9 70.35 11.1 51.34 -19.4 34.00 52.7 7.68 22.4 65.56 15.5 57.06 -18.4
v3 40.53 44.6 8.61 22.4 71.10 12.2 50.04 -21.4 39.55 77.6 8.37 33.4 69.82 23.0 52.04 -25.5

E
ng

lis
h-

Fr
en

ch

v4 40.72 45.2 8.63 22.7 71.23 12.4 49.92 -21.6 39.35 76.7 8.34 33.0 69.79 23.0 52.29 -25.2
v0 31.79 0.0 7.77 0.0 66.25 0.0 57.09 0.0 27.00 0.0 7.07 0.0 59.90 0.0 61.57 0.0
v1 39.04 22.8 8.75 12.6 69.17 4.4 48.26 -15.4 33.52 24.1 7.98 12.8 63.70 6.3 53.39 -13.2
v2 40.57 27.6 8.90 14.5 70.23 6.0 47.19 -17.3 38.07 41.0 8.47 19.8 66.88 11.6 50.35 -18.2
v3 42.23 32.8 9.09 16.9 71.40 7.7 46.07 -19.3 44.14 63.4 9.22 30.4 71.24 18.9 45.49 -26.1

Fr
en

ch
-E

ng
lis

h

v4 42.17 32.6 9.09 16.9 71.32 7.6 46.05 -19.3 43.85 62.4 9.17 29.7 71.07 18.6 45.81 -25.6
v0 20.20 0.0 5.73 0.0 82.81 0.0 67.83 0.0 22.92 0.0 5.93 0.0 87.27 0.0 65.88 0.0
v1 26.18 29.6 6.57 14.6 84.19 1.6 60.80 -10.3 28.79 25.6 6.80 14.6 87.91 0.7 58.20 -11.6
v2 32.06 58.7 7.24 26.3 84.52 2.0 56.68 -16.4 33.59 46.5 7.36 24.1 88.34 1.2 54.71 -16.9
v3 33.83 67.4 7.63 33.1 86.10 3.9 53.47 -21.1 33.54 46.3 7.34 23.7 89.55 2.6 54.68 -17.0

E
ng

lis
h-

G
re

ek

v4 34.50 70.7 7.57 32.1 85.91 3.7 54.16 -20.1 33.71 47.0 7.34 23.7 89.42 2.4 54.71 -16.9
v0 29.23 0.0 7.50 0.0 60.57 0.0 54.69 0.0 31.71 0.0 7.76 0.0 62.42 0.0 52.34 0.0
v1 34.16 16.8 8.01 6.8 64.98 7.2 51.15 -6.4 37.55 18.4 8.28 6.7 67.36 7.9 49.02 -6.3
v2 36.93 26.3 8.27 10.2 66.60 9.9 49.40 -9.6 40.17 26.6 8.58 10.5 68.67 10.0 47.03 -10.1
v3 39.13 33.8 8.55 14.0 68.24 12.6 47.94 -12.3 40.44 27.5 8.61 10.9 68.91 10.4 46.78 -10.6

G
re

ek
-E

ng
lis

h

v4 39.18 34.0 8.54 13.8 68.19 12.5 47.94 -12.3 40.33 27.1 8.60 10.8 68.83 10.2 47.00 -10.2

Table 8: Complete results of the domain adaptation experiments. With the exception of NIST, all scores are percentages; MET
denotes METEOR, system identifiers refer to those in Table 7, and ∆ to relative improvement over the baseline systems v0.

cleaning, deduplication, and parallel sentence ex-
traction. These methods were applied to acquire
monolingual and parallel data for two language
pairs and two domains with only minimal manual
intervention (domain definitions and seed URLs).

The acquired resources were then successfully
used to adapt general-domain SMT systems to
the new domains. The average relative improve-
ment of BLEU achieved in eight scenarios was a
substantial 49.5%. Based on our experiments
we made the following observations: even small
amounts of in-domain parallel data is more im-
portant for translation quality than large amounts
of in-domain monolingual data. As few as 500–
1,000 sentence pairs can be used as development
data with expected 25% relative improvement of
BLEU. Additional parallel data can be used to im-
prove translation models: 7,000–20,000 sentences
pairs in our experiments increased BLEU by other
25% relative on average. If such data is not avail-
able, a general-domain system can benefit from us-
ing additional in-domain monolingual data, how-
ever quite large amounts (tens of million words)
are necessary to obtain a moderate improvement.
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Abstract

The usefulness of a translated text for gist-
ing purposes strongly depends on the over-
all translation quality of the text, but espe-
cially on the translation quality of the most
informative portions of the text. In this
paper we address the problems of rank-
ing translated sentences within a document
and ranking translated documents within a
set of documents on the same topic accord-
ing to their informativeness and translation
quality. An approach combining quality
estimation and sentence ranking methods
is used. Experiments with French-English
translation using four sets of news com-
mentary documents show promising re-
sults for both sentence and document rank-
ing. We believe that this approach can be
useful in several practical scenarios where
translation is aimed at gisting, such as mul-
tilingual media monitoring and news anal-
ysis applications.

1 Introduction

Reading and understanding the main ideas behind
documents written in different languages can be
necessary or desirable in a number of scenarios.
Existing online translation systems such as Google
Translate and Bing Translator1 serve to this pur-
pose, mitigating the language barrier effects. De-
spite the large improvements in translation qual-
ity in recent years, translated documents are still
affected by the presence of sentences which are
not correctly translated and in the extreme case,

c© 2012 European Association for Machine Translation.
1translate.google.com/ and www.
microsofttranslator.com/

whose original meaning has been lost. These sen-
tences can compromise the readability and reliabil-
ity of translated documents, especially if they are
the ones that should convey the most important in-
formation in the document.

Quality estimation methods can flag incorrect
translations without access to reference sentences,
however the informativeness of these sentences is
not taken into account. On the other hand, sentence
ranking methods are able to identify the most rel-
evant sentences in a given language for tasks such
as document summarisation. However, the perfor-
mance of sentence ranking algorithms for machine
translated texts can be significantly degraded due
to the introduction of errors by the translation pro-
cess, as it has been shown for other language pro-
cessing tasks, e.g. in information retrieval (Savoy
and Dolamic, 2009). Moreover, particularly in
the case of supervised ranking methods, these may
only be available for the source language.

In this paper we propose combining quality esti-
mation and relevance sentence ranking methods in
order to identify the most relevant translated texts.
We experiment with two ranking tasks:

• The ranking of translated sentences within a
document; and

• The ranking of documents within a set of doc-
uments on the same topic.

An evaluation with French-English translations
in groups of news commentary documents in dif-
ferent domains has shown promising results for
both sentence and document ranking.

2 Related work

A considerable amount of work has been dedicated
in recent years to estimating the quality of ma-
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chine translated texts, i.e., the problem of predict-
ing the quality of translated text without access to
reference translations. Most related work focus on
predicting different types of sentence-level qual-
ity scores, including automatic and semi-automatic
MT evaluation metrics such as TER (He et al.,
2010), HTER (Specia and Farzindar, 2010; Bach
et al., 2011), post-editing effort scores and post-
editing time (Specia, 2011). At document level,
similar to this paper, Soricut and Echihabi (2010)
focus on the ranking translated documents accord-
ing to their estimated quality so that the top n doc-
uments can be selected for publishing. A range of
indicators from the MT system, source and transla-
tion texts have been used in previous work. How-
ever, none of these include the notion of informa-
tiveness of the texts.

The sentence ranking problem has been widely
studied in particular for document summarization,
where different approaches have been proposed to
quantify the amount of information contained in
each sentence. In (Goldstein et al., 1999), a tech-
nique called Maximal Marginal Relevance (MMR)
was introduced to measure the relevance of each
sentence in a document according to a user pro-
vided query. Other approaches represent a docu-
ment as a set of trees and take the position of a
sentence in a tree is indicative of its importance
(Carlson et al., 2001). Graph theory has been ex-
tensively used to rank sentences (Yeh et al., 2008)
or keywords (Mihalcea, 2004), with their impor-
tance determined using graph connectivity mea-
sures such as in-degree or PageRank. A sentence
extraction method based on Singular Value De-
composition over term-by-sentence matrices was
introduced in (Gong and Xin, 2002).

The combination of relevance and translation
quality scores has been recently proposed in the
context of cross-language document summariza-
tion. In (Wan et al., 2010), sentences in a docu-
ment were ranked using the product of quality esti-
mation and relevance scores, both computed using
the source text only. The best five sentences were
added to a summary, and then translated to the
target language. (Boudin et al., 2010) used both
source and target language features for quality es-
timation and targeted multi-document summariza-
tion, selecting sentences from different translated
documents to generate a summary.

This paper extends previous work in the attempt
to rank translated sentences within documents, but

with a different objective: instead of selecting
a pre-defined number of sentences to compose a
summary, we aim at obtaining a global ranking of
sentences within a document according to their in-
formativeness and translation quality and use this
ranking to assign a global score to each document
for the ranking of groups of documents. This re-
quires different evaluation strategies from those
used in the text summarization field, as we will dis-
cuss in Section 5.2.

3 Quality estimation method

The quality estimation method used in this paper is
that proposed in (Specia, 2011). A sentence-level
model is built using a Support Vector Machines re-
gression algorithm with radial basis function ker-
nel from the LIBSVM package (Chang and Lin,
2011) and a number of shallow and MT system-
independent features. These features are extracted
from the source sentences and their correspond-
ing translations, and from monolingual and par-
allel corpora. They include source & transla-
tion sentence lengths, source & translation sen-
tence language model probabilities, average num-
ber of translations per source word, as given by
probabilistic dictionaries, percentages of numbers,
content-/non-content words in the source & trans-
lation sentences, among others. The regression al-
gorithm is trained on examples of translations and
their respective human judgments for translation
quality (Section 5.1).

4 Sentence ranking methods

4.1 Co-occurrence-based ranking
Originally proposed by (Gong and Xin, 2002) and
later improved by (Steinberger and Jez̆ek, 2004),
this is an unsupervised method based on the appli-
cation of Singular Value Decomposition (SVD) to
individual documents or sets of documents on the
same topic. It has been reported to have the best
performance in the multilingual multi-document
summarization task at TAC 2011. The method first
builds a term-by-sentence matrix from the text,
then applies SVD and uses the resulting matrices
to identify and extract the most salient sentences.
SVD is aimed at finding the latent (orthogonal) di-
mensions, which would correspond to the different
topics discussed in the set of documents.

More formally, we first build a matrix A
where each column represents the weighted term-
frequency vector of a sentence j in a given docu-
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ment or set of documents. The weighting schemes
found to work best in (Steinberger and Jez̆ek,
2009) are a binary local weight and an entropy-
based global weight.

After that step, SVD is applied to the matrix as
A = USVT , and subsequently a matrix F = S ·VT

reduced to r dimensions2 is derived.
Sentence selection starts with measuring the

length of the sentence vectors in F. This length
can be viewed as a measure of the importance of
that sentence within the top topics (the most impor-
tant dimensions). In other words, the length corre-
sponds to the combined weight across the most im-
portant topics. We call it co-occurrence sentence
score. The sentence with the largest score is se-
lected as the most informative (its corresponding
vector in F is denoted by fbest). To prevent se-
lecting a sentence with similar content in the next
step, the topic/sentence distribution in matrix F is
changed by subtracting the information contained
in the selected sentence:

F(it+1) = F(it) − fbest · fTbest
|fbest|2

· F(it)

The vector lengths of similar sentences are thus
decreased, which avoids selecting the same/similar
sentences. We call this a redundancy filter. Af-
ter this subtraction, the process continues with
the sentence which has the largest co-occurrence
sentence score computed on the updated matrix
F1 (the first update of the original matrix F0).
The process is repeated until all the sentences
of the document(s) are annotated with their co-
occurrence sentence score.

Since it is unsupervised, in our work this method
was applied to both the source language texts and
the translated texts.

4.2 Profile-based ranking

The supervised profile-based ranking algorithm by
(Pouliquen et al., 2003) was proposed for address-
ing the multi-label categorization problem using
the Eurovoc thesaurus3. Models for thousands of
categories were trained using only positive sam-
ples for each category. The training process con-
sisted in identifying a list of representative words
and associating to each of them a log-likelihood

2The degree of importance of each ‘latent’ topic is given by
the singular values and the optimal number of latent topics
(i.e., dimensions) r can be tuned on some development data.
3Eurovoc.europa.eu/

weight, using the training set as the reference cor-
pus. A new document was represented as a vec-
tor of words with their frequency in the document.
The most appropriate categories for the new doc-
ument were found by ranking the category vector
representations (the profiles) according to their co-
sine similarity to the vector representation of the
new document.

In this paper we are primarily interested in the
ranking of sentences, as opposed to the ranking of
categories. Since we know beforehand which cat-
egory (a topic of interest) a document belongs to,
a profile vector is created for that category using
human labeled data. The cosine similarity for each
sentence in the document and the category vector
is computed and all the sentences are ranked ac-
cording their cosine value.

In our work this method was applied to the
source language sentences only.

5 Experimental settings

5.1 Corpora

Relevance ranking training The profile-based
method (Section 4.2) is trained using 1, 000
French news documents for each of our four
topics of interest. These documents were se-
lected using an in-house news categorization
system (Steinberger et al., 2009), where cate-
gory definitions are created by humans. Ar-
ticles are said to fall into a given category
if they satisfy the category definition, which
consists of Boolean operators with optional
vicinity operators and wild cards. Alternative
classifiers can also be trained using the Eu-
rovoc human labeled multi-lingual resource.

Quality estimation training To train the re-
gression algorithm for the quality estimation
model we use the French-English corpus cre-
ated in (Specia, 2011), which is freely avail-
able4. This corpus contains 2, 525 French
news sentences from the WMT news-test2009
dataset and their translations into English us-
ing a statistical machine translation system
built from the Moses toolkit5. These sen-
tences were scored by a human translator
according to the effort necessary to correct
them: 1 = requires complete retranslation; 2
= requires some retranslation; 3 = very little

4www.dcs.shef.ac.uk/˜lucia/resources.html
5www.statmt.org/wmt10/
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post editing needed; 4 = fit for purpose. An
average human score of 2.83 was reported.

Evaluation corpus To evaluate the performance
of our approach we use the multilingual sum-
mary evaluation dataset created by Turchi et
al. (2010)6. It contains four sets of documents
covering four topics: Israeli-Palestinian con-
flict (IPC), Malaria (M), Genetics (G) and
Science and Society (SS). Each set contains
five documents, here in French. All sentences
(amounting to 789) in these documents were
annotated by four human annotators with bi-
nary labels indicating whether or not it is in-
formative to that topic. Therefore, the final
score for each sentence is a discrete num-
ber ranging from 0 (uninformative) to 4 (very
informative). These French sentences were
then translated using the same Moses system
as in the training set for quality estimation and
annotated for quality using the 1-4 scoring
scheme. The average human quality scores
are shown in Table 2.

5.2 Evaluation metrics for ranking
Our goal is to find the best possible ranking of
translated sentences and documents according to
their relevance and translation quality. While
the ranked sentences/documents could be used for
many applications, including cross-lingual sum-
marization, we are interested in a more general
ranking approach, and therefore our evaluation is
task-independent. We use the following metrics:

Sentence ranking Sentences in the system out-
put and gold standard documents are first
ordered according to their combined score
for relevance and translation quality (or rel-
evance score only, for the monolingual rank-
ing evaluation, Table 1). We then compute
the Spearman’s rank correlation coefficient
(ρ) between the two rankings. Additionally,
inspired by the vBLEU∆ metric (Soricut and
Echihabi, 2010), we compute Avg∆, a met-
ric that measures the relative gain (or loss)
in performance obtained from selecting the
top k% sentences ranked according to the
predicted scores, as compared to the perfor-
mance obtained from randomly selecting k%
sentences:

Avg∆ = (Avgsys −Avggold)

6langtech.jrc.it/JRC_Resources.html

where Avggold is the average gold-standard
score for all sentences in the test set (i.e.,
the approximate score if sentences are ran-
domly taken) and Avgsys is the average gold-
standard score for the top k% sentences from
the test set ranked according to the predicted
(system) scores.

Intuitively, the smaller the k, the higher the
upper bound Avg∆, but the harder the rank-
ing task becomes. Larger values of k should
result in smaller values for Avg∆. For k
= 100, Avg∆ = 0. In this paper we com-
pute Avg∆ over different values of k: 10, 25
and 50, and consider the arithmetic mean over
these values of k as our final metric,Avg∆all.

Document ranking Likewise in sentence rank-
ing, both gold-standard and system rankings
for the documents are compared. Since there
are only five documents within each set of
documents, Spearman’s rank correlation co-
efficient would not be reliable. We instead
evaluate the pairwise rankings of documents
using Cohen’s Kappa coefficient (κ) (Cohen,
1960), defined as: κ = P (A)−P (E)

1−P (E) , where
P (A) is the proportion of times the gold-
standard and system ranking agree on the
ranking of a pair of documents and P (E) is
the proportion of times they could agree by
chance. This probability is empirically com-
puted by observing the frequency of ties, as
in (Callison-Burch et al., 2011).

6 Experiments and results

In what follows we show the results of the quality
estimation and relevance ranking methods on their
own and then we present the results obtained with
the combination of these two methods.

6.1 Quality estimation

The performance of the quality estimation method
is shown in Table 2. The average regression er-
ror is measured using Root Mean Squared Error,
RMSE =

√
1
N

∑N
i=1(yi − ŷi)2, where N is the

number of test sentences, ŷ is the predicted score
and y is the actual score for that test sentence. The
performance is generally lower than what has been
reported in (Specia, 2011) for French-English and
similar settings (RMSE = 0.662). The decrease
in performance is most likely due to the differ-
ence in the text domain of the training and test
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G IPC M SS Macro Av.
Avg∆all ρ Avg∆all ρ Avg∆all ρ Avg∆all ρ Avg∆all ρ

InvPos -0.254 -0.088 -0.08 0.006 -0.22 0.012 0.132 0.015 -0.105 -0.013
Length 0.287 0.328 0.322 0.278 0.75 0.541 0.156 0.113 0.378 0.315

PB 1000 0.312 0.285 0.358 0.321 0.329 0.286 0.227 0.072 0.307 0.242
PB 2000 0.568 0.401 0.568 0.338 0.385 0.303 0.154 0.141 0.419 0.296
PB 5000 0.478 0.249 0.503 0.31 0.607 0.451 0.046 0.095 0.409 0.271

Co R S 25 0.293 0.364 0.469 0.301 0.544 0.428 0.203 0.244 0.377 0.335
Co NR S 2 0.267 0.269 0.388 0.236 0.28 0.389 0.607 0.367 0.386 0.316
Co NR S 5 0.12 0.224 0.605 0.3 0.394 0.389 0.412 0.365 0.382 0.32
Co R D 25 0.292 0.295 0.53 0.362 0.589 0.461 0.18 0.208 0.398 0.332
Co R D 5 0.271 0.263 0.446 0.335 0.546 0.41 0.183 0.296 0.362 0.326

Oracle 1.559 1 1.623 1 1.453 1 1.5 1
Lower bound -0.94 -1 -0.898 -1 -0.726 -1 -0.9 -1

Table 1: Performance of the sentence ranking methods on monolingual data. PB: profile-based ranker;
Co: co-occurrence-based ranker; R/NR: Redundancy reduction enabled/disabled; D/S: ranking based
on individual documents or sets of documents on the same topic of interest. The Oracle values are
obtained using the gold-standard ranking, while the Lower bound values consider the inverted gold-
standard ranking.

Topic Avg. human score RMSE
IPC 3.29 0.696
G 3.00 0.755
M 3.14 0.734
SS 2.89 0.712

Table 2: Average human score and regression error
of the quality estimation approach.

datasets. The training dataset covers main news
stories from September to October 2008, while the
test set covers news commentaries on specific top-
ics from 2005 to 2009.

6.2 Monolingual relevance ranking

The performance of the relevance ranking methods
on the original, source-language texts is shown in
Table 1. For the unsupervised co-occurrence rank-
ing (Co), we run a number of experiments with dif-
ferent settings. We perform a greedy search on the
number of dimensions to be used: 1, and 2%, 5%,
10%, 25% or 40% of the total. We run several ex-
periments enabling (R) and disabling (NR) the sen-
tence redundancy filter and on the full set of docu-
ments (S) and on a single document (D). We report
here the settings that work the best across different
topics. For the profile-based ranking (PB), based
on our previous experience with this method, we
chose to use the following numbers of words defin-
ing the profile vector: 1, 000, 2, 000 and 5, 000.

To define the gold-standard scores for the evalu-
ation at sentence level, we use the number of anno-
tators who selected the sentence as relevant (0-4).
The results in Table 1 are the average performance

for all documents within a set of documents for
each topic. They are compared against baselines
proposed in (Kennedy and Szpakowicz, 2011):

• Inverse position (InvPos): each sentence is as-
sociated with the inverse of its position in the
document. The ranking of the sentences thus
corresponds to their position in the document
and the inverse position is used as their rele-
vance score.

• Sentence length (Length): each sentence is
associated with the number of words that it
contains. Longer sentences are deemed more
informative.

The proposed baselines are highly competitive,
in particular Length. This reflects the fact that
longer sentences are naturally better candidates to
be more informative, simply because they contain
more words. Both methods in all settings outper-
form the InvPos ranker. Except for the M topic,
most settings of the co-occurrence method and at
least one setting of the profile-based method out-
perform Length according to Avg∆all.

The last column of the Table shows that on aver-
age (all topics), the profile-based method seems to
be slightly better suited for ranking the top 50%
documents, with better Avg∆all, while the co-
occurrence-based method seems to be better for
producing a global ranking of all sentences in the
dataset, with better ρ coefficient. While the per-
formances of the variations of the co-occurrence-
based method seem to be highly dependent on the
topic of the documents, it can be observed that on
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G IPC M SS Macro Av.
Avg∆all ρ Avg∆all ρ Avg∆all ρ Avg∆all ρ Avg∆all ρ

Length 0.593 0.272 0.886 0.259 2.075 0.512 0.365 0.089 0.981 0.283
Length QE 0.853 0.28 1.02 0.258 2.156 0.518 0.5 0.096 1.132 0.288

Co-Tr R S 25 0.374 0.177 1.527 0.31 1.843 0.398 0.607 0.197 1.087 0.27
Co-Tr NR S 5 0.574 0.276 1.284 0.302 0.832 0.341 1.196 0.344 0.971 0.315
Co-Tr NR S 2 0.945 0.282 1.518 0.242 1.393 0.377 1.174 0.313 1.257 0.303
Co-Tr R D 25 0.834 0.217 1.577 0.323 1.668 0.44 0.99 0.246 1.267 0.306
Co-Tr R D 5 0.752 0.238 1.598 0.289 1.536 0.341 1.101 0.274 1.246 0.285

PB 1000 0.853 0.262 1.018 0.304 0.726 0.268 0.657 0.06 0.814 0.224
PB 2000 1.78 0.386 1.375 0.318 1.19 0.318 0.642 0.12 1.247 0.286
PB 5000 1.455 0.239 1.589 0.279 1.926 0.41 0.06 0.062 1.258 0.248

Co R S 25 0.728 0.327 1.521 0.299 1.768 0.405 0.665 0.222 1.171 0.314
Co NR S 5 0.443 0.198 1.494 0.275 1.262 0.361 0.947 0.349 1.037 0.296
Co NR S 2 0.981 0.241 1.121 0.23 0.944 0.369 1.383 0.34 1.108 0.295
Co R D 25 0.729 0.262 2.163 0.341 1.481 0.402 0.68 0.172 1.264 0.294
Co R D 5 0.77 0.21 1.326 0.317 1.344 0.384 0.534 0.23 0.994 0.286

Oracle 5.249 1 4.109 1 3.854 1 3.707 1
Lower bound -2.859 -1 -2.335 -1 -1.844 -1 -2.097 -1

Table 3: Performance of the approaches combining informativeness and quality estimation for sentence
ranking. Co-Tr: co-occurrence-based ranker applied directly to translated sentences; PB: profile-based
ranker combined with quality estimates, Co: co-occurrence-based ranker applied to source texts and
combined with quality estimates. R/NR and D/S as in Table 1.

average across different topics all these variations
perform similarly.

We used the same methods - except the InvPos
baseline, which clearly performs very poorly - and
settings to assess the ranking of translated docu-
ments.

6.3 Relevance ranking for translated texts
We combine the translation quality and sentence
ranking scores for each translated sentence ti by
taking their product:

score(ti) = relevance(si)× quality(ti)

where relevance(si) is given by either the co-
occurrence (Co) or profile-based (PB) methods
applied to the source language sentence si, and
quality(ti) is given by the quality estimation
method applied to the translation of si.

This is done for both the gold-standard annota-
tion and the systems’ predictions. The ranges of
these two values are different, but this difference
is not relevant, since we are only interested in the
ranking of the sentences, as opposed to their abso-
lute scores.

Using the product for combining scores is how-
ever not ideal: a translation with very low quality
but high relevance can receive comparable scores
as translations with high quality but low relevance.
We have also experimented with using quality es-
timates as a filter for the relevance rankings. In
other words, setting a threshold on the translation

quality scores below which a translated sentence is
ranked at the bottom of the list even if its corre-
sponding source is highly relevant. This strategy
however was strongly affected by the choice of the
threshold and resulted in generally poorer perfor-
mance. Due to space constraints, we only present
the results using the product of the two scores.

In the first set of experiments we evaluate the
ability of our approach to rank translated sen-
tences within a document. We combine the quality
and the relevance scores at sentence level as ex-
plained above. As an alternative approach, we ap-
ply the unsupervised co-occurrence-based method
(Co-Tr) to directly estimate the relevance of the
translated text without any quality filtering. In
this case, score(ti) = relevance(ti). This ap-
proach does not explicitly address translation per-
formance. Nevertheless, it can account for some
translation problems implicitly, particularly words
left untranslated or translated incorrectly. In all
cases, the evaluation is performed comparing the
system outputs against the combined (product)
gold-standard. Results are shown in Table 3. The
Length baseline is the same as in the monolingual
setting and does not include the quality estimation
filter. It is also compared against the combined
gold-standard.

It is interesting to note that the quality estima-
tion has a positive impact even for the baseline
Length QE, confirming that long sentences are of-
ten badly translated. The performance of most set-
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tings of the co-occurrence and profile-based meth-
ods outperform the baselines, except for the M
topic, as in the monolingual experiments. On av-
erage, the co-occurrence method on translated and
source data provides better performance than the
profile-based method in terms of ρ, while all meth-
ods are comparable according to Avg∆all. This
seems to indicate that the profile-based is good
at ranking good quality informative sentences, but
fails at ranking informative but poorly translated
sentences. A possible reason is that it scores each
sentence independently from the others and relies
on the quality of the training data.

The best settings of the co-occurrence-based
method applied to the source language texts out-
perform the best settings of the same method ap-
plied to translated texts. This is more evident in
terms of Avg∆, as opposed to ρ. This seems to in-
dicate that the combination strategy based on the
product of the translation quality and relevance
scores may not be the most appropriate for fine-
grained ranking. Although the monolingual (Ta-
ble 1) and cross-lingual (Table 3) results are not
directly comparable because of their different up-
per and lower bounds (due to the different gold-
standard values in each of these experiments), we
can note similar trends with respect to the two
ranking methods, Co and PB.

In the second set of experiments we assess the
task of ranking documents within a set of docu-
ments on the same topic. To produce a unique
score for each document, the sentence scores are
scaled into [0, 1] and averaged. Documents are
then ranked according their average values within
their respective groups. The same process is per-
formed using the gold-standard scores and the κ is
computed, as shown in Table 4.

The best scores of the proposed approaches vary
from moderate to substantial. For the G, IPC and
M topics, the best settings of the co-occurrence-
based method on the source language outperform
the baselines and is superior or equal the other
methods. For the SS topic, the Length baseline is
the best method. The co-occurrence method ap-
plied directly on the translated sentences is often
as good as the two proposed methods that use the
source language data. The co-occurrence methods
on translated text can in fact be better for heteroge-
neous sets of documents such as M, but in general
the usage of source language text can be beneficial.

Overall, the experiments in this paper show

G IPC M SS
Length 0.4 0.4 0.2 0.8

Length QE 0.4 0.6 0.2 0.6
Co-Tr R S 25 0.6 0.4 0.4 0.6
Co-Tr NR S 5 0.8 0.0 0.4 0.4
Co-Tr NR S 2 0.4 0.0 0.4 0.2
Co-Tr R D 25 0.6 0.0 0.4 0.2
Co-Tr R D 5 1.0 0.4 0.0 0.4

PB 1000 0.8 0.4 0.2 0.0
PB 2000 0.8 0.6 0.0 0.0
PB 5000 0.8 0.6 0.2 0.2

Co R S 25 0.8 0.0 0.2 0.4
Co NR S 5 0.6 0.4 0.2 0.0
Co NR S 2 0.6 0.2 0.2 0.4
Co R D 25 0.2 0.0 0.4 0.2
Co R D 5 1.0 0.0 0.0 0.0

Table 4: Kappa coefficient of the various ap-
proaches combining informativeness and quality
estimation for document ranking.

significant variations in performance for different
methods and settings of the same method over dif-
ferent topics. We believe this is mostly due to the
differences in the level of homogeneity of the doc-
uments within each topic. Nevertheless, if we con-
sider only the average results over the four topics,
we find that most methods/settings perform sim-
ilarly. This average result however hides signifi-
cant differences between the methods/settings and
opens the way for future research into a better un-
derstanding of how to select the best methods and
settings for different types of corpora.

7 Conclusions and future work

We have proposed combining source relevance in-
formation and translation quality estimates to rank
translated sentences and documents within groups
of texts on the same topic. The approach has
shown promising results and it is potentially use-
ful in different scenarios. These include applica-
tions where large numbers of documents with re-
dundant information are clustered together accord-
ing to certain criteria, for example, news on a given
topic in media monitoring and news analysis appli-
cations, or reviews on a given product/service, and
then machine translated to be published in other
languages. In this scenario, it would be wise to
select for publication only a subset of those doc-
uments whose translations are both relevant and
of good quality. Additionally, the identification of
relevant and high-quality sentences in documents
can be used to highlight portions of a document
that can be relied upon for gisting purposes, es-
pecially in cases where the reader does not have
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access to the source document.
In future work, we plan to investigate better

ways of combining the translation quality and rel-
evance scores, as well as further investigate the ef-
fects of methods and settings on different topics.
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Abstract 

Many effective adaptation techniques for 

statistical machine translation crucially 

rely on in-domain development sets to 

learn model parameters. In this paper we 

present a novel method that automatically 

generates the matching tune set for Ara-

bic-to-English MT with limited in-

domain data
1
. This technique improves 

our MT system over two baselines (tuned 

on data from the same domain but differ-

ent genres) by 1.2 and 3.5 BLEU points 

using significantly less tuning data (1/6 

and 1/2 of the baselines). Lexical and 

morphological features contribute to the 

success of our method in different ways. 

Generating tune sets using length distri-

bution also improves the system signifi-

cantly. Finally, our method obtains com-

petitive results in experiments where in-

genre tune sets are available. 

1 Introduction 

Adapting statistical machine translation (SMT) 

systems to different domains is a well-known and 

challenging problem. Many effective techniques 

developed for SMT adaptation crucially rely on 

in-domain development sets to learn model pa-

rameters or interpolation weights. For example, 

Koehn and Schroeder (2007); Ueffing et al., 

(2007); Matsoukas et al. (2009); Foster et al., 

(2010), to name a few. However, in some situa-

tions, in-domain data can be so limited and in a 
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few cases, no matching tune sets are available. 

Our problem falls into this category. 

Most existing work in domain adaptation for 

SMT focused on language models, translation 

models, lexicons and parallel training data 

(Koehn and Schroeder, 2007; Lü et al., 2007; Wu 

et al., 2008; Matsoukas et al., 2009; Foster et al., 

2010). Tune set adaptation shares a belief with 

other adaptation techniques that using training 

data similar to the test set (in domain, topic, and 

style) plays a critical role in SMT performance. 

A unique feature of this problem, however, is the 

high demands of matching quality. Many param-

eters in the SMT system are estimated using the 

tune set, so negative effects caused by noise 

(e.g., mismatch in topic and translation style) can 

be propagated easily. In fact, a large number of 

SMT domain adaptation techniques also adopted 

a general framework that requires a tune set to 

learn model parameters (Ueffing et al., 2007) or 

interpolation weights for data from different do-

mains (Koehn and Schroeder, 2007; Matsoukas 

et al., 2009; Foster et al., 2010).  

In this paper we present a highly effective 

method that automatically generates matching 

tune sets for an Arabic-to-English MT task with 

considerably limited in-domain data. Our method 

is based on the nearest neighbor approach and a 

novel n-gram based similarity metric. It gener-

ates the tune set by extracting the nearest neigh-

bors from a data set of mixed, different genres 

for each test segment. This method can be ap-

plied to any new test set because it only uses the 

source side of the test segments to find neigh-

bors. Word based and morphological tag based 

features were used to capture different similarity 

patterns between neighbors. Compared with two 

baseline systems, which were tuned on the full 

data set and one of its subsets, the MT system 

tuned on the automatically generated tune set 

increased the BLEU scores by 1.2 and 3.5 points 

(29.66 vs. 28.43 and 29.66 vs. 26.11), respective-
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ly. Furthermore, the tune sets generated by our 

method are much compact at only 1/6 and 1/2 the 

size of the baseline tune sets, respectively.    

Further experiments suggested that both lexi-

cal and morphological features contributed to the 

effectiveness of this method. Length distribution 

is another important factor that affected perfor-

mance. By using a length penalty score, our 

method naturally captured length distribution of 

the test set. Two comparative experiments with 

matching in-domain tune sets also obtained com-

petitive results, which confirmed the robustness 

of our method. Another contribution of our work 

is to provide empirical evidence for various fac-

tors that impact tune set quality. 

The rest of this paper is organized as follows. 

We reviewed related work in Section 2. In Sec-

tion 3, we introduce our translation problem and 

the specific difficulty we faced. The similarity 

measure and features used by our tune set gener-

ation method are discussed in Section 4. In Sec-

tion 5, we introduce the general techniques we 

used to adapt our MT system to the new domain. 

Experimental setup is described in Section 6 and 

experimental results and discussions are provided 

in Section 7. We conclude our paper in Section 8. 

2 Related Work 

Utiyama et al., (2009) used a nearest neighbor-

based approach to find optimal tune sets from a 

relatively large amount of in-domain parallel 

training corpora. Their method used the average 

of BLEU-1 to BLEU-4 scores to measure seg-

ment-level similarity. It outperformed a random 

sampling-based baseline by over 2 points in 

BLEU. Unlike their work, we developed a new 

similarity metric by observing the “bias nature” 

of BLEU in measuring segment-level similarity. 

Our experiments showed that our method was 

more effective in finding the matching tune set. 

Hui et al. (2010) described the strategy for 

choosing the best tune set from a list of available 

in-domain tune sets based on their similarities to 

the test set (measured by a modified BLEU 

score). Unlike their work, we constructed the 

tune set from scratch by using a segment-level 

similarity measure. 

Apart from tune set sampling and selection 

techniques mentioned above, some attempts have 

been made in sampling parallel training data. Lü 

et al., (2007) used the nearest neighbor-based 

method to generate a compact parallel training 

corpus that matched the test and tune sets. They 

used the standard TF-IDF weighting scheme to 

measure segment-level similarity. They observed 

that, over a threshold (1000 in their case) of the 

number of neighbors used, the MT performance 

would drop due to noisy data included. We ob-

served similar phenomena in our experiments (as 

discussed in Section 7.3) but the threshold was 

much lower (=2 in our case). This suggests that 

accurate matching is more demanding in tune set 

generation than in training set generation 

3 Problem Setting 

Our task is Arabic-to-English translation on im-

age text from the field (legal filings, etc.), which 

we will refer to as the Field Document domain. 

This task has limited in-domain data, with 0.4M 

translated words in total. We have a state-of-the-

art MT system trained on a large amount of out-

of-domain data, including 50M words of news-

wire and web bilingual data and 9 billion words 

of English text (to train the language model). 

This is a typical domain adaptation problem. 

A specific difficulty we faced in this task, 

however, is that the small size in-domain data 

was further divided into three genres: handwrit-

ten (HW), machine print (MP) and mixed-form 

(MX). The three genres have overlap in topics 

but are quite different in style. HW data are 

mainly fluent text and long sentences; MP data 

were extracted from printed forms and are main-

ly short phrases or segmented (diffluent) text; 

MX data were extracted from different forms 

with both printed and handwritten text, and are a 

more balanced mixture of fluent and diffluent 

text. Genre information was given at both docu-

ment-level and segment level. On average, an 

HW document has over 95% HW segments, an 

MP document has over 85% MP segments, and 

an MX document is more balanced, but still has 

over 65% MX segments
2
. It was required to re-

port translation scores on each genre at docu-

ment-level separately. Furthermore, the docu-

ment distribution for these three genres is ex-

tremely unbalanced: 1929 HW documents, 590 

MX documents and only 68 MP documents. 

Since MP data was so limited, we reserved all of 

them as the MP test set to ensure the reliability of 

the testing results.  

In sum, our task is to build MT systems for 

three genres with limited in-domain data, one of 

which is completely missing its genre-matched 

training data.  

                                                 
2
 The MX segments cannot be automatically divided into 

handwritten and printed parts for translation purpose. 
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4 Nearest Neighbor Based Automatic 

Tune Set Generation 

To automatically generate the matching tune set 

for the MP data, we used a nearest neighbor ap-

proach which was inspired by Utiyama et al. 

(2009). However, we developed a novel similari-

ty metric and exploited different n-gram features, 

which we believe better fit our problem. This 

was confirmed by our experimental results.  

4.1 Similarity Metric 

We defined a similarity metric that looks like 

BLEU (Papineni et al., 2002) but is significantly 

different in nature. 
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where t is a given test segment and c is the can-

didate segment. ni is any i order n-gram. 

)( ix ncount is the number of occurrences of ni in 

segment x. ),( tcmatchi
 looks like the precision 

score of BLEU but we treat c as the “reference” 

and t as the “hypothesis”
3
. So unlike BLEU pre-

cision, this score is not affected by the length of a 

candidate segment.   

len(x) is the number of occurrences of 1-

gram’s in segment x. 
)(

)()(

tlen

tlenclen 
 is the length 

penalty score, which penalizes the longer and 

shorter candidates equally. ),( tcsim  is the simi-

larity measure which combines the length penal-

ty score and the n-gram matching scores in a way 

similar to BLEU. N is the highest order of n-

grams used (N=4 in our case). 

The major difference between our measure 

and BLEU is that it uses only a symmetric length 

penalty score to enforce length matching, while 

BLEU relies on its precision score to penalize 

longer hypotheses and a non-symmetric length 

penalty score to penalize shorter ones. Simple 

mathematical calculation shows that BLEU, by 

its nature, favors longer hypotheses (i.e., candi-

date segments) than shorter ones when they have 

equal numbers of overlapping n-grams with the 

                                                 
3
 In practice, we omit the denominator of this item when 

ranking neighbors for a given test segment. 

reference (the given test segment) and their 

length distances from the test segment are equal. 

This bias is not a big issue when measuring simi-

larity among blocks of text but can be a problem 

when measuring segment-level similarity. This is  

why we designed a new similarity metric that 

handles length penalty in a different way. 

Since it is likely to get zero-valued
imatch 's at 

segment level, which will make their log values 

negative infinite, we uses a non-parametric ap-

proach to smooth our n-gram matching measure 

by adding 1 to the numerator and denominator of 

equation (1), as in equation (1)’. 
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We compared the length distribution of the 

tune sets generated by our method and by a 

BLEU-based similarity measure (Utiyama et al., 

2009). As shown in Fig. 1, the length distribution 

curve generated by our method (MP-AG, grey 

solid line) had less fluctuations than that generat-

ed by BLEU (black dotted line), compared with 

the curve of the MP test set (MP-test). Though 

length distribution is only one factor that impacts 

MT performance (to be discussed in Section 7.2), 

it gives us a clue that our measure is likely to 

achieve better MT performance (which was con-

firmed by our MT experiments).  

 
 

Figure 1. Length Distributions of the MP test 

set (MP-test), the tune sets generated by our 

method (MP-AG) and generated by BLEU 

4.2 N-gram Features 

We used two types of n-gram features: lexical 

based and morphological based.  

Lexical n-grams are strong indicators for text 

similarity, which were used by many previous 
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works to measure segment-level or data set level 

similarity (Lü et al., 2007; Utiyama et al., 2009; 

Hui et al., 2010). Intuitively, lexical 1-gram’s 

and 2-gram’s are good indicators of topical simi-

larity and higher order n-grams (n>2) are more 

responsible to capture similarity in styles. We 

extracted lexically-based n-grams from the 

source side (Arabic text without tokenization) of 

each bilingual sentence-pair. 

One issue with using lexical n-grams is that 

only exact matches are counted. In order to have 

a more generalized model, we also compute the 

similarity score using morphological tags. Arabic 

is a morphological rich language, so its morpho-

logical tags hopefully can provide us a good bal-

ance between accuracy and generalization. 

We used Sakhr Morphological Analyzer, a 

proprietary rule-based software, to generate the 

morphological tags for Arabic. The Sakhr tags 

are similar to English part-of-speech tags but 

have richer information about a word. For exam-

ple, a tag for an Arabic verb may indicate tense, 

number, gender and voice. We kept all this in-

formation in a tag (i.e., did not generalize fur-

ther) when matching morphological n-gram’s. 

Though less accurate, the generalization helps 

to capture more aspects in style similarity. For 

example, many MP segments contain names, 

dates and numbers. By using morphological fea-

tures, our method can discover segments that 

share the same sentence structures with an MP 

segment but do not necessarily contain the same 

names or numbers. 

We used these two types of features inde-

pendently. That is, we always find 2xn (n=1 in 

our experiments) nearest neighbors, n by lexical 

features and n by morphological features. 

4.3 Treatment of Duplicate Neighbors 

Since the nearest neighbors were extracted for 

each test segment, the resulting tune set had du-

plicate segments. We kept duplicate instances 

because the number of duplicates naturally re-

flected to which degree a selected segment fit the 

whole test set. In the real implementation, we 

refined our MT system to support segment level 

weighting for tune sets. That is, we used the non-

duplicate tune set with its segments weighted by 

the number of their duplicates. This sped up the 

training procedure, especially when there were 

many duplicates in the tune set or the system 

need to be tuned for much iteration. In Section 7, 

we only report the size of non-duplicate tune sets 

for all the experiments.     

5 MT System Description 

5.1 Baseline MT System 

We used a state-of-the-art hierarchical decoder in 

our experiments (Shen et al., 2008). The features 

it uses in decoding and n-best rescoring includes 

a small set of linguistic and contextual features, 

such as word translation probabilities, rule trans-

lation probabilities, language model scores, and 

target side dependency scores. In addition, it uses 

a large number of discriminatively tuned fea-

tures, similar to those described in (Chiang et al. 

2009). The system used a 3-gram language mod-

el (LM) for decoding and a 5-gram LM for 

rescoring. Both LMs were trained on billions of 

words of English text in news and web blogs. 

Feature scores are combined with a log-linear 

model. The feature weights were set by optimiz-

ing the BLEU score on the tune set. 

5.2 Domain Adaptation 

The general framework we used to adapt our 

baseline MT system to the new domain follows 

the line of Koehn and Schroeder (2007). We 

trained a separate language model using the 

target side of our in-domain parallel training 

data, and discriminatively estimated the 

interpolation weight with the standard language 

model. To adapt the translation model, we 

discriminatively estimate separate feature 

weights and penalties for rules extracted from the 

in-domain and out-of-domain parallel training.  

This adaptation procedure improved the re-

sults on the HW test set by 8 points of BLEU and 

TER (see Table 1). We used this system in all the 

experiments on tune set generation. 

 

Condition BLEU TER 

 Train: News 

Tune: News 

19.99 61.58 

Train: News+Field 

Tune: Field 

28.23 53.33 

Table 1. Baseline scores before/after adaptation 

 

It is worth noting that the MT systems we de-

veloped will be applied on the output from a 

state-of-the-art optical character recognition 

(OCR) system. Because the OCR errors usually 

reduce MT performance significantly, we only 

used the transcribed text to develop our MT sys-

tem and applied the final system on the OCR 

output with all the system parameters fixed. 

Therefore, we reported our experimental results 

mainly on the transcribed text, except that we 
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provided the MT performance scores on the OCR 

input of the MP genre in order to show the gain 

from using our method was applicable to the 

noisy input from OCR. 

6 Experimental Setting 

6.1 Data Sets 

As introduced in Section 3, in our problem, there 

was limited in-domain data in the Field Docu-

ment domain and the document distribution for 

the three genres was unbalanced. 

We reserved all 68 MP documents for the MP 

test set. To create a tune set for this genre, we 

randomly picked MP-labeled segments from 153 

HW documents and 229 MX documents. This 

formed the first baseline in our automatic Tune 

set generation experiments. The second baseline 

was the single big tune set by merging the MP, 

HW and MX tune sets (called ALL-tune).  

The test and tune sets for the MX and HW 

genres were randomly picked documents with 

the same genre labels.  The remaining documents 

were used as the parallel training data for extract-

ing in-domain translation rules and training the 

in-domain LMs. Table 2 summarizes our data set 

division.     

 

Data Set Num of 

segments 

Source 

MP-test 1,093 MP 

HW-test 3,150 HW 

MX-test 2,400 MX 

MP-tune 1,876 MX,HW 

HW-tune 2,730 HW 

MX-tune 2,522 MX 

All-tune 7,091
4
 HW, MX 

Parallel-training 25,864 MX,HW 

Table 2. In-domain Data Division 

 

We used the same parallel training data in all 

the experiments described in this paper to com-

pare the pure effects from different tune sets. In 

practice, after we determine the specific tune set 

for each genre, we can add all the unselected data 

to parallel training to maximize the gains. 

6.2 Experimental Conditions 

In the MP experiments, we compared MT 

performance using our method (Auto-Gen) with 

the following baseline conditions:  

                                                 
4
 The MP-tune and HW-tune sets have a small portion of 

overlap, so the number of segments in All-tune is slightly 

different from the sum of MP-tune, HW-tune and MX-tune. 

 

 MP: MP-tune 

 ALL: All-tune 

 BLEU-1: tune set extracted from All-tune by 

duplicating the method described in (Utiya-

ma et al., 2009); use lexical features only   

 BLEU-2: same as BLEU-1; use both lexical 

and morphological features  

  

To separate various factors that impact the ef-

fectiveness of our method, we compared four 

Auto-Gen conditions where the segment-level 

similarity was measured in different ways: 

 
 Len: only use the length penalty measure in 

Eq. 2 to measure the segment similarity  

 Len+Lex: use the full Eq. 2 but only use lex-

ical based n-grams 

 Len+Mrf: use the full Eq. 2 but only use 

morphological based n-grams 

 Len+Lex+Mrf: our complete method  

 

We also tested our method on the other two 

genres in the three conditions similar to the MP 

experiments: Auto-Gen, HW/MX, ALL. How-

ever, because HW-tune and MX-tune are in the 

same genre as their test sets, they are actually 

upper-bound in some sense rather than baselines. 

ALL is also harder to beat because 1/3~2/5 tune-

ALL segments are from the same genre as the 

HW (or MX) test set. Nevertheless, the results on 

these two genres can add evidence on how well 

our method works.  

7 Results 

Table 3 showed the results on the MP test set 

using automatic tune set generation. The system 

using our complete method (Len+Lex+Mrf) 

outperformed the system tuned on the MP tune 

set (MP) by 3.5 points in BLEU and 3 points in 

TER. Furthermore, the automatically generated 

tune set was more compact, with its size only 

about half of the MP tune set. Compared with 

using all the tuning data (ALL), our method 

achieved 1.2 points gain in the BLEU score and 

0.9 point gain in TER. This gain was also signifi-

cant, especially when considering that it only 

used about 1/6 of all the tuning data.  

 Surprisingly, MT performance using the MP 

tune set (MP), which was composed of MP seg-

ments from the HW and MX genres, was signifi-

cantly lower than using all the tuning data (ALL). 

Further data analysis suggested that the un-

matched length distribution between the MP tune 

set and the MP test set and the low vocabulary 
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coverage were the two culprits for the perfor-

mance drop. The lesson learned here is we 

should not fully trust segment-level genre labels 

to find a matching tune set. We will discuss this 

in greater details in Sections 7.1 and 7.2. 

We further compared our method with the 

method (BLEU-1) as described by Utiyama et al. 

(2009). They used the averaged BLEU-i scores (i 

=1, 2, 3, 4) to measure segment-level similarity 

and extracted 2 nearest neighbors for each test 

segment. The results showed that our method 

performed better, with 1.5 point gain in BLEU 

and 1.2 point gain in TER.  

To verify the appropriateness of the various 

considerations we had in designing our similarity 

measure, we compared our method with another 

method (BLEU-2) that used the averaged BLEU-

i scores (i =1,2,3,4) as the similarity measure and 

used the same lexical and morphological n-gram 

features as ours. Compared with BLEU-2, our 

method had 1.1 point gain in BLEU and the same 

TER value. BLEU-2 is better than BLEU-1 

(0.54 point gain in BLEU and 1.2 point gain in 

TER), suggesting that using morphological fea-

tures is helpful. We will have more discussions 

in this aspect in Section 7.2. 

 

Tune Set Num 

Segs 

BLEU TER 

  MP 1,876 26.11 54.81 

ALL 7,091 28.43 52.76 

Len+Lex+Mrf 1,081 29.66 51.82 

BLEU-1 1,168 28.03 53.04 

BLEU-2 1,084 28.57 51.89 

Table 3. MT Performance on Transcribed MP 

Test Set Using Different Tune Sets  

 

Further experiments confirmed that the MT 

system developed on the automatically generated 

MP tune set achieved consistent gains on the in-

put with OCR errors (word error rate=9.4%), as 

shown in Table 4. 

 

Tune Set BLEU TER 

 MP 24.26 57.60 

ALL 26.24 56.12 

Len+Lex+Mrf 27.11 55.23 

Table 4. MT Performance on OCR output of 

MP Test Set by Using Different Tune Sets 

7.1 Effect of Length Distribution 

To investigate the significant performance drop 

by using the MP tune set, we compared the seg-

ment-level length distribution of this set and the 

MP test set. The difference was obvious (see Fig.  

2, dotted line vs. black solid line). In contrast, the 

length distribution of the in-genre tune sets for 

the HW and MX data matched their test sets well 

(we omit the figures here due to space limits). 

This suggests that the MP segments from the 

HW and MX documents are significantly differ-

ent from the MP test data.  

 
Figure 2. Length Distributions of MP-test, 

MP-tune and the tune set generated by Auto-Gen 

(Len+Lex+Mrf) 

 

Intuitively, length distribution is a good indi-

cator for the style of text from different sources. 

Therefore keeping similar length distribution is 

essential to getting a good matching tune set. Our 

similarity measure (as defined in Eq. 2) used a 

length penalty score to enforce length similarity 

among neighbors. The length distribution of the 

tune set generated by our method fit that of the 

MP test set very well (Fig. 2, grey line vs. black 

solid line). To separate the effect of this factor 

from other factors like n-gram based matching, 

we compared our method with a method that 

used only the length similarity (or penalty) scores 

to rank the neighbors of a test segment. For a fair 

comparison, we extracted two nearest neighbors 

for a test segment in both methods. If a test seg-

ment has more than two equally-nearest neigh-

bors measured by length, we randomly picked 

two segments from them.  

As expected, the length distribution of the tune 

sets generated by length-based sampling fit the 

MP test set well. The MT experiments (Table 5) 

showed that using the length similarity itself 

(Len) improved system performance by 1.4 

points of BLEU and 1.1 points of TER scores 

over the MP baseline, but still significantly 

worse than using our complete method 

(Len+Lex+Mrf). These results suggest that 
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modeling length distribution is useful but by it-

self won’t guarantee to find the best tune set.   

 

Tune Set Num 

Segs 

BLEU 

 

TER 

 

  MP 1,876 26.11 54.81 

Len 1,338 27.58 53.79 

Len+Lex+Mrf 1,081 29.66 51.82 

Table 5. Effect of Length Distribution on 

Finding Matching Tune Sets 

7.2 Lexical vs. Morphological N-grams 

To separate the contributions from the lexical 

and morphological n-gram features, we com-

pared our method with two other methods that 

used the same similarity measure but used only 

the lexical or the morphological features. The 

results (Table 6) showed that neither type of fea-

tures (Len+Lex or Len+Mrf) was as effective as 

their combination (Len+Lex +Mrf) in improving 

the MT scores, though they all outperformed the 

MP baseline. 

As discussed in Section 4.2, the lexical n-

grams are expected to characterize topical simi-

larity to a greater degree than the morphological 

features. To estimate the topical similarity among 

different data sets, we compared the out-of-

vocabulary (OOV) rates
5
 (against the MP test set) 

of the tune sets generated by the above three 

methods. As shown in Table 6, the tune set gen-

erated by lexical n-gram matching had smaller 

OOV rate than morphological n-gram matching 

(36.34 vs. 36.84). Combining them reduced the 

OOV rate by over 4 percent to 32.18. The higher 

OOV rate of the MP tune set (45.51) further sug-

gests that this set is less similar to the MP test set. 

7.3 Effect of Increasing Neighbors 

Given that Len+Lex was better than Len+Mrf  

in both the OOV rate and the MT performance, 

one may question if using only lexical features 

and 2 nearest neighbors will be better. In fact, 

this method (Len+2Lex in Table 6) was worse 

than Len+Lex, though it had a lower OOV rate. 

One possible reason is the noise introduced by 

using more, but less similar, neighbors. Further 

experiments (comparing 2xn, n=1, 2, 3, 5, 10, 

nearest neighbors) showed that using more 

neighbors decreased the MT performance (Table 

7). This result suggests a trade-off between pre-

cision (accurate matching) and recall (enlarging 

                                                 
5
 The OOV rate numbers are high because the lexicons gen-

erated from the tune sets (several thousand segments) are 

small.   

the vocabulary). Unlike training corpora creation 

where increasing vocabulary coverage had a 

privileged priority (Biçici and Yuret, 2011), ac-

curate matching (similarity) is more important 

for tune set generation.   

 

Tune Set OOV 

(%) 

Num 

Segs 

BLEU 

 

TER 

 

 MP 45.51 1,876 26.11 54.81 

Len+Lex  36.34 682 28.16 52.99 

Len+Mrf 36.84 616 27.18 52.70 

Len+Lex 

+Mrf 

32.18 1,081 29.66 51.82 

Len+2Lex 32.98 1,176 27.32 52.62 

Table 6. Effect of Lexical vs. Morphological 

Features on Finding the Matching Tune Sets 

 

n 1 2 3 5 10 
OOV 32.18 29.44 28.09 25.94 24.80 

BLEU 29.66 28.78 28.31 27.99 27.75 

Table 7. Effect of Increasing Neighbors (each 

experiment used 2xn nearest neighbors) 

 

Tune Set Num 

Segs 

BLEU TER 

  HW 2,730 28.23 53.33 

ALL 7,091 28.09 52.85 

Random 2,369 27.09 53.11 

Len+Lex+Mrf 2,350 27.65 52.98 

Table 8. MT Performance on Transcribed 

Handwritten Test Set Using Different Tune Sets 

 

7.4 Experiments on HW and MX Test Sets 

We also applied our tune set generation method 

on the HW and MX data. The results showed that 

the HW tune set (HW) outperformed our method 

(Len+Lex+Mrf) by 0.6 point BLEU and 0.4 

point TER (Table 8) and the MX tune set (MX) 

outperformed by 0.9 point BLEU and 0.6 point 

TER (Table 9). The within 1 point performance 

drop was acceptable since the HW and MX tune 

sets, which were randomly picked from the same 

genres as their test sets, were similar to their test 

sets already (measured by the length distribution 

and the OOV rates). Comparing with the ran-

domly generated tune sets (Random) in the same 

size, our method improved the MT performance 

by 0.6 BLEU points on the HW test set and 0.7 

BLEU points on the MX test set.   

Comparing with using all the tuning data 

(ALL), our method achieved close performance 

(within 0.1~0.4 points in BLEU and TER) while 

using much less data (1/4~1/3). The total amount 
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of CPU time required to run tuning is thus re-

duced to 1/4~1/3 of the original cost, since this 

time is directly proportional to the size of the 

tune set. The time required to run our tune set 

selection procedure is well over 100x faster than 

the tuning itself, so it is not a significant factor in 

the total run time. This added further evidence to 

the robustness and effectiveness of our method.  

 

Tune Set Num 

Segs 

BLEU 

 

TER 

 

  MX 2,522 37.05 42.95 

ALL 7,091 36.48 43.71 

Random 1,808 35.44 44.41 

Len+Lex+Mrf 1,790 36.12 43.52 

Table 9. MT Performance on Transcribed 

Mixed Test Set Using Different Tune Sets 

8 Conclusions 

This paper presents a novel method to automati-

cally generate matching tune sets for MT tasks 

with limited in-domain data. With this method 

our MT system achieved significantly better per-

formance (measured by BLEU and TER scores) 

than two baseline systems using significantly less 

tuning data. The performance gains were con-

sistent on input text with OCR errors. This meth-

od also achieved competitive results on two other 

MT tasks with in-genre tune sets. In addition, we 

provide empirical evidence that length distribu-

tion modeling, lexical and morphological n-gram 

matching are all important factors contributing to 

the success of our method. They were able to 

capture topical and style similarities in different 

ways. We also showed that, compared with par-

allel training data extraction and generation, pre-

cision (accurate matching) was more important 

than recall (increasing vocabulary coverage). In 

the future, we hope to extend this method to 

training data creation for MT with limited in-

domain data in an active learning framework. 
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Abstract

This paper reports a set of domain adap-
tation techniques for improving Statisti-
cal Machine Translation (SMT) for user-
generated web forum content. We inves-
tigate both normalization and supplemen-
tary training data acquisition techniques,
all guided by the aim of reducing the num-
ber of Out-Of-Vocabulary (OOV) items in
the target language with respect to the
training data. We classify OOVs into a set
of types, and address each through ded-
icated normalization and/or supplemen-
tary training material selection-based ap-
proaches. We investigate the effect of
these methods both in an additive as well
as a contrastive scenario. Our findings
show that (i) normalization and supple-
mentary training material techniques can
be complementary, (ii) for general forum
data, fully automatic supplementary train-
ing data acquisition can perform as well
or sometimes better than semi-automatic
normalization (although tackling different
types of OOVs) and (iii) for very noisy
data, normalization really pays off.

1 Introduction

Web-forums are rich sources of user-generated
content on the web. The increasing popularity of
technical forums have motivated major IT compa-
nies like Symantec to create and support forums
around their products and services. For individual
users or larger customers, such forums provide an
easy source of information and a viable alternative
to traditional customer service options. Being a

c© 2012 European Association for Machine Translation.

multinational company, Symantec hosts its forums
in different languages (English, German, French
etc), but currently the content is siloed in each
language. Clearly, translating the forums to make
information available across languages would be
beneficial for Symantec as well as its multilingual
customer base. This forms the primary motivation
of techniques presented here.

Despite growing interest in translation of forum
data (Flournoy and Rueppel, 2010), to date, sur-
prisingly little research has actually focussed on
forum data translation (Roturier and Bensadoun,
2011). Compared to professionally edited text,
user-generated forum data is often more noisy, tak-
ing some liberty with commonly established gram-
mar, punctuation and spelling norms. For our re-
search, we use translation memory (TM) data from
Symantec, which is part of their corporate doc-
umentation, professionally edited and generally
conforming to the Symantec controlled language
guidelines. On the other hand, our target data (fo-
rum) is only lightly moderated and does not con-
form to any publication quality guidelines. Hence
despite being from the same IT domain, there is a
significant difference in style between the training
and the test data. In this paper, we focus our efforts
on systematically reducing this difference through
the use of both normalization and supplementary
training material acquisition techniques.

Our research was conducted on English to Ger-
man (En–De) and English to French (En–Fr) lan-
guage directions. To identify the differences be-
tween the TM and forum data, we focus on the
OOV words in the English forum data with respect
to the source side (English) of the TM data. We
classify OOVs into different categories which re-
quire independent attention. In order to optimally
handle each individual category, different tech-
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niques were developed to make the forum-based
test sets better resemble the training data. For the
first category – containing tokens such as URLs,
paths, registry entries, and memory addresses –
regular expressions were used to capture the to-
kens and replace them with unique place-holders.
The second category included valid words inad-
vertently fused by punctuation characters (espe-
cially ‘.’) which required a training data-guided
splitting technique. The third category compris-
ing spelling errors were handled by an off-the-
shelf automatic spell checker. Additionally the
spell checker was trained with ‘in domain’ data to
make it aware of the domain-specific terms to im-
prove the quality of spell checking. For the fourth
category of OOVs – valid words not occurring in
the training data – various supplementary ‘out-
of-domain’ bitext training data were automatically
searched. For every OOV in this category, parallel
sentence pairs from different ‘out-of-domain’ data
were added to the ‘in-domain’ training data to im-
prove the coverage of the translation models.

While improving translation quality by reduc-
ing OOVs is the primary objective of our research,
we are particularly interested in the effect of spell
checking on translation quality of forum data with
various degrees of noise. Furthermore, we com-
pare the relative improvements provided by the
normalization to supplementary data selection to
justify the effectiveness of the respective tech-
niques. The rest of the paper is organized as fol-
lows: Section 2 briefly reviews relevant related
work. Section 3 provides a detailed discussion
on the normalization techniques as well as the ac-
quisition of supplementary training material. Sec-
tion 4 presents the datasets and the experiments
and corresponding results, followed by our conclu-
sions and pointers to future work in Section 5.

2 Related Work

The technique of using ‘out-of-domain’ datasets
to supplement ‘in-domain’ training data has been
widely used in domain adaptation of SMT. Infor-
mation retrieval techniques were used by Eck et
al. (2004) to propose a language model adaptation
technique for SMT. Hildebrand et al. (2005) uti-
lized this approach to select similar sentences from
available bitext to adapt translation models, which
improved translation performance. Habash (2008)
used spelling expansion, morphological expan-
sion, dictionary term expansion and proper name

transliteration to enhance or reuse existing phrase
table entries to handle OOVs in Arabic–English
MT. More recently an effort to adapt MT by min-
ing bilingual dictionaries from comparable corpora
using untranslated OOV words was carried out by
Daume III and Jagarlamudi (2011).

Our current line of work is related to the work
reported in Daume III and Jagarlamudi (2011) and
that of Habash (2008). In our case, however, the
target domain (web-forum) is different from the
training data (Symantec TMs) more in terms of
style rather than actual domain (Banerjee et al.,
2011). Secondly, in contrast to mining comparable
data for bilingual dictionary extraction (Daume III
and Jagarlamudi, 2011), we exploit sentence pairs
from available parallel training data to handle un-
translated OOVs. Moreover, mining supplemen-
tary parallel data guided by OOVs is used as a
technique complementing the normalization-based
approaches to reduce specific types of OOVs in
the target domain. We classify OOVs into dif-
ferent categories and treat each of them sepa-
rately. In contrast to extending the phrase table
entries (Habash, 2008) our normalization methods
mostly comprise pre- and post-processing tech-
niques. Finally we also present a comparison be-
tween the normalization and supplementary train-
ing data acquisition techniques for different error
density-based scenarios of the target domain. To
the best of our knowledge, the use of ‘domain-
adapted’ spell checkers to reduce OOV rates in the
target domain is novel, and is one of the other main
contributions of the paper.

3 Normalization and Supplementary
Data Selection Techniques

This section introduces the datasets used for the
experiments followed by the adaptation techniques
used in the experiments.

3.1 Datasets

The primary training data for our experiments con-
sisted of En–De and En–Fr bilingual datasets in the
form of Symantec TMs. Monolingual Symantec
forum posts in German and French along with the
target side of the TM training data served as lan-
guage modelling data. In addition, we also had a
collection of posts from the original Symantec En-
glish forums acquired over a period of two years
which formed the basis of our OOV category esti-
mation. The development (dev) and test sets used

170



in our experiments were randomly selected from
this particular data set. Table 1 reports the amount
of data used for all our experiments.

Data Set En–De En–Fr

Bi-text
Symantec TM 832,723 702,267
Development Set 500 500
Test 1 2,022 2,022
Test 2 600 600

Monolingual
English Forum 1,129,749
German Forum 42,521
French Forum 41,283

Table 1: Number of Sentences for training, development and
test sets, and forum data sets

As reported in Table 1, we used two different
test sets, for our experiments. The first one (Test-
1) was randomly chosen from the English forum
data. Since one of our objectives was also to in-
vestigate a scenario with a high density of spelling
errors, typical for some forum posts, the second
test set (Test-2) was selected to simulate a higher
proportion of noise (approximately one spelling
error in every two test set sentences). This was
achieved by flagging the remaining forum dataset
(after removing the Test-1 sentences), using an au-
tomatic spell checker, and randomly selecting sen-
tences with spelling errors followed by a manual
review. Both these test sets were manually trans-
lated following basic guidelines for quality assur-
ance. The randomly chosen dev set was translated
using Google Translate,1 and manually post-edited
by professional translators following guidelines2

for achieving ‘good enough quality’.

3.2 OOV Categorization

The remaining (after dev and test set selection)
English forum data, comprising over 1.13M sen-
tences (around 17.5M words), were used to com-
pute OOV words in the forum domain with re-
spect to the training data, using a unigram lan-
guage model estimated on the source side of the
training data. Manual inspection of the OOV word
list identifies the following general categories:

1. Maskable Tokens (MASK): URLs, paths,
registry entries, email addresses, memory lo-
cations, date and time tokens and IP addresses
or version numbers.

2. Fused Words (FW): Two or more valid tokens
concatenated using punctuation marks like ‘.’.

1http://translate.google.com/
2http://www.translationautomation.com/machine-translation-
post-editing-guidelines.html

3. Spelling Errors (SPERR): Spelling errors or
typos.

4. Valid Words (VAL): Valid words not occur-
ring in the training data.

5. Non-Translatable (NTR): Tokens compris-
ing standalone product and service names
and numbers (not part of Category-1 tokens)
which ideally should not be translated.

Table 2 depicts the percentage of the OOV word
categories in the English forum data and the two
test sets with respect to the En–De and En–Fr TM-
based source data sets. Comparing the category-
wise percentage figures on the two test sets (Test-
1 and Test-2) clearly show the distribution of the
categories in Test-1 is similar to that of the orig-
inal Forums. Test-2 shows a higher percentage of
SPERR tokens as it had been consciously designed
to have high spelling error density. The figures
also depict the relative importance of the specific
OOV categories in forum-style data, with non-
translatable (NTR) and maskable tokens (MASK)
covering nearly 75% of the OOV range.

OOV
Type

En–De En–Fr
Forum Test-1 Test-2 Forum Test-1 Test-2

MASK 25.68 21.33 9.93 25.47 19.43 9.83
FW 8.89 4.11 2.05 8.75 3.71 2.00
SPERR 10.41 12.64 52.91 10.45 12.29 52.67
VAL 6.38 14.06 12.33 6.74 18.86 12.17
NTR 48.64 47.87 22.77 48.60 45.71 23.33

Table 2: Category-based percentage of OOVs in the English
forum and two test data sets

Different normalization techniques used to in-
dependently address each of these OOV categories
are detailed below.

3.3 Regular Expression-based Normalization
For the normalization of MASK OOVs we devel-
oped a set of regular expressions to identify to-
kens. These were replaced with unique place-
holders. These replacements were then applied
uniformly over all data sets (TM and forum) in
a pre-processing step. Most of the tokens in this
category were multi-word tokens, and this method
allowed them to be treated as single tokens dur-
ing the translation process. This not only helped in
maintaining the internal ordering of words within
such tokens but also ensured that none of the terms
within such a token were translated.

3.4 Fused Word Splitting
To handle FW tokens which comprise two or more
valid words fused using a period (‘.’) symbol, we
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identified all tokens which had a period symbol
flanked by alphabetic characters. However, since
a large number of valid file names, website names
or abbreviations (e.g. N.I.S., explorer.exe, shop-
ping.aol.com, etc.) were also identified, we used
heuristics based on the training data to identify the
valid ones. Lists of known file extensions (e.g. exe,
jar, pdf, etc.) and website domain extensions (e.g.
com, edu, net, gov, co.uk, etc.) were used to fil-
ter out file names and website names. Finally we
used a dictionary built on the training data. Every
split was validated against the dictionary, with the
constraint that all its constituent splits had to oc-
cur in this dictionary. This normalization was only
applied on the dev and test sets as the TM training
data was assumed to be clean of such fused words.

3.5 spell checker-based Normalization
A considerable amount of the OOVs in the un-
normalized forum data comprise spelling errors
or typos (SPERR). We used an off-the-shelf spell
checker (cf. Section 4.2) to identify and correct
these tokens so that they mapped to valid words
(preferably in the training data). While the ready-
to-use spell checker worked well for most of the
spelling errors in general-purpose English words,
it flagged a lot of ‘in-domain’ ( technical) words.
Hence we adapted the spell checker to the do-
main. This was achieved by generating glossary
lists from the source side of the TMs and adding
them to the spell checker dictionary. Furthermore,
the spell checking models had to be retrained using
the source side of ‘in-domain’ data from TMs. The
adaptation of the spell checker helped us to elimi-
nate most of the false positives flagged by the orig-
inal unadapted spell checker. The errors flagged by
the spell checker were replaced with the highest
ranking suggestion from the spell checker. As in
Section 3.4, the spelling corrections were applied
only to the test sets to ensure a reduction in the
number of spelling error-based OOVs.

3.6 Supplementary Data Selection
To take care of the VAL tokens which are valid
words but absent in the training data, we explored
techniques of mining supplementary data to im-
prove the chances of successfully translating these
tokens. We used the following freely available par-
allel data collections as potential sources of sup-
plementary data:

1. Europarl (Koehn, 2005): Parallel corpus com-
prising of the proceedings of the European

Parliament.
2. News Commentary Corpus: Released as a

part of the WMT 2011 Translation Task.3

3. OpenOffice Corpus: Parallel documentation
of the Office package from OpenOffice.org,
released as part of the OPUS corpus (Tiede-
mann, 2009).

4. KDE4 Corpus: A parallel corpus of the
KDE4 localization files released as part of
OPUS.

5. PHP Corpus: Parallel corpus generated from
multilingual PHP manuals also released as
part of OPUS.

6. OpenSubtitles2011 Corpus:4 A collection of
documents released as part of OPUS.

7. EMEA Corpus: A parallel corpus from the
European Medical Agency also released as
part of OPUS corpus.

To select relevant parallel data, we queried each
of the parallel corpora with the VAL OOV words
and added sentence pairs containing the OOVs into
the existing ‘in-domain’ parallel corpora. During
the selection process, the number of parallel sen-
tences selected for any particular OOV item was
restricted to a threshold of 500 for En–De and 67
for En–Fr. This was done to limit the size of the
selected ‘out-of-domain’ supplementary data such
that it did not exceed the size of the TM-based (in-
domain) training data. The target sentences of the
selected parallel data were added to the language
model to ensure language model adaptation. This
process allowed us to cover 87.55% and 92.13% of
VAL OOVs for En–De and En–Fr language pairs,
respectively.

3.7 OOV Tokens Unsuitable for Translation

The last remaining category of OOVs (NTR) rep-
resents tokens for which translation was usually
unnecessary. Most of these comprised product or
service names, names of the forum users or nu-
meric tokens. This class of tokens was not explic-
itly handled under the assumption that due to their
absence from the training data (and hence from the
phrase table), they would be preserved during the
translation process in the standard SMT setup.

3http://www.statmt.org/wmt11/translation-task.html
4http://www.opensubtitles.org/
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4 Experiments and Results

4.1 Pre- and Post-Processing

Prior to training, all the bilingual and monolin-
gual data were subjected to tokenization and lower
casing using the standard Moses pre-processing
scripts. However, for the regular expression-based
normalization, the standard tokenizer is slightly
modified to ensure that unique placeholders (Sec-
tion 3.3) are not tokenized. During the replace-
ment process a mapping is maintained between the
unique placeholders, the line number and the ac-
tual token replaced. This mapping file is used later
in the post-processing step to substitute the actual
tokens in the position of the unique placeholders.
For target sentences having multiple placeholders
of the same type, the corresponding actual tokens
are replaced in the order in which they appeared in
the source.

4.2 Tools

For all our translation experiments we used Open-
MaTrEx (Dandapat et al., 2010), an open source
SMT system which wraps the standard log-linear
phrase-based SMT system Moses (Koehn et al.,
2007). Word alignment was performed with
Giza++ (Och and Ney, 2003). The phrase and
reordering tables were built on the word align-
ments using the Moses training script. The fea-
ture weights for the log-linear combination of the
feature functions were tuned using Minimum Er-
ror Rate Training (Och, 2003) on the devset in
terms of BLEU (Papineni et al., 2002). We used 5-
gram language models in all our experiments cre-
ated using the IRSTLM (Federico et al., 2008) lan-
guage modelling toolkit using Modified Kneser-
Ney smoothing. Results of translations in every
phase of our experiments were evaluated using
BLEU and TER (Snover et al., 2006).

For the spell checking task we used a combina-
tion of two off-the-shelf spelling correction toolk-
its. Using the ‘After the Deadline toolkit’ (AtD)5

as our primary spell checker, we also used a Java
wrapper on Google’s spellchecking API6 to sup-
plement the AtD spell checking results. However,
the ‘in-domain’ adaptation of the spell checker
(Section 3.5) could only be achieved for the AtD
spell checker.

5http://open.afterthedeadline.com/
6http://www.google.com/tbproxy/spell?lang=en&hl=en

4.3 Experimental Results

Table 3 shows the different BLEU and TER scores
for translations subject to each category of normal-
ization and supplementary data selection, along
with the percentage of OOV word reduction they
result in, for both the test sets under considera-
tion. The last row of the table reports the results
for translating only regular expression-based nor-
malized test sets (without the other normalizations)
using supplementary training data enhanced mod-
els.

The experiments were carried out in five differ-
ent phases, each focussing on reducing one cate-
gory of OOV words in the English forum data. For
the baseline translation and language models, the
TM and forum data was subjected to only basic
clean-up such as dropping empty lines and very
long sentences (more than 100 tokens). The base-
line testsets were then subjected to the following
adaptations in a cumulative step-by-step manner:

1. Regex: Regular Expression-based normaliza-
tion for the reduction of MASK OOVs.

2. Wrd-Split: Heuristic-based tokenization for
normalization of FW OOVs.

3. Spell-Chk: Off-the-shelf spell checking
based normalization for reducing SPERR.

4. Adapted-Spell-Chk (Ada SpChk): spell
checking using domain adapted spell check-
ers to reduce false positive flags.

5. Sup-data: Supplementary data selection and
addition to enrich existing models to reduce
VAL OOVs.

The final experimental step (Regex+Sup) did not
involve any specific normalization, but was rather
performed to investigate the effect of supplemen-
tary data selection on regex-based normalized test
sets without any other normalizations.

As the results in Table 3 show, regular
expression-based normalization results in a 0.55
absolute (2.12% relative) BLEU point improve-
ment in En–De translations and a 0.66 absolute
(1.93% relative) BLEU point improvement for
En–Fr translations for Test-1. For Test-2, the
improvements are 0.31 absolute (1.45% relative)
BLEU points and 0.38 absolute (1.26% relative)
BLEU points for En–De and En–Fr, respectively.
While the Test-1 improvements are statistically
significant at p=0.05 level using bootstrap resam-
pling (Koehn, 2004), the Test-2 improvements are
not statistically significant. The TER scores also
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Normaliz-
ation

En–De En–Fr
Test-1 Test-2 Test-1 Test-2

OOV BLEU TER OOV BLEU TER OOV BLEU TER OOV BLEU TER
Baseline – 25.98 0.6407 – 21.32 0.6361 – 34.14 0.5250 – 30.27 0.5405
Regex 21.33 26.53∗ 0.6372 9.42 21.63 0.6332 19.43 34.80∗ 0.5179 9.67 30.65 0.5402
Wrd-Split 3.48 26.59 0.6380 1.54 21.68∗ 0.6284 3.14 34.89 0.5178 1.50 30.77∗ 0.5386
Spell-Chk 8.06 26.78 0.6365 37.16 22.50∗ 0.6279 8.57 35.10 0.5158 36.17 31.60∗ 0.5303
Ada-SpChk 4.27 26.92 0.6299 11.30 23.17∗ 0.6174 3.57 35.33 0.5121 11.00 32.28∗ 0.5128
Sup-data 13.74 27.86∗ 0.6207 13.53 24.08∗ 0.5923 17.43 36.04∗ 0.5024 15.17 33.75∗ 0.5043
Regex-Sup 13.74 27.45 0.6242 13.53 23.01 0.6191 17.43 35.55 0.5068 15.17 31.96 0.5178

Table 3: Translation Results after normalization and supplementary data selection. The OOV column indicate the percentage
of total OOVs reduced in each step. ∗ denote statistically significant improvement over the scores in previous row.

show a decreasing trend which also suggest trans-
lation quality improvement. The reason behind
this may be attributed to the larger percentage of
category-1 tokens in Test-1 compared to Test-2.
The number of OOV words is reduced by 135 and
136 on Test-1 and 55 and 58 on Test-2 with respect
to different training data sets. The improvements
result from the fact that this normalization helps to
maintain intra word ordering within MASK tokens
and avoid translation of constituent sub-tokens.
The first example in Table 4 clearly depicts this
particular behaviour for MASK tokens.

Using the fused word splitting technique on the
regex-processed testsets, the scores improve only
by 0.06 absolute (0.23% relative) BLEU points
and 0.09 (0.26% relative) absolute BLEU points
on Test-1 over the previous normalization scores,
for En–Fr and En–De respectively. For Test-2 the
improvements are 0.05 absolute (0.23% relative)
BLEU points and 0.12 absolute (0.39%) BLEU
points for En–De and En–Fr translations, respec-
tively. Despite the marginal improvement, the im-
provements for Test-2 were statistically significant
at p=0.05 level. Improvements in Test-1 were not
significant. The reason for the marginal improve-
ment becomes apparent when observing the low
percentage of OOV’s (Table 3) reduced by this
mechanism. However, the percentage of category-
2 tokens in test-2 is nearly double that of Test-1
which may explain the statistical significance of
the improvements gained.

As expected, handling the spelling errors using
spell checkers had a profound effect on the reduc-
tion of OOV words for the high density spelling er-
ror testset, Test-2. Using the adapted spell checker
on this test set, we achieve an improvement of 1.49
absolute (6.87% relative) BLEU points for En–De
and 1.51 absolute (4.9%) BLEU points for En–Fr
translations. This corresponds to a total reduction
(combining reductions for unadapted and adapted
spell checking) of 283 OOVs for both En–De and

En–Fr test sets. The overall improvement when us-
ing spell checkers over the previous normalization
results were statistically significant at the p=0.05
level. However, for Test-1, with spelling error den-
sity reflecting that of average forum data, the im-
provements are much lower. Adapted spell check-
ing results in a total improvement of 0.33 absolute
(1.24% relative) BLEU points for En–De and 0.44
absolute (1,26% relative) BLEU points for En–Fr
translations. These are not statistically significant
and correspond to a reduction of 78 and 85 OOVs
for En–De and En–Fr test sets, respectively. The
TER scores also reflect the same level of improve-
ments across the two different test sets.

The fourth phase of experiments, where differ-
ent parallel data sources are mined guided by the
list of VAL OOV words, results in further reduc-
tion in the OOV rates and improvement in trans-
lation scores. The guided selection process im-
proves the scores by 0.94 absolute (3.49% rel-
ative) and 0.71 absolute (2.01% relative) BLEU
points for En–De and En–Fr translations, respec-
tively on Test-1. For Test-2 the improvement
figures are 0.91 absolute (3.93% relative) BLEU
points and 1.47 absolute (4.55% relative) BLEU
points for En–De and En–Fr translation, respec-
tively, over the previous normalization results. The
TER scores also show similar improvements for
both language pairs and test sets. All improve-
ments are statistically significant at the p=0.05
level. Furthermore, this technique further reduces
the number of OOVs by 79 for the En–De test set
and 91 counts for the En–Fr on Test-2. The corre-
sponding reductions for Test-1 are 87 and 122 for
En–De and En–Fr, respectively.

In summary, using supplementary data selection
techniques to complement the normalization re-
sulted in statistically significant overall improve-
ments of 1.88 absolute (7.24% relative) and 1.9
absolute (5.57% relative) BLEU points over the
baseline scores on Test-1. On Test-2, the im-
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provements were 2.76 absolute (12.95% relative)
and 3.48 absolute (11.49% relative) BLEU points
for En–De and En–Fr translations, respectively.
Translating the regex-normalized test sets (without
word splitting and spell checking) with the supple-
mentary data-enhanced models, we aimed to as-
sess the impact of supplementary data selection
technique in contrast to that of the normalization
methods. For Test-1, the results show that this pro-
cess results in scores slightly better (0.53 absolute
BLEU on En–De and 0.22 absolute BLEU for En–
Fr) than those achieved by complete normalization
(adapted spell checking scores, row 5 in Table 4.3).
For Test-2 however, the scores are lower than the
adapted spell checking scores by 0.16 and 0.32 ab-
solute BLEU points for En–De and En–Fr, respec-
tively. Overall results clearly show that for general
forum data (with average spelling error density),
fully automatic supplementary training data acqui-
sition can perform as well and sometimes better
than semi-automatic normalization although they
target different types of OOVs. Finally for very
noisy data, normalization complemented with sup-
plementary data selection really pays off.
Type Sentence
Src 5 . click on the folder button and navigate to c : \documents and settings \all

users \application data \and select the carbonite folder
Ref 5. klicken sie auf die ordnerschaltfläche und öffnen sie den ordner ” c : \documents

and settings \all users \application data \carbonite ”
Baseline 5. klicken sie auf den ordner ” und navigieren sie zu c : \dokumente und einstel-

lungen \alle benutzer \anwendungsdaten \ und wählen sie die carbonite ordner
Regex 5. klicken sie auf die schaltfläche ” und wechseln sie zum ordner c : \documents

and settings \all users \application data \carbonite und wählen sie die carbonite
ordners

Src re : nis09 did not detect 8 threats & 23 infected objects.and 16 suspicious objects ?
Ref re : nis09 n’ a pas détecté 8 menaces , 23 objets infectés et 16 objets suspects ?
Baseline re : nis09 n’ a pas détecter 8 menaces et 23 infecté objects.and 16 les objets ?
Wrd-Splitre : nis09 n’ a pas détecter 8 menaces et 23 infecté objets . et 16 les objets ?

Src and no for somthing completly different .
Ref und nun zu etwas völlig anderem .
Baseline und keine für somthing completly anders .
Spck und nicht für etwas völlig anders .

Src pretty disappointed with nis parental control not blocking websites on blocked list
as well as through their category of websites to block .

Ref je suis assez déçu que le contrôle parental de nis ne bloque pas les sites web figurant
dans la liste bloqués aussi bien que ceux de la catégorie des sites web à bloquer .

Baseline assez disappointed avec contrôle parental de nis pas le blocage de sites web sur
liste bloqués ainsi que par l’ intermédiaire de leur catégorie de sites web à bloquer .

Sup assez déçu de contrôle parental de nis pas le blocage de sites web sur liste bloqués
ainsi que dans leur catégorie de sites web à bloquer .

Table 4: Translation examples for each normalization and
supplementary data selection Technique

In order to substantiate the improvements ob-
served on the automatic evaluation scores, we
present some examples from our test sets (both
Test-1 and 2), to depict how the normalization or
data selection methods actually affect the trans-
lations. Table 4 presents 4 different examples of
translations each highlighting the effect of a single
normalization or data selection technique. The first
example clearly shows how regular expression-
based masking allows internal parts of the path

structure to be left untranslated, unlike in the base-
line set-up. The second sentence (row 5) is an
example of the fused word splitting technique en-
abling better translation of the token ‘objects.and’
which had been treated as an OOV in the base-
line. The third example (rows 9-12) highlights the
effect of spell checking on the translation quality
of the source sentence. Automatic spell check-
ing changes the tokens ‘somthing completly’ into
‘something completely’ thereby allowing them to
be translated. The final set of sentences is an ex-
ample of how supplementary data selection allows
the translation of the valid yet OOV word ‘disap-
pointed’ appearing in the source sentence. As is
evident from the examples, the normalization tech-
niques discussed in the paper do work towards bet-
ter translations for sentences with specific OOV
types. However, the relative densities of each type
leads to varied improvements in scores reported in
Table 4.3.

5 Conclusion and Future Work

In this paper we have explored a set of normaliza-
tion techniques to achieve better translation quality
for user-generated forum content. We have shown
that supplementary data selection techniques posi-
tively complement normalization in terms of trans-
lation quality. For test data with spelling error den-
sity representative of the overall forum data (Test-
1), supplementary data selection on its own can
produce improvements similar to those achieved
through normalisation (targeting different OOVs).
While data normalization carried out at the level
reported in this paper (with different OOV cate-
gories and different normalisation approaches for
each) is a semi-automatic process which requires
some manual analysis, supplementary data selec-
tion is fully automatic and involves much less over-
all effort. Thus, for moderately noisy datasets
(such as Test-1), normalization may not always
be worth the effort. For more noisy datasets
(e.g. Test-2) however, normalization does improve
translation quality more effectively than data sup-
plementation.

In this research, the classification of OOV words
was done in a semi-automatic fashion. Using auto-
matic classification techniques to identify the dif-
ferent categories in OOV words would be one of
the prime future directions here. Furthermore, a
detailed investigation of the individual contribu-
tions of multiple resources used for supplementary
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data selection is required to better understand the
cause of the improvements in scores. Finally we
would also like to work towards developing au-
tomatic threshold detection techniques for optimal
supplementary data selection.
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Abstract

Long-distance reordering of syntactically
divergent language pairs is a critical prob-
lem. SMT has had limited success in han-
dling these reorderings during inference,
and thus deterministic preprocessing based
on reordering parse trees is used. We con-
sider German-to-English translation using
Hiero. We show how to effectively model
long-distance reorderings during search.
Our work is novel in that we look at re-
ordering distances of up to 50 words, and
conduct a detailed manual analysis based
on a new gold standard.

1 Introduction

Word reordering is a well-known issue in SMT.
One successful approach has been to use rule-
based preprocessing to reorder parse trees. We
would like to perform reordering during inference.
Phrase-based hierarchical models (Chiang, 2007)
have helped, but reordering over long distances is
still a difficult open problem. Consider the fol-
lowing German sentence and English output taken
from the hierarchical component of the Moses
toolkit (Hoang et al., 2009). These sentences il-
lustrate the successful reordering of the partici-
ple geeinigt (agreed) from the end of the German
clause, to be next to the English auxiliary have.
(1) deutschland (germany) , frankreich (france) , israel

(israel) und (and) die (the) usa- (us) haben (have) sich
(themselves) im (in) mai (may) 2006 darauf (on)
geeinigt (agreed) , es (it) zu (to) tun (do).

(2) germany , france , israel and the us have agreed in may
2006 , to do it .

This reordering involves a word movement over 5
tokens and is therefore not a long-distance reorder-

c© 2012 European Association for Machine Translation.

ing. However, there can be many more words be-
tween the German auxiliary and participle, so the
movement required can become arbitrarily large.
Restrictions on reordering distance are typically
used with hierarchical systems like Hiero because
previous experiments have shown some evidence
that long-distance reorderings are not effective
(Chiang, 2007). We are not aware of careful explo-
rations focusing exclusively on long-distance re-
orderings in search, prior to our work.

We present the first step towards solving
the problem of long-distance reorderings during
search. We first analyze the rule geometry re-
quired for long-distance German-to-English move-
ment and modify extraction of Hiero’s SCFG rules
to focus on these rules. We then introduce a new
idea, span-width-specific rules in the grammar. By
span, we denote the number of tokens that are
allowed to be covered by a non-terminal symbol
(usually “X”) in the source language side of an
SCFG rule. We define long-distance reordering as
occurring over spans containing 11 to 50 source
words, and define a new set of rules which ap-
ply over spans of 11 to 50 words, which we call
long spans. We combine these rules (applied on
11 to 50 word spans) with the standard Hiero X
rules (applied on 1 to 10 word spans). We further
restrict our rules by applying a basic POS-based
filtering so that long-span rules contain verbs. Fi-
nally, we introduce another innovation to Hiero,
which is to block our long-span rules from cross-
ing clause boundaries. We release the source code
changes to Hierarchical Moses and our annotated
test set for further study by other research groups.

2 Previous Work

The long-distance reordering issue has been con-
sidered in phrase-based SMT as well as in syntax-
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based SMT. The basic phrase-based model is able
to handle word movement up to six tokens but a
decrease of performance is observed at higher dis-
tortion limits (Koehn et al., 2007). Many reorder-
ing methods use a distortion limit between 6 and 9
words (e.g., (Tillmann and Xia, 2003; Koehn et al.,
2007; Galley and Manning, 2008)). Green et al.
(2010) implement a future cost function and a dis-
tortion model that outperform a standard phrase-
based system using a distortion limit of 15. We
work with longer distances.

Collins et al. (2005) discuss an approach com-
bining rule-based transformations with (phrase-
based) SMT. In a preprocessing step, the source
language is reordered using parse trees. The re-
structured output is then provided to a phrase-
based MT system. Deterministic preprocessing
has several drawbacks such as high sensitivity to
parsing errors or the propagation of wrong phrase
correspondences (created by incorrect reordering
of the training data) into the learned translation
probabilities. Preprocessing also does not al-
low the interaction of long-distance reordering de-
cisions with nearby translation decisions via the
language model.

In syntax-based SMT, the size of reordering is
given by the span of the grammar rules. In ap-
proaches which do not use linguistic syntactic la-
bels (such as ITG (Wu, 1997) or Hiero, where
only the start symbol S and the non-terminal X are
used), the maximal span size allowed in implemen-
tations is often between 10 and 15 tokens, because
using wider spans has (in experiments done in the
past) resulted in decreased translation quality (e.g.,
(Chiang, 2007)). Zollmann et al. (2008) expand
the span size to 15 only for the translation of short
sentences. We present work within the hierarchical
phrase-based MT framework that considers rules
allowed to span up to 50 words.

Approaches using linguistic syntactic labels
(obtained from a source language or target lan-
guage parser, or both) sometimes also use such
span restrictions. However, systems which use
source-side-syntactic parses of the test set some-
times do not use such a restriction because they
force a match with a syntactic constituent (in the
source language parse). There have been many ap-
proaches looking at backing off from hard source-
side constraints on syntactic labels to Hiero-style
X rules (e.g., (Venugopal et al., 2007; Hoang and
Koehn, 2010; Mylonakis and Sima’an, 2011)).

Due to the diversity of possible structures for Ger-
man clauses and to poor parse accuracy on long
sentences we restrict our study to Hiero, with a
view towards integrating soft syntactic constraints
(Marton and Resnik, 2008; Chiang, 2010) in the
future. Hard syntactic constraints would suffer
from too many errors (and too much sparsity) to
improve performance in our approach. Our study
looks at the specific phenomenon of long-distance
reordering in a hierarchical-phrase based frame-
work, by modifying Hiero to support span-width
specific rules. We consider exactly the reorder-
ings required for the German-to-English clause re-
ordering problem and focus particular attention on
ensuring that the correct reorderings can be con-
sidered during search. We employ simple low-
knowledge techniques to improve the chances that
the correct translation is not only considered but
also chosen, but we expect that implementing soft
syntactic constraints will improve this further.

The question of handling long-distance move-
ments in hierarchical MT has also been addressed
by Sudoh et al. (2010) who present a method
that deals with reordering involving connecting to-
gether several embedded clauses. Our work dif-
fers from (Sudoh et al., 2010) because we handle
long-distance reordering inside of a single clause.
Moreover, the method by (Sudoh et al., 2010) di-
vides the source language into clauses in a pre-
processing step and re-unifies the obtained trans-
lations in a post-processing step. In our approach,
reordering is performed during inference.

3 Long-Distance Reorderings

In this section, we discuss the type of reordering
Hiero is not able to handle, given the constraints
used by Chiang (2007). Then we present an analy-
sis of the frequency of such reorderings in a com-
monly used test set for German-to-English trans-
lation. We break this down by the pattern of non-
terminals and terminals that will be needed to carry
these reorderings out.
Problems with the Hiero Constraints. We first
show why hierarchical Moses with standard set-
tings is not able to perform long-distance reorder-
ing. To keep the presentation simple, we present
example reorderings over distances between 10
and 20 words but our approach handles word
movement over 50 words. Consider a German in-
put and its reference translation:1
1This example is from the WMT 2009 test set, see section 5.
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(3) der (the) preis (price) der (of) täglichen (day-to-day)
verbrauchsartikel (consumer goods) in den (the)
hypermärkten (giant supermarkets) ist (is) in weniger
(less) als (than) 20 monaten (months) um (by) mehr als
(over) 30 prozent (percent) gestiegen (increased).

(4) in the giant supermarkets, the price of day-to-day
consumer goods soared by over 30 percent in less than
20 months.

In order to obtain the reference English translation,
the German verbal complex ist ... gestiegen has to
be translated as a unit into soared. The only way
to perform this movement using Hiero consists in
producing a derivation including a rule of the form:
(5) X→ < ist (is) X14

10 X
19
15 gestiegen (increased) ; soared

X2 X1 >

where the indices on the source non-terminals de-
note the positions of the source sentence tokens
which are covered by Xj

i when the rule is ap-
plied, e.g., X14

10 covers the source language seg-
ment in weniger als 20 monaten, and the tar-
get non-terminals are annotated because they have
been swapped (we only annotate the target lan-
guage side if there is a reordering). The span-width
of rule (5) is 12, which corresponds to the sum of
the span-widths of the non-terminals and the num-
ber of terminals in the rule. In Hiero such a rule
cannot be picked during decoding, because only
rules with a maximal span of 10 words are allowed.
Therefore the translation of the verbal complex ist
... gestiegen has to be performed in two steps. Pos-
sible rules are:2

(6) X→ < ist (is) X14
10 ; is X >

(7) X→ < um mehr (over) X19
17 gestiegen (increased) ;

have increased by more X >

where X19
17 covers als 30 prozent. The complete

decoding process yields the malformed English
sentence:
(8) the price of daily used in the hypermärkten is in less

than 20 months have increased by more than 30 % .

Besides the movement of the German partici-
ple from the end of a German clause to be next to
the English auxiliary, other problematic phenom-
ena include the movement of German clause-final
particles to be next to the English verb or the re-
ordering of subordinate clauses.
Long-Distance Rule Patterns. We present an
analysis of the frequency and shape of sentence
pairs in which a correct reordering requires move-
ment over more than 10 tokens. Within the 450
first sentences in the test set of the ACL WMT
2For such a translation hierarchical Moses can produce a
derivation containing more than two rules. To keep the pre-
sentation simple, we combine these rules into the two pre-
sented.

Segmentation Pattern nb. sent ratio
One non-term t+Xt+ 40 0.42
Two non-terms t+XXt+ 23 0.24
More non-terms t+XX+t+ 17 0.18
Inversions X+t+,t+X+ 8 0.08
Others No pattern 8 0.08
Total found sentences 96 1

Figure 1: Patterns of long-distance reordering
rules
2009 German-to-English shared task, we have se-
lected sentence pairs in which the minimal se-
quence of German tokens on which a hierarchi-
cal rule has to be applied to obtain the reference is
greater than 10. For instance, in sentence (3), the
segment beginning at ist and ending at gestiegen
is the minimal segment in which a reordering has
to take place in order to obtain the reference trans-
lation (4). The rule for this has to be anchored at
the beginning and end of this segment. In other
words, its source language side must have the gen-
eral shape ”ist X gestiegen”. In the remainder
of this paper, we call terminal symbols around a
gap anchor points. We found 96 sentence pairs in
which long-distance reordering is required, which
is just over 21% of the sentences we considered.
We classify the shapes required into patterns which
represent the anchor points as well as the necessary
segmentation of the material between those points.
Consider the following German sentence and En-
glish reference.
(9) der (the) ezb (ecb) zufolge (according to) wird (will)

die (the) inflation (inflation) im (in the) jahr (year)
2008 von (from) 2,1 auf (to) 2,5 prozent (percent)
steigen (rise).

(10) according to the ecb , inflation will rise from 2.1 to 2.5
in the year 2008

A correct reordering of sentence (9) into (10) re-
quires the translation of the segment die inflation to
move towards the (English) verbal complex while
the segment im jahr 2008 von 2,1 auf 2,5 prozent
has to move behind the complex. Consequently,
the source side of a hierarchical rule has to segment
these units for reordering them. The pattern of
such a rule is the first anchor point (wird), two non-
terminals covering each reordered segment, fol-
lowed by the second anchor point (steigen). This
minimal German pattern can be represented by
tXXt. We capture rules that involve several ter-
minals around non-terminals by generalizing our
patterns (e.g., t+XXt+). The patterns for long-
distance reorderings in the 450 sentence set are
shown in Figure 1.
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4 Decoding with Large-Span Rules

We have shown that hierarchical rules for long-
distance reordering have a particular shape on
source language side. Basing on this observation,
we modify the grammar and decoding procedure
of hierarchical Moses to build a system which can
capture the specificity of such reorderings.
Creating special rules for long-distance re-
ordering. In a first step, we extract rules designed
for long-distance reordering, that is rules that have
a more specific geometry than standard hierarchi-
cal rules. By ”specific geometry”, we denote rules
that match the patterns presented in section 3. We
want these rules only to be considered when long-
distance reordering is required. In order to achieve
this, we define different spans on which our rules
are allowed to be used during decoding. In other
words, we build a Hiero grammar consisting of two
subsets which apply on different spans during de-
coding. The first set contains all Hiero rules ex-
tracted using the standard procedure. Rules be-
longing to this set apply to spans having size from
1 to 10. The second set contains rules with the
following properties:

(i) Instead of having one aligned terminal on
each side of a rule, we require each source
side non-terminal except the first to have at
least one aligned terminal on its left and one
on its right.

(ii) In each rule extracted following constraint (i)
we allow non-terminal symbols to be further
split into adjacent non-terminals.

Rules extracted following constraints (i) and (ii)
build an SCFG grammar with rules having the
same shape, on the source language side, as the
patterns presented in section 3. Note that because
we allow the first non-terminal of each rule to have
no terminal on its left, we also capture patterns of
the formX+t+ but not t+X+. Because these rules
are specifically designed for long-distance reorder-
ing they are only used on spans having size be-
tween 11 and 50 in decoding.

The creation of a specific SCFG grammar for
large spans allows the handling of long-distance
reordering while keeping the set of hierarchical
rules acceptably small. Our set of rules for long-
distance reordering are extracted on spans from 1
to 10. The decision to extract on small spans is
based on the observation that most rules needed for
the long-distance reorderings required to reorder

German clauses can be found in short span exam-
ples. We found that rules extracted from longer
spans were noisy and rarely correct and that the
rules for many examples of long-distance reorder-
ings which are present in the training data can not
be extracted because noisy alignments incorrectly
block extraction. Rules are scored by comput-
ing maximum likelihood estimation using phrase
counts as described in (Chiang, 2007).

Let us illustrate the functioning of large-span
rules. Consider again the sentence pair presented
in section 3. In a system containing large-span
rules, the rule → <ist (is) X X gestiegen (increased) ;

soared X2 X1> is extracted in training and applied
on spans between 11 and 50 at decoding. Hence,
the rule necessary for a correct translation of our
example sentence is available in our extended sys-
tem.
Decoding with long-distance rules. The hierar-
chical Moses decoder allows the user to work with
multiple sets of hierarchical rules having different
maximal span sizes. However, the possibility to
decode using rules with span greater than a mini-
mal threshold was not implemented in hierarchical
Moses.3 In order to overcome this problem, we
have defined a new type of grammar for which the
lookup procedure only selects rules greater than a
given minimal span.
Making long-distance rules reachable. Creating
a set of rules applying on spans 11 to 50 during de-
coding is not sufficient to allow our modified sys-
tem to effectively use large-span rules. In order to
be applied, a hierarchical rule must be reachable,
meaning that there must be a valid derivation for
the subtree covered by the non-terminal Xj

i in the
source language side of the considered rule. Be-
cause hierarchical rules can only apply on spans up
to 10, those rules can only cover sub-spans of Xj

i

when j − i is smaller than 11. Even when allow-
ing adjacent non-terminals, this size is likely to be
greater than 10. If no other grammar is accessible
to the decoder, these partial translations cannot be
combined sequentially and for spans greater than
10, large-span rules have to be applied recursively.
This massively restricts the applicability of long-
distance rules. It is important to note here that in
hierarchical Moses glue rules can only be applied
3This is due to the fact that rule-lookup is done in an incre-
mental fashion. For each type of grammar provided to the
decoder, the lookup procedure only selects rules for which all
subspans have already been explored.
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on partial translations of an entire sentence.4 In
other words, a glue rule has the form S → < S X ;

S X > , where S corresponds to the beginning of
a sentence whereas a rule for sequentially com-
bining segments under a considered span should
have the shape X→ < XX;XX > . To make our
large-span rules reachable, we augment our system
with this rule. In summary, our decoder has access
to four different grammar rule tables: (i) the two
standard “S” rules (ii) the full set of Hiero rules
on spans smaller than 10 (iii) rules with specific
geometry on spans of size 11 to 50 (iv) an X →
< XX;XX > rule on spans of size 1 to 50.
Filtering out poorly informative rules. Even
when performing a rule extraction procedure with
a constraint on non-terminals the following rules
are part of the extracted grammar.
(11) X→ < der (the) X , ; the X , >
(12) X→ < , X . ; , X . >

Such rules are not useful for achieving long-
distance reordering. Moreover, they tend to get
high translation scores and are likely to be chosen
often during decoding. This factor contributes to
the fact that after tuning with MERT, the weight
assigned to the count feature of large-span rules
is too low to allow the required reordering to take
place. We address this problem by using a very
simple filter on the grammar operating on large
spans. We only keep rules that contain at least one
verb on source and target language side.5

Clausal boundary restriction. The hierarchical
patterns for long-distance reordering rules identi-
fied in section 3 are intra-clausal patterns. This
means that they only apply inside of a single
clause, which can, however, contain embedded
clauses. In other words, when a pattern of the form
t+X+t+ in the source language side of the rule is
matched to a segment which begins in one clause
and ends in another clause, then the rule is likely to
be wrongly anchored. As an illustration, consider
source language sentence (13) and rule (14) where
the non-terminal X covers token 3 to 12.
(13) er (he) ist (is) als (as) solist (solist) unterwegs

(travelling) und (and) hat (has) seine (his) karriere
(career) eher (rather) im westen (in the west)
aufgebaut (built) .

(14) X→ < ist (is) X12
3 aufgebaut (built) ; is built X >

4This corresponds to Chiang’s definition of glue-rules in (Chi-
ang, 2007).
5We tag the German and English parallel training corpus with
TreeTagger, and discard extracted rule tokens which do not
contain a verb on both sides; we then delete the POS tags.

The anchor points ist and aufgebaut match two
verbs that do not belong to the same complex. This
erroneously reorders the participle built next to the
verb is (instead of has). Consequently, a mal-
formed sentence like (15) is generated.
(15) he is built as solist traveling and has his career more in

the west

This can be avoided by forcing rules to be applied
inside of a single clause. This is achieved by ex-
tracting clause boundaries from the parse tree of
each source language sentence.6 Clauses are then
represented as intervals delimited by the identified
boundaries. The constraint we enforce regarding
clause boundaries works as follows: if the first
terminal of a rule is inside of a clause, then the
last terminal of the same rule has to be inside of
the same clause. In our example, if the starting
point of a rule is at a position between 0 and 5,
then its end position has to be smaller or equal
to 6. This restriction allows the avoidance of all
wrong anchoring related to the crossing of clause
boundaries. For instance, in sentence (13) above,
rule (14) would not be allowed to apply because its
first terminal is at position 1 in the source sentence
while its second terminal is at position 12. Note
that this also handles embedded clauses correctly.

5 Experimental Setup

The baseline system for our experiments is hier-
archical Moses with a span size up to 50 tokens
instead of 10 in the standard settings. Enabling hi-
erarchical Moses to reorder over long distances in-
volves two main modifications. First, hierarchical
rules have to be extracted for spans having a max-
imal size of 50 tokens instead of 10. Second, the
decoder has to be allowed to pick rules with span
size 50. Extraction of hierarchical rules on spans
containing up to 50 tokens is intractable in terms
of cpu time and disk space. In order to neverthe-
less work with such a system we adopt the same
strategy as described in section 4: we extract rules
on spans up to 10 and allow the obtained grammar
to apply to spans up to 50 words during decoding.
The modified system presented in section 4 will be
evaluated against this baseline. Note that choos-
ing a baseline with extended span size allows us to
evaluate our approach against a system enabled to
perform long-distance reordering. The results ob-
tained by hierarchical Moses with standard settings
6We use BitPar (Schmid, 2004) to extract clause boundaries.
Boundaries correspond to the position of the token labeled by
the opening and closing S-Nodes in the parse tree.
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on all test sets is also provided, but since it can not
perform long-distance reorderings we provide no
further analysis.

The translation model has been trained using
1,502,301 bilingual sentences after length ratio
filtering. GIZA++ (Och and Ney, 2003) has
been used for generating the word alignments,
combined with the grow-diag-final-and heuristic
(Koehn et al., 2007). We trained our monolingual
5-gram language model using the English side of
the training data. Feature weights are tuned using
Pairwise-Ranked optimization (Hopkins and May,
2011) followed by standard MERT line search (for
fine tuning of the length penalty). We evaluate
two tasks. For the ACL WMT 2009 German-to-
English shared task, we use news-dev2009a as our
dev set, and news-dev2009b as our test set. To
reduce the effect of data sparsity for the difficult
task of long-distance reordering, we also consider
a Europarl translation task, using the same system
(with the same training data), but using Europarl
test2007 as our dev set, and Europarl dev2006 as
our test set.

6 Evaluation

We perform a two step evaluation procedure. First
the compared systems are evaluated using auto-
matic metrics. In a second step we compare the
systems using a manually annotated test set.
Automatic Evaluation. As a first automatic eval-
uation metric, we use 4-gram BLEU (Papineni et
al., 2002). Because BLEU does not consider the
positions of matched n-grams and does not cap-
ture the distance of erroneous reorderings, we use
LRscore (Birch and Osborne, 2011) as a second
metric to evaluate reordering quality. This method
compares the alignments between input and refer-
ence with the alignments between input and sys-
tem output (Kendall’s Tau over permutations is
used as the distance metric). We provide two mea-
sures (i) LRscore as proposed in (Birch and Os-
borne, 2011) where the interpolation parameter7 α
is set to 0.2623 (ii) reordering performance only,
i.e., α = 1.

Figure 2 shows the results for all systems
on the Europarl and ACL WMT 2009 tasks.
Our improved hierarchical system is denoted by
Improved-50. Hierarchical Moses with span sizes
up to 50 tokens is Std-50. Hierarchical Moses
with standard settings is denoted by Std. On the
7This parameter controls the trade-off with BLEU.

Europarl translation task, Std-50 and Improved-
50 achieve a similar performance in terms of
BLEU while Improved-50 obtains a 0.31 better
LRscore when considering the reordering distance
only (α = 1). When using interpolated LRscore,
Improved-50 is 0.26 better than Std-50. On a test
set belonging to the same genre as the training set,
improved-50 provides better reordering quality.
On ACL WMT 2009, Improved-50 obtains a 0.4
worse BLEU score than Std-50 together with a 0.4
improvement in LRscore when considering the re-
ordering distance only. The interpolated LRscore
metric shows a 0.2 improvement of Improved-50
over Std-50. On a test set belonging to a genre dif-
ferent than the training set, Improved-50 causes a
small decrease in BLEU together with somewhat
better reordering. The decrease in BLEU observed
is mainly bad lexical choice caused by using rules
on a different domain.
Manual Evaluation. In a second step, we report

the amount of correct and incorrect long-distance
reordering performed by the evaluated systems on
a manually annotated test set. Our test set con-
sists of the 450 sentences presented in section 3.
For counting correct reordering, we consider each
sentence in our set and evaluate the translation of
its source language pattern. We look at the an-
chor points t as well as the segments represented
by X . We provide two types of counts (i) refer-
ence matches and (ii) human matches. A refer-
ence match requires the translation of the anchor
points t to be in the same order and have the same
surface form as in the reference translation. We
also require the segments covered by X to be in
the same order as in the reference translation. A
human match includes translations where the re-
ordering of the anchor points t is the same as in
the reference, but we don’t require the translation
of t to have the same surface form as in the refer-
ence. We also allow the ordering of the segments
covered by X to be different than in the reference
as long as it is considered as correct by our hu-
man annotator. As an illustration for the difference
between reference and human matches, consider
again source sentence (3) and reference (4). Also
consider the following possible translation of (3):
(16) the price of day-to-day consumer goods in

supermarkets increased in less than 20 months by over
30 percent.

Sentence (16) cannot be considered as a reference
match because it translates ist ... gestiegen into
increased instead of soared and because the seg-
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System BLEU (dev) BLEU (test) LRscore (α = 1) LRscore (α = 0.2326)
Improved-50 (Europarl) 29.24 28.32 70.38 60.60
Std-50 (Europarl) 29.49 28.27 70.07 60.34
Std (Europarl) 29.13 28.00 70.82 60.68
Improved-50 (ACL WMT 2009) 18.86 18.91 67.92 56.52
Std-50 (ACL WMT 2009) 18.77 19.30 67.52 56.33
Std (ACL WMT 2009) 18.54 19.30 67.54 56.32

Figure 2: Europarl and ACL WMT 2009 German-to-English shared tasks

ments in less than 20 months and by over 30 per-
cent are reversed. This sentence is, however, a
human match. Each reference match is also a
human match and all human matches are counted
as correct. We make the simplifying assumption
that each reordering involving a large-span rule on
a sentence which is not in our set is wrong. We
provide a further count denoted by pattern match
which includes all cases where the source side pat-
tern has been matched using a large-span rule but
where the system nevertheless yielded an incorrect
translation. As will be shown below this measure
allows us to evaluate the potential of a grammar to
apply long-distance reordering rules even when the
translation is wrong. We also report cases where
a system is able to reorder over distances greater
than 10 words by gluing together rules that trans-
late the edges of the reordering. A correct transla-
tion of sentence 19 can be obtained, for instance,
by using rules 17 and 18:
(17) X→ < wird (will) X6

5 ; X will >
(18) X→ < X8

7 2008 X14
10 steigen (increase) ; increase X

X 2008 >
(19) according to the ecb , inflation will rise from 2.1 to 2.5

in the year 2008

Note that this strategy only allows the performance
of a restricted amount of long-distance reorder-
ings: sentences similar to 3 cannot be reordered
in this way, and word movements cannot be over a
distance of more than 22 words.

Figure 3 shows the amount of correct and in-
correct long-distance reordering performed by Std-
50 and Improved-50 on our manually annotated
test set.8 For Std-50 we observed 14 cases where
long-distance reordering is performed where not
required (on sentences outside of our selected sen-
tences). Std-50 correctly reorders 9 sentences with
the gluing strategy described above. Std-50 is able
to correctly match a source side pattern in only 17
cases. When a pattern has been matched, the sys-
tem is generally able to correctly translate it. The
8Because Std cannot perform any long-distance reordering
(because of its span restriction), it has no matches.

17 pattern matches of Std-50 yield 13 correct trans-
lations. Reference matches are very rare. This is
mainly due to the fact that the translation of the
anchor points t in the source side of a rule have a
different surface form than in the reference. The
accuracy of Std-50 in applying large-span rules on
sentences where long-distance reordering has to be
performed is poor: the amount (14) of reorder-
ings performed on wrong sentences is approxi-
mately the same as the amount (17) of German pat-
tern matches. This last observation also explains
the poor reordering quality observed on Europarl.
Improved-50 matches twice as many source lan-
guage patterns as Std-50 while performing half as
many reorderings on wrong sentences (Figure 3).
Improved-50 does a better job in identifying the
correct context for application for large-span rules.
This system also performs correct long-distance
reordering in 24 cases compared to only 14 for
Std-50. Again, this represents an improvement
over Std-50, but the amount of pattern matches
still represents only 35.4% of our test set. Fur-
ther study is required to determine if this is primar-
ily due to having no rules that could match, or in-
stead because monotonic derivations have a better
score. Finally, out of 34 correct pattern matches,
24 yield a correct translation, so the translation is
correct in 70% of the matches. We plan to im-
prove the ability of our system to provide a correct
translation when a correct source language pattern
match is made. We observed 7 cases where long-
distance reordering is erroneously performed on
sentences outside of our annotated set. The sys-
tem correctly reorders 8 sentences with the glu-
ing strategy described above. Overall, Improved-
50 outperformed Std-50, indicating we have made
progress on the difficult problem of long-distance
reordering, but there is more work to be done.

7 Conclusion

Long-distance reorderings are required in about
21% of the German sentences in news-test2009b.
Simply dropping the span restriction of hierarchi-
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Std-50 Improved-50
Pattern Reference Human Pattern Match Reference Human Pattern Match
t+Xt+ 2 9 10 2 11 19
t+XXt+ 0 1 2 0 2 5
t+XX+t+ 0 1 1 0 6 6
X+t+ or t+X+ 1 1 2 1 1 1
No general pattern 1 2 1 1 2 1
Total 4 14 17 4 23 36

Figure 3: Evaluation of the reorderings in our 450 sentence set, broken down by pattern type. Std-50
performs 14 reorderings on sentences where no reordering is necessary; Improved-50 performs 7.

cal Moses results in poor long-distance reordering.
We presented an improved version of hierarchi-
cal Moses including (i) a specific set of rules for
long-distance reordering made reachable and ad-
equately filtered (ii) a decoding procedure using
different span-widths (iii) clausal boundary restric-
tions. Our improved system performs more long-
distance reorderings, accurately selects the context
of application of large-span rules, and also cor-
rectly translates in many cases.
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Abstract

In Statistical Machine Translation, in-
domain and out-of-domain training data
are not always clearly delineated. This
paper investigates how we can still use
mixture-modeling techniques for domain
adaptation in such cases. We apply un-
supervised clustering methods to split the
original training set, and then use mixture-
modeling techniques to build a model
adapted to a given target domain. We show
that this approach improves performance
over an unadapted baseline, and several al-
ternative domain adaptation methods.

1 Introduction

As the availability of parallel data for Statistical
Machine Translation (SMT) increases, new op-
portunities and challenges for domain adaptation
arise. Some corpora may contain text from a
variety of domains, especially if they are built
from heterogeneous resources such as crawled web
pages. Many domain adaptation techniques do not
operate on a single text, but require multiple mod-
els which are then mixed.

We investigate domain adaptation in a scenario
where we have a known target domain, including
development and test data from this domain, but
where there is only a single heterogeneous train-
ing corpus. While this training corpus does con-
tain in-domain data, we assume that we have no
supervised means of extracting it.

Our basic approach is divided into two steps.
Firstly, we perform unsupervised clustering on the
parallel training data to obtain a given number of
clusters. Secondly, we apply domain adaptation

c© 2012 European Association for Machine Translation.

algorithms to compute a model from these clusters
that is adapted to the development set.

2 Related Work

The general idea in domain adaptation is to obtain
models that are specifically optimized for best per-
formance in one domain, with a potentially nega-
tive effect on its performance for other domains.
The classical domain adaptation scenario consists
of a (small) in-domain corpus, a (large) out-of-
domain corpus, and in-domain development and
test sets. Mixture-modeling approaches such as
(Koehn and Schroeder, 2007; Foster and Kuhn,
2007; Sennrich, 2012) fall into this category.

We will here give an overview of adaptation
techniques that assume less prior knowledge about
the training set and/or target domains.

Yamamoto and Sumita (2008) operate without
any predetermined domains, and without assum-
ing that either the training or the test data is ho-
mogeneous. They cluster the training text into k
clusters, and use unsupervised domain selection to
translate each test set sentence by a cluster-specific
model.

Finch and Sumita (2008) distinguish between
two classes of sentences: questions and declara-
tives (i.e. non-questions). They split the training
corpus automatically according to a simple rule
(does the target sentence end with ’?’), and for
decoding use a linear interpolation of the class-
specific and a general model, the interpolation
weight depending on the class membership of each
sentence.

Banerjee et al. (2010) focus on a scenario in
which the domains of the training texts are known,
whereas the test sets are a mix of two domains.
They use a sentence-level classifier to translate
each sentence with a domain-specific SMT system.

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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Km(x, x′) =
m∑

n=1

∑
u∈Σn

fx(u)√∑
v∈Σn fx(v)

fx′(u)√∑
v∈Σn fx′(v)

(1)

Km(x, x′) =

m∑
n=1

∑
u∈Σn

√
fx(u)∑

v∈Σn fx(v)

fx′(u)∑
v∈Σn fx′(v)

(2)

Eck, Vogel and Waibel (2004) use information
retrieval techniques to find the sentences in a par-
allel corpus that are closest to the translation in-
put, then use the corresponding target sentences to
build a language model. Their approach is simi-
lar to that of Yamamoto and Sumita (2008) in that
both try to adapt models in a fully unsupervised
manner. The main difference is that Yamamoto
and Sumita (2008) compute the clusters (and the
cluster-specific models) offline, and only do clus-
ter prediction online, whereas in (Eck et al., 2004),
the whole adaptation process, i.e. selecting a sub-
set of training data, training a model, and translat-
ing with the specific model, happens online.

We will focus on a scenario which is slightly dif-
ferent from these prior studies in that we want to
build a translation system for a specific target do-
main, but with in-domain and out-of-domain train-
ing data being mixed in a heterogeneous training
set. For such a scenario, none of the outlined ap-
proaches are a perfect fit. Mixture-modeling tech-
niques presume the existence of multiple models
to mix, a condition which is not met in this sce-
nario. The unsupervised methods, on the other
hand, do not use sophisticated adaptation tech-
niques, mostly because the target domain is un-
known. We will test a hybrid approach that com-
bines unsupervised methods to cluster the training
text with known mixture-modeling techniques to
obtain a model adapted to the target domain.

3 Clustering

We compare two unsupervised sentence clustering
algorithms in order to split the training text into
clusters that can later be recombined. Both al-
gorithms are instances of k-means clustering, but
with different distance functions. Yamamoto and
Sumita (2008) use language models as centroids,
trained on all sentences in a cluster, and the lan-
guage model entropy as the distance between each
sentence and cluster. Andrés-Ferrer et al. (2010)
use word-sequence-kernels (WSK) (Cancedda et
al., 2003) as distance metric between two docu-

ments. We initially followed their proposed nor-
malization of the WSK, reproduced in equation 1.
fx(u) is the frequency of the n-gram u in docu-
ment/sentence x.1 Unfortunately, the normaliza-
tion in the proposed equation is flawed and causes
a bias towards assigning sentences to the largest
cluster. The WSK should be normalized so that
the string a is (at least) as similar to itself as to
a a (if we only consider unigrams). However,

1√
1

1√
1
< 1√

1
2√
2
. We use an alternative normal-

ization, shown in equation 2, that has no such nu-
merical bias.

Both algorithms are initialized with randomly
generated clusters, and both can be expanded to
clustering sentence pairs by taking the sum of
the distance on both language sides. In terms
of n-gram length, we follow the respective au-
thors’ practice, using unigram models for the im-
plementation of (Yamamoto and Sumita, 2008),
and m = 2 for equation 2. Note that the cluster-
ing algorithm has the objective of minimizing LM
entropy, whereas the WSK is a similarity function
and thus is maximized.

3.1 Exponential Smoothing

One drawback of sentence-level clustering is that
cluster assignment is made on the basis of very lit-
tle information, i.e. the sentence itself. If we as-
sume that the domain of a text does not rapidly
change between sentences, it is sensible to con-
sider a larger context for clustering.

We achieve this by using an exponentially de-
caying score for cluster assignment.2 In the base-
line without exponential decay (equation 3), we
assign the sentence pair i to the cluster c that

1For the full motivation of the equation, see (Andrés-Ferrer et
al., 2010). In short, for all n-grams up to a maximum length
m, the kernel sums over the product of their normalized fre-
quency in two given documents.
2The most similar use of an exponential decay that we are
aware of is by Zhong (2005), who proposes exponential de-
cay to reduce the contribution of history data in a text stream
clustering algorithm. However, the exponential decay affects
a different component, namely the centroids, and does not
serve the same purpose as our proposal.
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minimizes the distance (i.e. the LM entropy or the
negative WSK score).

ĉi = argmin
c

d(i, c) (3)

In equation 4, the distance of sentence pair i to
cluster c is smoothed by the weighted average
of the distance of each sentence j to c, with the
weight exponentially decaying as the textual dis-
tance between i and j increases, and with the decay
factor λ determining how fast the weight decays.

ĉi = argmin
c

n∑
j=1

d(j, c) · λ|i−j| (4)

Note that the equation is two-sided, meaning that
both previous and subsequent sentences are con-
sidered for the assignment.

Algorithmically, two-sided exponential smooth-
ing only slows down cluster assignment by a con-
stant factor; we do not need to sum over all
sentences for each assignment, but can store the
weighted distance of all previous sentences in a
single variable. Algorithm 1 shows the smoothed
assignment step for n sentences and k clusters.

Algorithm 1 Cluster assignment with decay
Ensure: 0 ≤ decay ≤ 1

1: let d(x, y) be a distance function for a sentence
x and a centroid y

2: let d min[n],d curr[n],ĉ[n] be arrays
3: set all elements of d min to∞
4: for c = 0 to k do
5: cache← 0
6: set all elements of d curr to 0
7: for i = 0 to n do
8: cache← decay ∗ cache
9: cache← cache+ d(i, c)

10: d curr[i]← cache
11: end for
12: cache← 0
13: for i = n to 0 do
14: cache← decay ∗ cache
15: d curr[i]← d curr[i] + cache
16: if d curr[i] < d min[i] then
17: d min[i]← d curr[i]
18: ĉ[i]← c
19: end if
20: cache← cache+ d(i, c)
21: end for
22: end for

Note that the decay factor λ determines the ex-
tent of smoothing, i.e. how strongly context is
taken into account for the assignment of each sen-
tence. A decay factor of 0 corresponds to the
unsmoothed sentence-level score (with 00 = 1).
With a decay factor of 1, the algorithm returns the
same distance for all sentence pairs. We use a de-
cay factor of 0.5 throughout the experiments. This
is a relatively fast decay: one third of the score is
determined by the sentence itself; two thirds by the
sentence and its two neighboring sentences. What
decay factor is optimal may depend on the proper-
ties of the text, i.e. how quickly documents and/or
domains change, so we will not evaluate different
decay factors in this paper.

We could extend the algorithm to reset the cache
to 0 whenever we cross a known document bound-
ary, and thus implement document-level scoring
(with a decay factor of 1), or a hybrid (with a decay
factor between 0 and 1). We did not do this since
we want to demonstrate that the approach does not
require document boundaries in the training text.

Another point to note is that we slightly mod-
ify the LM entropy method by normalizing entropy
by sentence length, which ensures that longer sen-
tences have no inflated effect on their neighbors’
cluster assignment.

4 Model Combination

Having split the training text into clusters, there are
various possibilities to exploit them. Yamamoto
and Sumita (2008) use each cluster to train a
cluster-specific model, which they interpolate with
a general model, using a constant interpolation co-
efficient. Translating a text then consists of pre-
dicting the cluster of each sentence, then translat-
ing it with this cluster-specific model. If we make
the assumption that the test set is relatively ho-
mogeneous, with all sentences belonging to the
same domain, we can perform a more sophisti-
cated adaptation to this target domain.

One potential shortcoming of the algorithm in
(Yamamoto and Sumita, 2008) is that their do-
main prediction has little information to base its
prediction on, and thus may not choose the best
cluster. Additionally to predicting the domain for
each sentence, we will test a document-level do-
main prediction, i.e. selecting the cluster with the
shortest distance to the whole test set. Even this
might be suboptimal if the number of clusters is
high. In this case, we can expect relevant data to
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be distributed over multiple clusters, in which case
it might be beneficial to not be restricted to one
cluster-specific model.

A second shortcoming is the lack of model op-
timization. Yamamoto and Sumita (2008) set the
interpolation weights between the cluster-specific
model and the general one manually after some
preliminary experiments, and re-used the model
parameters from the general model for all exper-
iments. Specifically, they use linear interpola-
tion with interpolation coefficients of 0.7 and 0.3
for the cluster-specific and the general translation
model, respectively, and a log-linear combination
for language models, with a slightly lower weight
for the domain-specific (0.4) than the general (0.6)
model.

Both the inability to consider multiple rele-
vant datasets and the need to manually set model
weights can be solved by using automatic mixture-
model methods. We will experiment with au-
tomatic adaptation methods that use perplexity
minimization to produce domain-specific models
given a development set from the domain. The
first step is again to train cluster-specific transla-
tion and language models, which we then recom-
bine into a single adapted model. We use a lin-
ear interpolation with the interpolation coefficients
set through perplexity minimization for language
model and translation model adaptation, which has
been demonstrated to be a successful technique
in SMT (Foster and Kuhn, 2007). For transla-
tion model interpolation, we use the approach de-
scribed in (Sennrich, 2012), optimizing each trans-
lation model feature separately on a parallel devel-
opment set.

The optimization itself is convex, which means
that we can easily apply it to a high number of clus-
ters. The biggest risk is that the weight vector will
be overfitted if we optimize it for a high number of
small models. Finally, we set new log-linear SMT
weights through MERT (Och and Ney, 2003) for
each experiment.

5 Experiments

The main questions that we want to answer in our
experiments are:

1. How well does unsupervised clustering split
a heterogeneous training text according to its
domains? How are the results affected by dif-
ferent distance functions and smoothing?

Data set sentences words (fr)
Alpine (in-domain) 200k 4 400k
Europarl 1 500k 44 000k
JRC Acquis 1 100k 24 000k
OpenSubtitles v2 2 300k 18 000k
Total train 5 100k 90 400k
Dev (perplexity) 1424 33 000
Dev (MERT) 1000 20 000
Test 991 21 000

Table 1: Parallel data sets for German – French
translation task.

2. How much translation quality do we lose or
gain from mixture-modeling based on un-
supervised clusters, compared to a scenario
where we start with multiple domain-specific
corpora.

5.1 Data and Methods

We perform the experiments on a German–French
data set. The parallel data sets used are listed
in table 1. The in-domain corpus is a collection
of Alpine Club publications (Volk et al., 2010).
As parallel out-of-domain data sets, we use Eu-
roparl, a collection of parliamentary proceedings
(Koehn, 2005), JRC-Acquis, a collection of leg-
islative texts (Steinberger et al., 2006), and Open-
Subtitles v2, a parallel corpus extracted from film
subtitles3 (Tiedemann, 2009).

For language model training, we used the same
90 million word corpus, plus, on the target side, the
news corpus from WMT 2011 (appr. 610 million
tokens), and appr. 8 million tokens monolingual
in-domain data. We used the following language
model settings: for clustering, unigram language
models. For domain selection, 3-gram language
models with Good-Turing smoothing. For trans-
lation, 5-gram language models with interpolated
Kneser-Ney smoothing. We clustered additional
target language data with the method described in
(Yamamoto and Sumita, 2008), i.e. one cluster as-
signment step, starting from the bilingual clusters,
and not assigning any sentences which are closest
to the general LM.

For the clustering experiments, these data sets
are concatenated to simulate a heterogeneous train-
ing set. The relative amount of in-domain data in
the training sets is 2% (monolingual) and 4% (par-
allel). Note that this makes success of our method

3http://www.opensubtitles.org
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more likely than in scenarios where there is no in-
domain training data in the training set. We do
not claim that any heterogeneous training text is
equally suited for domain adaptation.

In (Andrés-Ferrer et al., 2010), clustering qual-
ity is measured intrinsically, i.e. by calculating
the intra-cluster language model perplexity. In
our evaluation, we use an extrinsic evaluation that
compares the resulting clusters to the original four
parallel datasets. For this evaluation, we assume
that clustering is felicitous if it clusters sentences
from the same original data set together. We mea-
sure this using entropy (equation 5), with N being
the total number of sentence pairs and orig(i) be-
ing the corpus to which sentence i originally be-
longed. pc(orig(i)) is the probability that a sen-
tence in cluster c is originally from corpus orig(i),
estimated through relative frequency.

H(X) = −
k∑

c=0

∑
i∈c

1

N
log2 pc(orig(i)) (5)

If a cluster only contains sentences from one cor-
pus, its entropy is 0. The baseline is a uniform
distribution, which corresponds to an entropy of
1.698 (with the data sets from table 1).

The second evaluation is a translation task. In
terms of tools and techniques used, we mostly
adhere to the work flow described for the WMT
2011 baseline system4. The main tools are Moses
(Koehn et al., 2007), SRILM (Stolcke, 2002), and
GIZA++ (Och and Ney, 2003), with settings as de-
scribed in the WMT 2011 guide. One exception is
that we additionally filter the phrase table accord-
ing to statistical significance tests, as described by
(Johnson et al., 2007). We use two different devel-
opment sets, one for domain adaptation (through
perplexity optimization) and one for MERT, in or-
der to rule out that MERT gives too much weight
to the language and translation model which are
optimized on the same dataset.

We measure translation performance through
BLEU (Papineni et al., 2002) and METEOR 1.3
(Denkowski and Lavie, 2011). All results are low-
ercased and tokenized, measured with five inde-
pendent runs of MERT (Och and Ney, 2003). We
perform significance testing with MultEval (Clark
et al., 2011), which uses approximate randomiza-
tion to account for optimizer instability. Note that
there are other causes of instability unaccounted
4http://www.statmt.org/wmt11/baseline.
html

distance k
entropy itr.

mean stdev (avg)
no smoothing
WSK 10 0.727 0.022 21.4
LM 10 0.439 0.034 20.2
LM 100 0.344 0.008 38.8
exponential smoothing
WSK 10 0.263 0.048 13.8
LM 10 0.112 0.016 10.4
LM 100 0.064 0.013 9.0

Table 2: Entropy comparison between clustering
with different distance functions (with or without
smoothing), and different numbers of clusters (k).
Mean, standard deviation, and average number of
iterations out of 5 runs are reported. WSK: word
sequence kernels; LM: language model entropy

for, e.g. the randomness of clustering. Word align-
ment has been kept constant across all experi-
ments.

5.2 Results

In all experiments, we perform k-means clustering
with k = 10 and k = 100. A higher number of
clusters typically increases the homogeneity of the
resulting clusters, and may boost performance by
allowing us to give high weights to very specific
subdomains of the training set. On the downside,
clusters will be smaller on average, which exacer-
bates data sparseness problems. In the trivial case,
having one sentence per cluster results in an en-
tropy of 0, but this granularity would be unsuitable
for the domain adaptation methods that we evalu-
ate because of data sparseness.

Table 2 shows entropy of both sentence-level
clustering and exponential smoothing with word
sequence kernels and LM entropy as distance func-
tions. All methods achieve a strong reduction of
entropy over the uniform baseline (1.698), but LM
entropy as a distance measure outperforms word
sequence kernels, with a mean entropy of 0.439
compared to 0.727 for 10 clusters. In all experi-
ments, exponential smoothing reduces the entropy
of the resulting clusters even further. With LM en-
tropy as distance function, it is reduced from 0.439
to 0.112 for k = 10, and from 0.344 to 0.064
with k = 100. A second advantage of smooth-
ing is that the algorithm converges faster, and re-
duces the number of iterations by a factor of 2–
4. Thus, smoothing seems a good choice because
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system BLEU METEOR
general 18.5 37.3
adapted TM 18.8 37.8
adapted LM 18.8 37.8
adapted TM & LM 18.6 37.9

Table 3: Baseline SMT results DE–FR. Concate-
nation of all data and using domain adaptation with
original four datasets.

the smoothed algorithm is both faster and better at
clustering sentences from the same original dataset
into the same cluster. Whether this leads to bet-
ter SMT performance is tested in the evaluation of
translation performance.

We can compare translation performance to four
baselines, shown in table 3. The general system
(without domain adaptation) performs worst, with
a BLEU score of 18.5 and a METEOR score of
37.3. Both TM and LM adaptation significantly
increase scores by 0.3 BLEU and 0.5 METEOR
points. The system that combines TM and LM
adaptation is not significantly different from the
systems with only one model adapted in terms of
BLEU, but performs best in terms of METEOR
(0.6 points better than the general model).

For the experimental systems, we limit our-
selves to LM entropy as distance function, and
vary a number of parameters. k, the number of
clusters, is 10 in table 4, and 100 in table 5.
For both k, we test clustering without smooth-
ing (sentence-level clustering) and with exponen-
tial smoothing and a decay factor of 0.5. For
each variation of these parameters, we pick a sin-
gle clustering run at random. For model combina-
tion, we contrast the approach by Yamamoto and
Sumita (2008) (i.e. domain prediction with a fixed
interpolation), and the mixture models described in
section 4, i.e. perplexity-minimization to find the
optimal weights for the linear interpolation of the
language and translation model (Sennrich, 2012).

In sections 3.1 and 4, we have identified possi-
ble shortcomings of the original approach by (Ya-
mamoto and Sumita, 2008), and will now reiterate
and discuss them.

Firstly, we have hypothesized that unsmoothed
sentence-level clustering may fail to cluster in-
domain data together, and have proposed expo-
nential smoothing. The entropy results in table
2 support this hypothesis; if we look at transla-
tion results with document-level domain predic-

tion, the performance differences are small. A look
at the clusters that are selected in domain predic-
tion shows that smoothing improved homogene-
ity (180 000 in-domain / 20 000 out-of-domain
sentence pairs) over an unsmoothed sentence-level
clustering (146 000 in-domain / 90 000 out-of-
domain), but both approaches cluster the majority
of the 200 000 in-domain sentence pairs together
and outperform the unadapted baseline.

Secondly, we suspected that domain predic-
tion on a sentence-level would suffer from sim-
ilar data-sparseness problems, and not pick the
optimal cluster for translation. With 10 clusters,
there is little difference between sentence-level and
document-level domain prediction, both in terms
of performance and the cluster that is predicted
in domain prediction. With (smoothed or un-
smoothed) sentence-level prediction, 80-90% of
test set sentences are predicted to belong to the
same cluster. With 100 clusters, the opposite of
our hypothesis is true. Document-level domain
prediction performs worse than (smoothed or un-
smoothed) sentence-level domain prediction, and
no better than the unadapted baseline. For the in-
terpretation of this result, we must also consider
the mixture-modeling results.

Adapting models through perplexity optimiza-
tion performs better than or equally well as the
methods with domain prediction and a fixed inter-
polation between the domain-specific and the gen-
eral model. This is true for both domain predic-
tion methods, and both smoothed and unsmoothed
clustering. The best result is obtained with k = 10
and smoothed clustering, with a BLEU score of
19.2 and a METEOR score of 38.3, which is 0.7
BLEU points and 1 METEOR points above the
unadapted baseline. The system also beats the
adapted baseline, which uses the same model com-
bination algorithm on the original four datasets, by
0.6 BLEU points and 0.4 METEOR points, and
the approach by (Yamamoto and Sumita, 2008)
(sentence-level clustering and domain prediction)
by 0.3 BLEU points and 0.4 METEOR points.

With 100 clusters, perplexity minimization
yields no further performance gains, but remains
significantly better than the systems with domain
prediction and the baseline systems. As to the
reason why document-level domain prediction per-
forms poorly with 100 clusters, the main problem
is that relevant data is spread out over multiple
clusters, and that only a small amount of relevant
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clustering domain prediction model combination
adapted TM adapted TM & LM

BLEU METEOR BLEU METEOR

sentence-level
sentence-level fixed weights 18.7 37.6 18.9 37.9
document-level fixed weights 18.8 37.7 18.9 37.9
- perplexity 18.8 38.0 18.9 38.2

smoothed
smoothed fixed weights 18.9 37.8 19.0 38.0
document-level fixed weights 18.9 37.8 19.0 38.1
- perplexity 19.1 38.3 19.2 38.3

Table 4: SMT results DE–FR based on clustered training data (k = 10).

clustering domain prediction model combination
adapted TM adapted TM & LM

BLEU METEOR BLEU METEOR

sentence-level
sentence-level fixed weights 18.8 37.7 18.6 37.6
document-level fixed weights 18.5 37.5 18.5 37.5
- perplexity 19.0 38.0 19.0 38.3

smoothed
smoothed fixed weights 18.6 37.5 18.5 37.5
document-level fixed weights 18.6 37.5 18.4 37.4
- perplexity 19.1 38.1 19.1 38.2

Table 5: SMT results DE–FR based on clustered training data (k = 100).

data can be considered with document-level do-
main prediction. Sentence-level domain prediction
avoids this problem by choosing different cluster-
specific models to translate different sentences, the
perplexity mixture-models by being able to give
high weights to multiple cluster-specific models.

6 Conclusion

We demonstrate that it is possible to apply
mixture-modeling techniques to models that are
obtained through unsupervised clustering of a het-
erogeneous training text. We obtained a mod-
est performance boost from applying mixture-
modeling on the clusters rather than the original
parallel corpora. The main advantage of the clus-
tering step, however, is that it reduces the require-
ments for mixture-modeling, eliminating the need
for a homogeneous, in-domain training corpus,
and only requiring a development set from the tar-
get domain. It is thus more general and could be
applied to monolithic, heterogeneous data collec-
tions.

Compared to the fully unsupervised method by
(Yamamoto and Sumita, 2008), we observed small
performance improvements of up to 0.3 BLEU

points. In a closed-domain setting, the approach
also has the advantage of moving the domain adap-
tation cost into the offline phase, and not requir-
ing a domain prediction phase and multiple mod-
els during decoding. To support multiple target do-

mains, the approach could be combined with that
of (Banerjee et al., 2010), who discuss the prob-
lem of translating texts that contain sentences from
multiple (known) domains.

We also propose exponential smoothing during
cluster assignment to better capture slow-changing
textual properties such as their domain member-
ship, and to combat data sparseness issues when
having to do an assignment decision based on short
sentences. While the effects on our translation ex-
periments were small, the increased homogeneity
of the resulting clusters and the faster speed of con-
vergence indicate that smoothing is a beneficial en-
hancement to sentence-level k-means clustering.
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Abstract

In this paper, we describe two approaches
to extending syntactic constraints in the
Hierarchical Phrase-Based (HPB) Statis-
tical Machine Translation (SMT) model
using Combinatory Categorial Grammar
(CCG). These extensions target the limita-
tions of previous syntax-augmented HPB
SMT systems which limit the coverage
of the syntactic constraints applied. We
present experiments on Arabic–English
and Chinese–English translation. Our ex-
periments show that using extended CCG
labels helps to increase nonterminal la-
bel coverage and achieve significant im-
provements over the baseline for Arabic–
English translation. In addition, com-
bining extended CCG labels with CCG-
augmented glue grammar helps to improve
the performance of the Chinese–English
translation over the baseline systems.

1 Introduction

Hierarchical Phrase-Based (HPB) Statistical Ma-
chine Translation (SMT) (Chiang, 2005) has been
demonstrated to be one of the most successful
SMT approaches nowadays. Its main idea is
to imitate Context-Free Grammar (CFG) produc-
tion rules in modelling translation rules while
maintaining the strength of statistically extracted
phrases. However, HPB SMT only models the hi-
erarchical aspect of the language and does not use
any linguistic information in rule extraction. A
set of approaches (Zollmann and Venugopal, 2006;
Almaghout et al., 2010) have tried to incorporate

c© 2012 European Association for Machine Translation.

syntactic information extracted according to differ-
ent grammar theories in the HPB SMT model by
annotating phrases and nonterminals with syntac-
tic labels. These systems face many challenges in
integrating their syntax-based constraints with the
syntax-free statistically extracted HPB SMT trans-
lation grammar, which limits the coverage of these
syntactic constraints and thus minimizes the bene-
fit obtained from applying them.

In this paper, we try to extend the scope
of target-side syntactic constraints in syntax-
augmented HPB SMT. More specifically, we try
to exploit the flexibility of Combinatory Categorial
Grammar (CCG) (Steedman, 2000) to increase the
coverage of syntactic labels used to label phrases
and nonterminals in hierarchical rules. In addition,
we augment HPB glue grammar rules with CCG
combinatory operators with the aim of directing
the decoding process towards building a full parse
tree of the translation output. We apply these con-
straints in a soft manner through a feature in the
log-linear model (Venugopal et al., 2009).

The rest of this paper is organized as follows.
Section 2 reviews related work. Section 3 gives
an introduction to HPB SMT. Section 4 introduces
CCG. Section 5 describes our approach. Section 6
presents our experiments. Finally, Section 7 con-
cludes and provides avenues for future work.

2 Related Work

Syntax Augmented Machine Translation
(SAMT) (Zollmann and Venugopal, 2006)
tries to improve the grammaticality of the HPB
SMT translation output by attaching syntactic
labels to target-side phrases and nonterminals.
These labels are extracted from context-free
phrase structure grammar parse trees of the target-
side of the parallel corpus. The function of these

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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syntactic labels is to impose syntactic constraints
on phrases replacing nonterminals during decod-
ing, allowing this replacement only when the
labels of the nonterminal and the replacing phrase
match. CCG-augmented HPB (Almaghout et al.,
2010) follows the SAMT approach in labelling
nonterminals with syntactic labels. It extracts
CCG-based labels from CCG forest trees of the
target-side of the parallel corpus. Almaghout et
al. (2011) use contextual information presented
in CCG categories to extract syntactic labels
for nonterminals and phrases in the HPB SMT
translation model. Birch et al. (2007) use CCG su-
pertags as a source and target factor in the factored
Phrase-Based (PB) SMT translation model (Koehn
and Hoang, 2007). Hassan et al. (2009) integrate
target-side CCG incremental parsing in the Direct
Translation Model (DTM2). They also extract a
set of syntactic features based on CCG supertags,
combinatory operators and parsing states. This
helps to build a fully connected parsing structure
during decoding and prune hypotheses which do
not constitute a valid parsing state.

Recently, applying syntactic constraints in
syntax-augmented HPB SMT systems in a soft
manner has been demonstrated to improve the per-
formance of these systems (Venugopal et al., 2009;
Chiang, 2010). This means that the derivations
which violate the syntactic constraints imposed by
the model are not prevented per se, but the system
learns to favour more grammatical translations.
Strong syntactic constraints impose restrictions on
the translation search space and consequently have
a negative impact on performance. Venugopal et
al. (2009) transform the syntactic constraints in
the SAMT translation model to a syntactic feature
integrated into the log-linear model. They use an
unlabelled translation model during decoding. An-
other SAMT-based syntactic model, which mea-
sures the probability of different labellings of each
hierarchical rule, is used to calculate the value of
the syntactic feature at each nonterminal replace-
ment during decoding.

3 Hierarchical Phrase-Based SMT

HPB SMT (Chiang, 2005) is a tree-based model
which extracts a synchronous CFG automatically
from the training corpus. HPB SMT extracts hi-
erarchical rules – the fundamental translation units
in the HPB model – from phrases extracted accord-
ing to the PB model (Koehn et al., 2003). Thus,

hierarchical rules have the strengths of statistically
extracted continuous phrases plus the ability to
translate discontinuous phrases and learn phrase-
reordering without a separate reordering model.
The HPB SMT model has two types of rules: hi-
erarchical rules and glue grammar rules. Hierar-
chical rules are rewrite rules with aligned pairs of
right-hand sides, taking the following form:

X →< α, β,∼> (1)

where X is a non-terminal, α and β are both strings
of terminals and non-terminals, and ∼ is a one-to-
one correspondence between non-terminal occur-
rences in α and β. Hierarchical rules are extracted
from the training corpus by subtracting continuous
phrase-pairs attested in the translation table recur-
sively from longer phrases and replacing them with
the nonterminal symbol X . Nonterminals in hier-
archical rules act as placeholders that are replaced
with other phrases during translation in a bottom-
up fashion.

Glue grammar rules perform monotone phrase
concatenation, which means that they combine tar-
get phrases together without performing any re-
ordering. They consist of the following two rules:

S →< S X , S X > (2)

S →< X , X > (3)

Their main role is to produce translation when
no possible hierarchical rule can be applied. They
are also used to reduce the complexity of chart de-
coding by limiting the application of the hierarchi-
cal rules to a certain limit (12 words in our ex-
periments, cf. Section 6) above which only glue
grammar rules are applied. Glue grammar rules
can also be applied below this limit but their appli-
cation cannot alternate with hierarchical rules, and
they always form a left-balanced binary tree on top
of the hierarchical rules in the derivation tree.

4 Combinatory Categorial Grammar

CCG (Steedman, 2000) is a grammar formalism
which consists of a lexicon that pairs words with
lexical categories (supertags, cf. Bangalore and
Joshi (1999)) and a set of combinatory rules which
specify how the categories are combined. A su-
pertag is a rich syntactic description that specifies
the local syntactic context of the word at the lexi-
cal level in the form of a set of arguments. Most
of the CCG grammar is contained in the lexicon,
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which is why CCG has simpler combinatory rules
compared to CFG productions.

CCG categories are divided into atomic and
complex categories. Examples of atomic cat-
egories are S (sentence), N (noun), NP (noun
phrase), etc. Complex categories such as S\NP
and (S\NP)/NP are functions which specify the
type and directionality of their arguments and re-
sults. CCG builds a parse tree for a sentence by
combining CCG categories using a set of binary
combinatory operators. Since most of the CCG
grammar resides in the lexicon, CCG has a sim-
ple set of combinatory operators. Figure 1 shows a
CCG parse tree of the English sentence Would you
like cream and sugar in your coffee ?

4.1 CCG and SMT

CCG has many unique qualities which make it an
attractive grammar formalism to be incorporated
into SMT systems. First, CCG allows for flexi-
ble structures thanks to its combinatory operators.
Thus it is possible to assign a CCG category to
phrases which do not represent standard syntactic
constituents. This is an important feature for SMT
systems as SMT phrases are statistically extracted,
and do not necessarily correspond to syntactic con-
stituents. Second, CCG supertags present rich syn-
tactic information at the lexical level about the de-
pendents and local context of each word in the sen-
tence. Therefore, CCG supertags reflect impor-
tant information about the syntactic structure of the
sentence without the need to build a full parse tree.
This allows SMT systems to build grammatical-
ity metrics based on examining sequences of CCG
supertags of the words of the translation output.
Finally, CCG can be efficiently parsed thanks to
the process of supertagging (Bangalore and Joshi,
1999), which assigns supertags to the words of the
sentence before parsing. This reduces the parsing
search space significantly and is especially impor-
tant for computationally complex SMT systems.

5 Our Approach

5.1 Motivation

Although incorporating syntax into HPB SMT has
been demonstrated to improve its translation qual-
ity (Zollmann and Venugopal, 2006), the coverage
of the syntactic constraints in syntax-augmented
HPB SMT systems is limited because they include
only part of the phrases and the grammar in the
model. The mismatch between the notion of the

phrase in SMT systems and grammar formalisms
leaves many phrases in syntax-augmented HPB
SMT systems unlabelled. Almaghout et al. (2010)
show that CCG-augmented HPB SMT and SAMT
systems fail to label 30% and 50% of the total
phrases in the training corpus, respectively. Fur-
thermore, syntax-augmented HPB SMT systems
have always focused efforts on augmenting hierar-
chical rules with syntax, ignoring the other impor-
tant part of the grammar which is glue grammar
rules. Glue grammar rules constitute about 30%
to 40% of the total rules used in the derivations,
which means that they play an important role in
the translation process. Bearing in mind that hi-
erarchical rules have a limited span to reduce the
complexity of chart decoding, the application of
syntactic constraints is also limited for the same
reason. Ignoring these aspects limits the scope
of syntactic constraints in syntax-augmented HPB
systems which in turn limits their effect on improv-
ing the grammaticality of translation output.

In our approach, we try to expand the scope of
syntactic constraints in our CCG-augmented HPB
system. To achieve this we follow a two-fold ap-
proach. First, we try to extend the notion of the
syntactic label attached to nonterminal labels and
phrases with the aim of increasing label cover-
age. Secondly, we augment glue grammar rules
with CCG combinatory operators. We apply these
enhancements in a soft way under the Preference
Grammars paradigm for applying soft syntactic
constraints in HPB SMT (Venugopal et al., 2009).
Thus, we add a syntactic feature to the log-linear
model which judges the grammaticality of each
nonterminal replacement and glue grammar rule
application. We will describe each research strand
in detail in the following sections.

5.2 Extended CCG-based Syntactic Labels

In SAMT, a set of CCG-like binary operators are
used to increase the coverage of nonterminal la-
bels. This is necessary as SAMT labels are ex-
tracted using phrase structure grammar, which has
a small set of constituent labels that are insuffi-
cient to cover all the different syntactic structures
of extracted phrases. Almaghout et al. (2010) use
single-category CCG labels as nonterminal labels.
Although CCG flexible structures allow a better la-
bel coverage than phrase structure grammar-based
labels, using single-category CCG labels fails to
label about one third of the total phrases. In or-
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Figure 1: An example of a complete CCG parse tree of an English sentence.

Figure 2: A set of phrases along with their ex-
tended CCG labels extracted from the CCG tree
in Figure 1.

der to increase label coverage, we extend the def-
inition of the nonterminal label to be composed
of more than one CCG category. Therefore, if
there is no single CCG category at the root of the
trees which cover a phrase, the highest-scoring se-
quence of categories with a minimum number of
CCG categories is extracted from CCG trees cov-
ering the phrase and used as the phrase label. Fig-
ure 2 shows a set of phrases extracted from the
sentence illustrated in Figure 1 along with their ex-
tended CCG labels. In this example, the phrase like
cream and has an extended CCG label composed
of two categories: S[b]\NP+conj. The CCG cat-
egories of the words like and cream are combined
into the CCG category S[b]\NP. However, this cat-
egory cannot be combined with the conj category.

We define the degree of the extended label to be
the number of CCG categories in the label. In our
previous example, the extended CCG label of the
phrase sugar in your is of degree three while the
phrase cream and is of degree two. The degree
of the system which uses extended CCG labels is
defined to be the maximum degree of the labels in
the model.

5.3 CCG-augmented Glue Grammar

Instead of concatenating phrases during glue gram-
mar rule application without applying any syn-
tactic constraints, we try to augment glue gram-
mar rules with CCG combinatory operators. CCG

combinatory operators are binary operators, which
makes them suitable to be applied on glue gram-
mar rules which are also binary rules. First, we
change the definition of the glue grammar rule (2)
as follows:

X →< X X , X X > (4)

This removes the left-balance constraints from
the construction of glue-grammar rule application.
Additionally, this rule allows the application of
glue grammar rules and hierarchical rules to alter-
nate, which gives better flexibility. Secondly, we
build a metric which judges the grammaticality of
concatenating two phrases at each glue grammar
rule application based on their extended CCG la-
bels. The calculation of this grammaticality metric
is based on an extended CCG label model. This
model is extracted using relative frequency counts
from the target-side of the training corpus which is
annotated with extended CCG labels for each sub-
phrase in each sentence.

Whenever two phrases are concatenated under
glue grammar rule application, the following steps
are applied to calculate the grammaticality features
for each extended CCG label pair L1 and L2 from
the first and second phrase, respectively:

• Simplify L1+L2 by applying all possible
CCG combinatory operators on L1+L2 to de-
rive the extended CCG label L with the mini-
mum number of CCG categories.
• If the resulting label L from the previous step

is composed of one CCG category, the two
phrases are likely to constitute a grammatical
phrase and the grammaticality feature is set to
1.
• Otherwise, the grammaticality feature is set to

the probability of L according to the extended
CCG labels model.
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S[q]
Can you S[b]\NP?

 ؟S[b]\NPھل ���ط�� 

(S[b]\NP)/NP
make

ل�

S[dcl]

S[dcl]/NP
It (S[dcl]\NP)/NP

NP/(S[dcl]\NP) ھـ

S[dcl]\NP like
S[dcl]\NP   ل�

looks
��دو

NP[nb]
this picture
ھذه ا��ورة 

Figure 3: A derivation tree which shows the appli-
cation of CCG-augmented glue grammar rules.

• Assign L to the phrase resulting from glue
grammar rule application.

Augmenting glue grammar rules with CCG com-
binatory operators enables the building of a full
parse tree of the translation output and extends
the scope of the syntactic constraints to cover the
whole translation output. The grammaticality fea-
ture helps to guide the decoding process by award-
ing the application of hierarchical and glue gram-
mar rules which yield a grammatical output.

Figure 3 shows a derivation tree we obtain when
translating a sentence from Arabic into English.
Each node in the tree usually has more than one
CCG label but the figure shows only the most prob-
able label for the sake of simplicity. The result-
ing English translation is: can you make it looks
like this picture ?. Although the translation is not
totally grammatical, having the verb look in the
wrong form looks, we can see how hierarchical
and glue grammar rules participate in building a
full parse tree which covers the whole translation
output.

6 Experiments

In our experiments, we try to explore the effect
of each method for extending the syntactic con-
straints in the HPB SMT system presented in Sec-
tion 5. Sections 6.3.1 and 6.3.2 give the results for

each individual method. We then conduct experi-
ments which examine the effect of combining both
approaches in a single system.

6.1 Data Used

We used the data provided by the IWSLT 2010
evaluation campaign.1 The Chinese–English train-
ing corpus consists of 55k sentence pairs from the
IWSLT 2010 Chinese–English training data for the
DIALOG task. The development and test sets are
IWSLT evaluation data sets (500 sentence pairs
for each) provided for the Chinese–English DI-
ALOG task for 2008 and 2009. The develop-
ment set has 15 references and the test set has 7
references. The Arabic–English training corpus
consists of 20k sentence pairs from the IWSLT
2010 training data provided for the Arabic–English
BTEC task. The development and test sets are the
IWSLT evaluation data sets provided for the BTEC
task for 2007 and 2008 evaluations, with 489 sen-
tence pairs in the development set and 507 sen-
tence pairs in the test set, respectively. The devel-
opment set has 7 references and the test set has 16
references. All the English data used in our exper-
iments is lower-cased and tokenized. The Arabic
data is segmented according to the D3 segmenta-
tion scheme using MADA (Morphological Analy-
sis and Disambiguation for Arabic).2

6.2 Baseline Systems

We have two baseline systems in our experiments:
the HPB SMT baseline system and the CCG-
augmented HPB SMT baseline system which uses
single-category CCG labels and applies strong
syntactic constraints (Almaghout et al., 2010). We
built our HPB SMT baseline system using the
Moses Chart Decoder.3 The GIZA++ toolkit4

is used to perform word and phrase alignment
and the “grow-diag-final” refinement method is
adopted (Koehn et al., 2003). Maximum phrase
length and maximum rule span are both set to 12
words. The maximum span for the chart during de-
coding is set to 20 words, above which only glue
grammar rules are applied. Hierarchical rules ex-
tracted contain up to 2 nonterminals. Minimum er-
ror rate training (Och, 2003) is performed to tune
all our SMT systems. The 5-gram language model
in all experiments was trained on the target side
1http://iwslt2010.fbk.eu/node/27
2http://www1.ccls.columbia.edu/MADA/
3http://www.statmt.org/moses/?n=Moses.SyntaxTutorial
4http://fjoch.com/GIZA++.html
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of the parallel corpus using the SRILM toolkit5

with modified Kneser-Ney smoothing. Our CCG-
augmented HPB system was also built using the
Moses Chart Decoder, which has an option to ex-
tract syntax-augmented rules from an annotated
corpus. We used the same rule extraction and de-
coding settings as for the HPB baseline system.
We use the CCG parser from C&C tools6 to parse
the training data for our CCG-augmented HPB
system experiments and to combine CCG cate-
gories during glue grammar rule application.

6.3 Experimental Results

6.3.1 Extended CCG Labels Experiments
In this section we examine the effect of our ex-

tended CCG labels. We try out extended labels of
degrees ranging from one to five under soft syntac-
tic constraints. Tables 1 and 2 show BLEU, TER
and METEOR scores of extended CCG labels sys-
tems along with the number of different nontermi-
nal labels estimated in thousands and the percent-
age of unlabelled nonterminals in the rule table
of each system for Arabic–English and Chinese–
English translation, respectively.

From Table 1, we can see that the 5-
category CCG-augmented HPB SMT system is
the best-performing system in terms of BLEU and
TER scores, outperforming the HPB and CCG-
augmented HPB baseline systems by 0.86 and
2.22 absolute BLEU points, which corresponds to
a 1.63% and 4.3% relative improvement, respec-
tively. The result of the paired bootstrap resam-
pling test (Koehn, 2004) demonstrates that the im-
provement achieved over both baseline systems is
statistically significant at p-level=0.05. Table 1
also shows that using soft syntactic constraints
leads to significant improvements over the CCG-
augmented HPB SMT baseline, which uses strong
syntactic constraints. Furthermore, using extended
CCG labels significantly decreases the percentage
of unlabelled nonterminals in the rule table from
28% in the single-category system to 0.05% in the
5-category system.

Table 2 shows that the 3-category CCG-
augmented HPB SMT system is the best-
performing system in terms of BLEU and TER.
The 3-category CCG-augmented HPB SMT sys-
tem outperformed the HPB and CCG-augmented
HPB SMT baseline systems by 1.65 and 3.93

5http://www-speech.sri.com/projects/srilm/
6http://svn.ask.it.usyd.edu.au/trac/candc/

System BLEU TER MET Lab %X
HPB 52.90 31.06 71.51 - -
CCG 51.54 32.32 70.33 0.5 28
CCG1 52.83 31.13 70.77 0.5 28
CCG2 53.38 30.92 70.60 8.0 6.3
CCG3 53.10 30.76 70.77 18 1.3
CCG4 53.09 30.76 70.62 23 0.3
CCG5 53.76 30.76 71.05 24 0.05

Table 1: Experimental results of CCG-augmented
HPB systems with extended CCG labels from dif-
ferent degrees compared to the baseline systems
for Arabic–English translation. Lab indicates the
number of different labels used by each system (in
thousands). %X indicates the percentage of unla-
belled nonterminals in the rule table.

absolute BLEU points, which corresponds to a
3.4% and 8.5% relative improvement, respectively.
The paired bootstrap resampling test demonstrates
that these improvements are both significant at p-
level=0.05. Similar to our Arabic–English exper-
iments, using soft syntactic constraints helps to
achieve significant improvements over the strong-
constraints CCG-augmented HPB baseline system.

System BLEU TER MET Lab %X
HPB 48.29 35.28 65.85 - -
CCG 46.01 34.86 63.01 0.6 31
CCG1 49.73 34.04 66.66 0.6 31
CCG2 48.19 35.46 64.67 12 7.6
CCG3 49.94 34.02 66.29 30 1.7
CCG4 48.32 34.54 65.07 40 0.4
CCG5 49.44 34.10 65.76 43 0.09

Table 2: Experimental results of CCG-augmented
HPB systems with extended CCG labels from dif-
ferent degrees compared to the baseline systems
for Chinese–English translation along with the
number of different labels and the parentage of un-
labelled nonterminals in the model of each system.

6.3.2 CCG-augmented Glue Grammar
Experiments

We examined the application of our CCG-
augmented glue grammar rules using the single-
category CCG labels under soft syntactic con-
straints. Tables 3 and 4 show the results of us-
ing CCG-augmented glue grammar for Arabic–
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English and Chinese–English translation, respec-
tively.

System BLEU TER METEOR
CCG glue1 53.06 31.42 71.00

Table 3: Experimental results of the CCG-
augmented HPB system which uses CCG-
augmented glue grammar rules with single-
category CCG labels for Arabic–English transla-
tion.

For both language pairs, CCG-augmentation for
glue grammar rules failed to achieve any improve-
ment over the best-performing systems obtained
using extended CCG labels. Furthermore, we ob-
serve that using CCG-augmented glue grammar
rules leads to a significant decrease in BLEU score
for Chinese–English translation, even below the
baseline performance.

System BLEU TER METEOR
CCG glue1 45.65 36.64 62.91

Table 4: Experimental results of the CCG-
augmented HPB system which uses CCG-
augmented glue grammar rules with single-
category CCG labels for Chinese–English transla-
tion.

6.3.3 Extension Approaches in Combination

In this section we try to combine both ap-
proaches to extending syntactic constraints de-
scribed in this paper, namely (i) extended CCG la-
bels and (ii) CCG-augmented glue grammar rules.
We try to use CCG-augmented glue grammar rules
with the best-performing systems obtained in Sec-
tion 6.3.1, namely the 5-category and 3-category
CCG-augmented HPB SMT systems for Arabic–
English and Chinese–English translation, respec-
tively. Tables 5 and 6 show BLEU, TER and ME-
TEOR scores when using CCG-augmented glue
grammar rules in these systems. Using CCG-
augmented glue grammar rules for Arabic–English
leads to an improvement of 0.38 absolute TER
points, which corresponds to a 1% relative im-
provement. Using CCG-augmented glue gram-
mar rules for Chinese–English leads to an in-
crease of 0.79 absolute BLEU points over the
3-category CCG-augmented HPB system, which
corresponds to a 1.6% relative improvement. This

result is corroborated by improvements with re-
spect to TER and METEOR. The paired bootstrap
resampling test shows that our CCG-augmented
glue grammar system outperforms the 3-category
CCG-augmented HPB SMT system in 93 out of
100 samples. However, this improvement is not
statistically significant at p-level=0.05.

System BLEU TER METEOR
CCG glue5 53.51 30.38 70.81

Table 5: Experimental results of the CCG-
augmented HPB system which uses CCG-
augmented glue grammar rules with 5-category ex-
tended CCG labels for Arabic–English translation.

We attempted to understand why using CCG-
augmented glue grammar rules led to an improve-
ment using 3-category extended labels, but caused
a performance degradation when used with sin-
gle category labels for Chinese–English transla-
tion. Accordingly, we measure the percentage
of glue grammar rule application in the deriva-
tion trees that yield the translation output of each
system. We found that glue grammar rules con-
stitute 13.76% of the total rules used by the
single-category CCG-augmented HPB SMT sys-
tem which uses CCG-augmented glue grammar
rules, compared to 4.8% used by the 3-category
CCG-augmented HPB SMT system which uses
CCG-augmented glue grammar rules. We think
that this increased usage of glue grammar rules is
due to restrictions imposed on the single-category
system, which result from the restricted set of the
single-category labels. This forces the system to
use more glue grammar rules, which perform no
reordering, causing the performance of the system
to degrade. We think that the reason why using
CCG-augmented glue grammar rules did not im-
prove the performance for Arabic–English transla-
tion might be because of the small size of the train-
ing data (20k only), which increases the sparsity of
translation rules extracted.

System BLEU TER METEOR
CCG glue3 50.73 33.50 66.67

Table 6: Experimental results of the CCG-
augmented HPB system which uses CCG-
augmented glue grammar rules with 3-category ex-
tended CCG labels for Chinese–English transla-
tion.
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7 Conclusion and Future Work

In this paper, we presented two syntactic exten-
sions to HPB SMT system using CCG. The first
extension tries to increase the coverage of syntac-
tic labels used to label nonterminals in hierarchical
rules by using complex CCG-based labels com-
posed of more than one CCG category. The sec-
ond extension tries to build a full parse tree which
covers the whole translation output by augment-
ing glue grammar rules with CCG combinatory
operators. We presented experiments on Arabic–
English and Chinese–English translation. Our ex-
periments showed that using extended CCG labels
achieved the best performance for Arabic–English
translation, while using a combination of CCG-
augmented glue grammar rules and extended CCG
labels led to the best performance for Chinese–
English translation.

In future work, we will try to integrate the ap-
plication probability of CCG combinatory opera-
tors performed during glue grammar rule applica-
tion in the grammaticality feature. Furthermore,
we will try to integrate more syntactically aware
CCG-based evaluation metrics in tuning and eval-
uation, which enables a higher accuracy in evalu-
ating improvements on the grammaticality of the
translation output.
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Moses Open Source Evaluation and Support Co-ordination for Out-
Reach and Exploitation

European Union
FP7 ICT-2011-7

Coordination and Support Action 
288487

http://www.mosescore.eu 

List of partners

University of Edinburgh (Coordinator),  United Kingdom

TAUS, The Netherlands

Fondazione Bruno Kessler, Italy

Charles University in Prague, Czech Republic

Applied Language Solutions, United Kingdom

Project duration: February 2012 — January 2015

Summary

MosesCore aims to encourage the development and use of open sourcemachine translation 
(MT).The  project  hosts  three  different  types  of  events:  (i)  Machine  TranslationMarathons 
where MT researchers and developers can gather to discuss and implementthe latest MT tech-
niques; (ii) Workshops in Machine Translation (with shared tasks) forresearchers to present 
their  latest  work, and compare techniques with other  groups; and (iii)  Industrial  Outreach 
events to provide tutorials and a knowledge sharing platform for current and potential users of 
MT. As well as providing the events, MosesCore is funding the appointment of a full-time 
Moses Coordinator, based in Edinburgh. The Moses Coordinator is responsible for  overseeing 
and facilitating the development of Moses, helping to integrate new research, and widening 
the developer and user base. The three academic partners in MosesCore (Edinburgh, FBK and 
Charles  University)   have extensive experience in  developing and supporting open source 
NLP software, including the Moses toolkit. They are joined by TAUS, a think tank for the  
translation industry with an established  record as a Moses promoter and extensive member-
ship in the industry, and Applied Language Solutions, a Moses power user who is applying 
their software engineering expertise to making Moses more robust and user-friendly.
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Machine Translation Enhanced Computer Assisted Translation 

Funding Agency: European Union 
Call: FP7-ICT-2011-7 
Project Type: Strep 
Project ID: 287688 
Website: http://www.matecat.com  

 
Consortium 

Fondazione Bruno Kessler, Italy (coordinator) 
Translated Srl, Italy 

Université du Maine, Le Mans, France 
University of Edinburgh, United Kingdom 

 
Project duration: November 2011 — October 2014 

 
Summary 

MateCat aims to integrate statistical Machine Translation (MT) and collaborative Translation 
Memories (TM) within the human translation workflow. The objective is to increase the pro-
ductivity of professional translators and to enhance their work experience with MT.  

MateCat will go beyond the state-of-the-art by investigating new research issues related to the 
integration of MT into CAT, namely: self-tuning MT, user adaptive MT, and informative MT.  

MateCat will develop an enhanced Web-based CAT tool integrating new MT functionalities. 
The project will build on state-of-the-art and widely adopted MT and CAT technologies de-
veloped by the project partners, such as Moses, IRSTLM, and MyMemory. All results of 
MateCat will be made publicly available under an open source licence. 

Progress in MateCat will be measured by field tests evaluating the utility and usability of MT 
enhanced CAT. Key performance indicators will compare productivity of real users employ-
ing CAT with and without the new MT functionalities developed in the project.    

At this time, a first field test was completed to evaluate a reference baseline system based on a 
commercial CAT tool, integrating commercial TM and MT engines. We collected and ana-
lyzed log files of 16 professional translators that worked on real translation projects in two di-
rections, EN>IT and EN>DE, and two domains, legal and information technology. Results re-
ported a significant increase in productivity when the TM is integrated with suggestions gen-
erated by the MT engine.  

We are currently developing the first version of the MateCat Web-based CAT tool and a new 
statistical MT server that dynamically adapts from translations generated by the users.
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SUMAT: An online service for SUbtitling by MAchine Translation 

European Commission 

Information and Communication Technologies Policy Support Programme  

CIP-ICT-PSP.2010.6.2 - Multilingual online services  

Pilot Type B 

270919 

http://www.sumat-project.eu/ 

 

List of partners 

 

Vicomtech, Spain (coordinator) 

   
Titelbild Subtitling and Translation, Germany 

 
Athens Technology Center, Greece 

 

Univerza V Mariboru, Slovenia 

 
Invision Ondertiteling, The Netherlands 

 
Voice & Script International Limited, United Kingdom 

 
Deluxe Digital Studios, United Kingdom 

 
Applied Language Solutions, United Kingdom 

 
Subcontracted: TextShuttle, Switzerland 

 

Project duration: April 2011 — March 2013 

Summary 

SUMAT aims to increase the efficiency and productivity of the European subtitling industry 

while enhancing the quality of its results via the effective introduction of SMT technologies 

into subtitling processes. In order to achieve this, we will develop an online subtitle translation 

service addressing nine different European languages divided into the following 14 language 

pairs: English-German; English-French; English-Spanish; English-Dutch; English-Swedish; 

English-Portuguese; Slovenian-Serbian. During the first year of the project the consortium’s 

subtitling companies have provided large amounts of professionally produced parallel and 

monolingual subtitle data, which have been processed into a form suitable for training SMT 

systems. Baseline SMT systems are being created using the Moses SMT training scripts and 

decoder and the IRSTLM toolkit. In the near future, subtitles will be enriched with linguistic 

information and the baseline SMT systems for subtitling will be built upon by: augmenting 

language models with extra monolingual target data and improved use of linguistic informa-

tion; enhancing translation models through the use of POS tagged data and factored models; 

using compound splitters, named entity recognizers and additional lexica to deal with un-

known words; and investigating hierarchical decoding to make use of syntactic dependencies.
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transLectures:	  Transcription	  and	  Translation	  of	  Video	  Lectures	  
Funding agency: European Commission  

Funding call identification: FP7-ICT 
Type of project: STREP  

Project ID number: 287755  
http://www.translectures.eu/ 

 
List of partners 

Universitat Politècnica de València, Spain (coordinator)  

Xerox Research Centre Europe, France 

Jozef Stefan Institute and Knowledge for All Foundation, Slovenia and UK 

RWTH Aachen University, Germany 

European Media Laboratory GmbH, Germany 

Deluxe Digital Studios Limited, UK 
 

Project duration: November 2011 — October 2014 
 

Summary 

Online educational repositories of video lectures are rapidly growing. An example of this is VideoLec-
tures.NET, a free and open access educational video lectures repository.  Transcription and translation 
of video lectures in VideoLectures.NET is needed to make them accessible to a wider audience. How-
ever, similarly to other repositories, most lectures are neither transcribed nor translated. 
 
The aim of transLectures is to develop innovative, cost-effective solutions to produce accurate tran-
scriptions and translations in VideoLectures.NET, with generality across other Matterhorn-related re-
positories. The starting hypothesis is that there is only a relatively small gap for the current technolo-
gy on automatic speech recognition and machine translation to achieve accurate enough results in the 
object collections we are considering; and that it can be closed by achieving the following three objec-
tives:  

1. Improvement of transcription and translation quality by massive adaptation. 
2. Improvement of transcription and translation quality by intelligent interaction. 
3. Integration into Matterhorn to enable real-life evaluation. 

 
The main result of transLectures will be a set of cost-effective tools to produce accurate transcrip-
tions and translations in VideoLectures.NET and other Matterhorn-related repositories. Indeed, these 
tools will be tested in VideoLectures.NET and in a smaller repository of Spanish video lectures, po-
liMedia. For transcription, we will consider English and Slovenian in VideoLectures.NET (more than 
90%) and Spanish in poliMedia. For translation, we will consider the language pairs: en⇆es, en⇆sl, 
en→fr and en→de. 
 
Upon successful achievement of the project, its techniques will probably spread over many education-
al repositories, enabling them to overcome language barriers and reach wider audiences. 
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ACCURAT: Analysis and Evaluation of Comparable Corpora for 

Under Resourced Areas of Machine Translation 

Seventh Framework Programme 

Call FP7-ICT-2009-4, ICT-2009.2.2: Language-based interaction 

Small or medium-scale focused research project (STREP)  

Grant Agreement n° 248347 

http://www.accurat-project.eu 

 

List of partners 

Tilde, Latvia (coordinator)  

University of Sheffield, Computer Science Department, NLP Group, UK 

University of Leeds, Centre for Translation Studies, UK 

Institute for Language and Speech Processing, Greece 

University of Zagreb, Faculty of Humanities and Social Sciences, Department of Linguistics, Croatia 

DFKI, LT Lab, Germany 

Romanian Academy, Research Institute for Artificial Intelligence, Romania 

Linguatec, Germany 

Zemanta, Slovenia 

 

Project duration: January, 2010 — June, 2012 

 

Summary 

Lack of sufficient parallel data for many languages and domains is currently one of the major obsta-

cles to further advancement of automated translation. The ACCURAT project addresses this issue by 

researching methods for using comparable corpora as resources for machine translation (MT). The 

objectives of the ACCURAT project are to develop methods allowing to measure the comparability of 

source and target language documents in comparable corpora; to research methods for the alignment 

and extraction of lexical, terminological, and other linguistic data from comparable corpora; to re-

search methods for automatic acquisition of a comparable corpus from the Web and to analyse how 

acquired data can improve MT systems. The project particularly targets a number of under-resourced 

languages, i.e., Croatian, Estonian, Greek, Latvian, Lithuanian, and Romanian, and evaluates applica-

bility of data extracted from comparable corpora for adapting MT to specific narrow domains. 

Several novel approaches for building comparable corpora from the Web have been researched and 

evaluated for under-resourced languages including: (1) monolingual crawling and bilingual pairing of 

news texts and (2) focused monolingual crawling of narrow domain texts using seed terms and URLs. 

ACCURAT has developed comparability metrics which identify similar documents in comparable 

corpora and indicate their degree of similarity by computing a comparability score. Tests performed 

on a gold standard show that scores obtained from the metrics reliably reflect comparability levels, as 

the average scores for higher comparability levels are always significantly larger than for lower levels. 

ACCURAT also proposes new methods for extraction of parallel data from comparable corpora. 

These methods are implemented in an open source ACCURAT Toolkit. The toolkit identifies (maps) 

and extracts parallel sentences, translation dictionaries, bilingual terminology, and named entities. 

Data collected and extracted using ACCURAT tools are being integrated into baseline SMT systems 

(trained on available parallel data) to evaluate the applicability of ACCURAT tools for improving the 

quality of MT. Several successful proof-of-concept experiments for narrow domains were carried out 

showing that even small amounts of parallel domain specific data will help improve a SMT system. 
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CoSyne, a Project on Multilingual Content Synchronization  

with Wikis 

 
7

th
 Framework Programme 

FP7-ICT-Call 4 

small or medium-scale-focused research project 

248531 

http://www.cosyne.eu 

 

University of Amsterdam (UvA), The Netherlands (coordinator) 

Fondazione Bruno Kessler (FBK), Italy 

Dublin City University (DCU), Ireland 

Heidelberg Institute for Technical Studies (HITS), Germany 

Deutsche Welle (DW), Germany 

Netherlands Institute for Sound & Vision (NISV), The Netherlands 

WikiMedia Foundation NL, The Netherlands  

 

Project duration: 1 March 2010 — 28 February 2013 

 

Summary 

CoSyne aims at automating the dynamic multilingual synchronization process of wikis. It 

deals with automating the process of analyzing and mutually enriching different wiki pages 

on the same subject. This includes, but is not limited to, user-generated content. The CoSyne 

project focuses on robust machine translation and synchronization in six designated 

languages. Because of the synchronization aspect, the work is done in a wiki environment, 

and the different services and components use the open-source MediaWiki platform. 

The strength of the CoSyne system compared to its competitors is the combination of 

machine translation with synchronization. The system automatically recognizes which parts 

of text are not present in the other language version(s) and translates or augments only those 

parts that are considered different using segment-specific adaptive modeling.  

At present the project is entering its third year of activity. In the first year, the focus was on a 

limited set of language combinations: German-English, Dutch-English and Italian-English 

(all in both directions). The second year this was expanded to include a combination among 

all four languages (English, German, Dutch and Italian). The third year will focus on en-

hanced prototyping, machine learning with identification of factual changes and style chang-

es, and analysis of logged user edits to teach and improve the system. Two additional lan-

guages (Turkish and Bulgarian) will be used to test the system for new languages, in the final 

phase of the project.  Contact:    c.monz@uva.nl    www.cosyne.eu 
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LT-Innovate 

European Commision 
Support Action  

288202 
http://www.lt-innovate.eu 

 
List of partners 

Inmark (coordinator)  

European Multimedia Forum (EMF) 

Language Technology Centre (LTC) 

IDC Research Esapana  

Europe Unlimited (EUN) 

 

 
Project duration: November 2011 — February 2014 

 
Summary 

LT-Innovate is a Support Action designed to link together stakeholders in the Language Tech-
nology industry, to facilitate technology transfer and consequent market uptake of products 
and services resulting amongst others from RTD initiatives from EU programmes; and to con-
tribute to the design and implementation of future Research & Innovation related programmes 
and initiatives in the Language Technology field. 
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TOSCA-MP: Task-oriented search and content annotation                                
for media production 

           Funding Agency: European Union 
                                                  Call: FP7-ICT-2011-7 
                                                  Project Type: Strep 
                                                  Project ID: 287532 
                                                  Website: http://tosca-mp.eu 

 
Consortium 

JOANNEUM RESEARCH, Austria (coordinator) 

Deutsche Thomson OHG, Germany 

Fraunhofer-Gesellschaft, Germany 

Union Européenne de Radio-Télévision, Switzerland 

Vlaamse Radio en Televisieomroeporganisatie, Belgium 

Institut fuer Rundfunktechnik GmbH, Germany 

RAI – Radiotelevisione Italiana S.p.A, Italy 

Fondazione Bruno Kessler, Italy 

playence KG, Austria 

Katholieke Universiteit Leuven, Belgium 
 

Project duration: October 2011 — March 2014 
 

Summary 

The TOSCA-MP project aims to develop user-centric content annotation and search tools for 
professionals in networked media production and archiving (television, radio, online), ad-
dressing their specific use cases and workflow requirements. The project brings together 10 
partners from 5 European countries including industry partners providing solutions for the 
media industry, public service broadcasters as well as their European association, a university 
and research centres. TOSCA-MP investigates scalable and distributed content processing 
methods performing advanced multimodal information extraction and semantic enrichment. 
Other key technology areas include search methods across heterogeneous networked content 
repositories and novel user interfaces. An open standards based service oriented framework 
integrates the components of the system. TOSCA-MP enables professionals in media produc-
tion and archiving to seamlessly access content and indexes from distributed heterogeneous 
repositories in the network. This will be achieved by providing technologies that allow instant 
access to a large network of distributed multimedia databases, including beyond state-of-the-
art metadata linking and alignment. The distributed repositories can be accessed through a 
single user interface that provides novel methods for result presentation, semi-automatic anno-
tation and means of providing implicit user feedback. The networked approach of TOSCA-
MP enables content holders to leverage scalable distributed processing in the network, using 
both in-house or external service models. The project will develop models of key user tasks in 
the audiovisual media production workflow. These models are used to adapt the components 
of the system to the specific and dynamic requirements of real user tasks in the media produc-
tion domain, and to evaluate the tools in a cost-effective way.  
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Organic.Lingua: Demonstrating the potential of a multilingual Web 

portal for Sustainable Agricultural & Environmental Education.  

European Commission 

CIP-ICT-PSP.2010.6.2 - Multilingual Online Services 

The Information and Communication Technologies Policy Support Programme  

Project ID number 

http://www.organic-lingua.eu 

 

List of partners 

The University of A lcalá, Spain (coordinator)  

OU Miksike, Estonia 

Know-Center GmbH, Austria 

Bruno Kesler Foundation, Italy  

Language & Information Technology, Italy  

Xerox Research Centre Europe, France 

Agro-Know Technologies, Greece 

Birmingham City University, United Kingdom 

University of Cukrova, Turkey 

Technology and Sustainability Research Institute, Spain 

French National Institute for Agricultural Research, France 

 
Project duration: March 2011 — February 2014 

 

Summary 

The Organic.Lingua project aims to provide an automated multi-lingual service that facilitates 
the usage, exploitation and extension of digital educational content related to Organic Agricul-
ture and Agroecology.  

The project builds upon the existing Organ-ic.Edunet Web portal/online service that was 
developed in the context of the eContentplus project "Organic.Edunet: A Multilingual Fed-
eration of Learning Repositories with Quality Content for the Awareness and Education of 
European Youth about Organic Agriculture and Agroecology" (www.organic.edunet.eu/). 

The Organic.Edunet portal currently sup-ports sixteen languages, but the current pro-cess 
makes translation error prone and time consuming, and misses opportunities to enhance the 
quality and efficiency of cross-language functions with available technology. The existing so-
lution relies completely on human effort in translating and does not use existing linguistic re-
sources and tools to help make resources and descriptions available in different languages or 
to enable cross-lingual search. In addition, resource retrieval is restricted as a consequence of 
the fragmentation of resource descriptions in several languages. 

Organic.Lingua aims to capitalize on inter-national demand for Organic.Edunet by trans-
forming it into a truly multilingual service. The main outcome of the Organic.Lingua project 
will be an automated multi-lingual service that will facilitate the usage, exploitation and ex-
tension of digital educational con-tent related to Organic Agriculture and Agroecology.
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Flexible finite-state lexical selection for rule-based machine translation
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Abstract

In this paper we describe a module (rule for-
malism, rule compiler and rule processor)
designed to provide flexible support for lex-
ical selection in rule-based machine trans-
lation. The motivation and implementation
for the system is outlined and an efficient
algorithm to compute the best coverage of
lexical-selection rules over an ambiguous
input sentence is described. We provide a
demonstration of the module by learning
rules for it on a typical training corpus and
evaluating against other possible lexical-
selection strategies. The inclusion of the
module, along with rules learnt from the
parallel corpus provides a small, but con-
sistent and statistically-significant improve-
ment over either using the highest-scoring
translation according to a target-language
model or using the most frequent aligned
translation in the parallel corpus which is
also found in the system’s bilingual dictio-
naries.

1 Introduction

This paper presents a module for lexical selection to
be used in rule-based machine translation (RBMT).
The module consists of an XML-based formalism
for specifying lexical-selection rules in the form
of constraints, a compiler which converts the rules
written in this format to a finite-state transducer,
and a processor which applies the rule transducer to
ambiguous input sentences. The paper also presents
a method of learning lexical-selection rules from a
parallel corpus.

Lexical selection is the task of choosing, given
several source-language (SL) translations with the

c© 2012 European Association for Machine Translation.

same part-of-speech (POS), the most adequate
translation among them in the target language (TL).
The task is related to the task of word-sense disam-
biguation (Ide and Véronis, 1998). The difference
is that its aim is to find the most adequate trans-
lation, not the most adequate sense. Thus, it is
not necessary to choose between a series of fine-
grained senses if all these senses result in the same
final translation.

The dominant approach to MT for language pairs
with sufficient training data is phrase-based statis-
tical machine translation; in this approach, lexical
selection is performed by a combination of coocur-
rence in the phrase table, and score from the target-
language model (Koehn, 2010). There have how-
ever been attempts to improve on this by looking at
global lexical selection over the whole sentence, see
e.g. (Venkatapathy and Bangalore, 2007; Carpuat
and Wu, 2007).

In order to test different approaches to lexical se-
lection for RBMT, we use the Apertium (Forcada et
al., 2011) platform. This free/open-source platform
includes 30 language pairs (as of February 2012).

Sánchez-Martínez et al. (2007) describe a
method to perform lexical selection in Apertium
based on training a source-language bag-of-words
model using TL cooccurrence statistics. This ap-
proach was tested, but abandoned as it produced
less adequate translations than using the transla-
tion marked as default by a linguist in the bilingual
dictionary.

Other possible solutions would be to generate
all possible combinations of translations, and score
them on a language model of the target language.
This approach is taken in the METIS-II system
(Melero et al., 2007). This has the benefit of being
easy to implement, and only requiring a bilingual
dictionary and a monolingual target language cor-
pus. It has the drawbacks of being both slow – many
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translations must be performed – and not very cus-
tomisable – control over the final translation is left
to the TL model.

Another possible solution, and one that is already
used in some Apertium language pairs (Brandt et
al., 2011; Wiechetek et al., 2010) is to use con-
straint grammar (Karlsson et al., 1995) rules to
choose between possible alternative translations.
An advantage of this is that the constraint grammar
formalism is well known, and powerful, allowing
context searches of unlimited size. However, it is
too slow to be able to be used for production sys-
tems, as the speed is in the order of a few hundred
words per second as opposed to thousands of words
per second for the slowest Apertium module.

Another approach not requiring a parallel cor-
pus is presented by Dagan and Itai (1994). They
first parse the SL sentence and extract syntactic re-
lations, such as verb + object, they then translate
these with a bilingual dictionary and use colloca-
tion statistics from a TL corpus to choose the most
adequate translation. While this method does not
rely on the existence of a parallel corpus, it does
depend on some way of identifying SL syntactic
relations – which may not be available in all RBMT
systems.

The rest of the paper is laid out as follows: Sec-
tion 2 presents some design decisions that were
made in the development of the module. Section 3
describes in detail the rule formalism, the represen-
tation of rules as a finite-state transducer, and the
algorithm for applying the rules to an ambiguous
input sentence. Section 4 shows how rules for the
module may be learnt from a parallel corpus, and
then evaluated on a standard test set for MT. Finally,
section 6 offers some concluding remarks and ideas
for future work.

2 Lexical selection in Apertium

Apertium is an free/open-source platform for cre-
ating shallow-transfer RBMT systems. The plat-
form is being widely used to build MT systems
for a variety of language pairs, especially in those
cases (mainly with related-language pairs) where
shallow transfer suffices to produce good quality
translations. It has, however, also proven useful
in assimilation scenarios with more distant pairs
involved.

The platform is designed to be: fast, in the order
of thousands of words per second on a normal desk-
top computer; easy to develop; and standalone, no
need for existing data or large parallel corpora to
build a system.

Apertium uses a Unix pipeline architecture (see
Figure 1) to perform translation: text is first stripped
of format and morphologically analysed, then mor-
phologically disambiguated. Then the unambigu-
ous analyses are passed through lexical and struc-
tural transfer and finally morphological generation.
This translation strategy is very similar to other
transfer-based MT systems.

The Apertium platform does not currently have
a specific module for lexical selection. Some trans-
lation ambiguity can be handled using multi-word
expressions (MWEs) encoded in the dictionaries of
the system, but the status quo is that for any given
SL word, the most frequent, or most general trans-
lation is given. This poses a translation problem, as
often it may be difficult to choose the most frequent
or the single most adequate translation of a word,
or the selection strongly depends on the context.

2.1 Requirements
The requirements of a lexical selection module are:

• It should be efficient and fast, that is, it should
process thousands of words per second on a
normal desktop computer. For rule sets of tens
of thousands of rules.

• It should not require any advanced resources,
such as parallel corpora, but should be able to
take advantage of them if available.

• The functioning of the module should be trace-
able. In any given translation, it should be
possible to identify the rules used.

• The rules should be in a form suitable for read-
ing and writing by human beings so that users
can immediately change or add rules.

In the next section we describe a lexical selection
module which fulfils these requirements.

In order to accomodate the new lexical selection
module, a minor change was made to the pipeline
(Figure 1). Where previously lexical transfer was
performed at the same time as structural transfer,
now lexical transfer is performed as a separate pro-
cess before the structural transfer stage.

3 Methodology

3.1 Rule formalism
The rule formalism is based on context rules, con-
taining a sequence of the following features,

• A pattern matching a single SL lexical form
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Figure 1: The Apertium architecture. The lexical transfer module (shadowed) has been moved from being called from the
structural transfer module to being a module in its own right (in bold face) and the lexical selection module has been inserted
between lexical transfer and structural transfer.

• A pattern matching a single TL lexical form

• One of the following operations:

select chooses the TL translation which
matches the lexical-form pattern and
removes all translations which do not
match.

remove removes the TL translation which
match the given lexical-form pattern; and

skip makes no changes and passes all the
translations through unchanged; this is
used when specifying the context of the
rule.

The features are expressed by regular expres-
sions, which may match any part of the input word
string (e.g. either the lemma, the tags or a combi-
nation of both). As with the rest of the modules in
the Apertium platform, the rules are written in an
XML-based format, which is processable by both
humans and machines.

Figure 2 presents some examples of rules writ-
ten in this formalism. Each rule is enclosed in a
rule element, with an optional c attribute for com-
ments. The rule tag may have one or more match

elements which describe sequences of SL context.
Each match element may have either a lemma or a
tags attribute, neither (in which case it will match
any word) or both.

A match element may also contain a lexical se-
lection operation, select or remove, the default
one being skip.

The rules can be written by hand to solve specific
translation issues with a given context, for example,
given the Spanish word estación ‘station, season’
with a default translation of ‘station’, we may write
rules (see Figure 2) which say that we want to trans-
late the word as ‘season’ if it is followed by an
adjective such as seca ‘dry’ or lluviosa ‘rainy’, or
if it is followed by the preposition de ‘of’, a deter-
miner (e.g. el ‘the’), and the noun año ‘year’.

A weak point of the formalism is that rules can
only take into account fixed-length, ordered con-
texts, so it is not possible to e.g. make a rule which
selects a given translation based on a given word
at any position in the sentence (e.g. treating the
sentence, or part of it, as a bag of words). However,
a strength is that the rules may be compiled into a
compact finite-state transducer, which is traceable;
for each translation, it is possible to know exactly
which rules were called.

3.2 Rule compilation
The set of rules R expressed in XML is not pro-
cessed directly; they are compiled into a finite-state
transducer (see Figure 3). In this transducer, each
transition is labelled with a symbol representing
an SL pattern and a symbol representing an oper-
ation on a TL pattern. Both SL and TL patterns
are compiled into regular expressions (finite-state
recognisers), and stored in a lookup table.

The transducer is defined as 〈Q,V, δ, q0, qF 〉,
where Q is the set of states, V = Σ × Γ is the
alphabet of transition labels, where Σ is the set of
input symbols and Γ is the set of output symbols,
δ : Q× V → Q is the transition function, q0 is the
initial state (nothing matched); and qF is the final
state indicating that a complete pattern has been
matched. Rules in R are paths from q0 to qF .

3.3 Rule application
In order to apply the rules on an input sentence,
we use a variant of the best coverage algorithm
described by Sánchez-Martínez et al. (2009). We
try to cover the maximum number of words of each
SL sentence by using the longest possible rules; the
motivation for this is that the longer the rules, the
more accurate their decisions may be expected to
be because they integrate more context.

To compute the best coverage a dynamic-
programming algorithm (Alg. 1) is applied, which
starts a new search in the automaton at every new
word in the sentence to be translated, and uses a
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<rule c="default translation">
<match lemma="estación"><select lemma="station"/></match>

</rule>
<rule>

<match lemma="estación"><select lemma="season"/></match>
<or>

<match lemma="seco">
<match lemma="lluvioso">

</or>
</rule>
<rule>

<match lemma="estación"><select lemma="season"/></match>
<match lemma="de">
<match tags="det.*"/>
<match lemma="año">

</rule>
...

Figure 2: An example of the rules written by hand in the XML formalism for describing lexical selection rules. The formalism
is the same for both hand-written and learnt rules. The order of rules is only important in calculating the rule number for tracing.

A EB

C D

estación : select(‘station′)

estación : select(‘season′) seca : skip()

lluviosa : skip()

de : skip()

< det >: skip()

año : skip()

Figure 3: A finite-state transducer representing four lexical selection rules; each arc is a transition between a pattern matching
an SL lexical form, and an operation with a pattern matching a TL lexical form.
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set of alive states A in the automaton and a map M
that, for each word in the sentence, returns the best
coverage up to that word together with its score.

Algorithm 1 uses four external procedures:
WORDCOUNT(s) returns the number of words in
the string s; RULELENGTH(c) returns the number
of words of the rule matched by state c; NEWCOV-
ERAGE(cov, c) computes a new coverage by adding
to coverage cov the rule recognised by state c; fi-
nally, BESTCOVERAGE(a, b) receives two cover-
ages and returns the one using the least possible
number of rules.

In the current implmentation, if two different
coverages use the same number of rules, then the
former is overwritten. This may not be the most
adequate approach to dealing with the problem, and
we intend to study other approaches.

4 Experiment

In order to test the flexibility of the module, we
decided to learn rules from an existing knowledge
source, i.e. a parallel corpus, and test the module
on a well-known task for the evaluation of MT.

The experimental setup follows the training of
the baseline system in the shared task on MT at
WMT11 (Callison-Burch et al., 2011), with the fol-
lowing differences: In place of the default Moses
perl-based tokeniser, tokenisation was done us-
ing the Apertium morphological analyser (Cortés-
Vaíllo and Ortiz-Rojas, 2011). The corpus was also
not lowercased; instead the case of known words
was changed to the dictionary case as found in the
Apertium monolingual dictionary.

We use version 6.0 of the EuroParl corpus
(Koehn, 2005), and take the first 1.4 million lines
for training.1 We used the Apertium English to
Spanish pair apertium-en-es2 as it is one of the
few pairs that has dictionaries with more than one
alternative translation per word.3

4.1 Learning lexical selection rules from a
parallel corpus

The procedure to learn rules from a parallel corpus
is as follows: We first morphologically analyse and
disambiguate for part-of-speech both the SL and TL
sides of the corpus. These are then word-aligned
with GIZA++ (Och and Ney, 2003).

1The remaining lines were held out for future use.
2Available from http://wiki.apertium.org/wiki/
SVN; SVN revision: 35684
3The lexical selection module is available as free/open-source
software in the package apertium-lex-tools. This pa-
per uses SVN revision: 35799

We then pass the SL side of the corpus through
the lexical-transfer stage of the MT system we are
learning the rules for; this gives three sets of sen-
tences: the tagged SL sentences, the tagged TL
sentences and the possible translations of the SL
words into the TL yielded by the bilingual dictio-
nary.

We take these three sets, and extract from the
parallel corpus those sentence pairs for which at
least one lexically ambiguous SL word is aligned
to a word in the TL which is also found in the
bilingual dictionary. This step is necessary as in
order to be translated by the rest of the system, the
alternative translation must appear in the bilingual
dictionary. After extracting these sentence pairs we
have 332,525 sentences for training, that is around
24% of them.

For each of these extracted sentences, we ex-
tract n-grams (trigrams and five-grams) of context
around the ambiguous SL word(s) which belong
to the categories of adjective, noun and verb. We
then count up how many times we see this context
appearing along with each of the translations in the
TL. If a given possible translation appears aligned
to a word in a given context more frequently than
other possible translations, then we generate a rule
which selects the aligned translation in that same
context over other translations in that context.

4.2 Systems

To evaluate the lexical selection module, and our
method for obtaining rules from a parallel corpus,
we compare it against four baseline systems:

• freq: Frequency defaults; the MT system is
tested with rules that select the most frequent
translation in the TL corpus. This is equivalent
to a unigram TL model.

• alig: The TL word which is most frequently
aligned to the given SL word is chosen. This
correspondence must also appear in the bilin-
gual dictionary of the MT system.

• ling: The linguistic defaults, here the transla-
tions considered ‘most adequate’ by the hu-
man linguist who wrote the system, are se-
lected.

• tlm: The highest scoring translation out of the
possible translations for the whole sentence
as chosen by a 5-gram language model of the
Spanish side of the EuroParl corpus trained
with IRSTLM (Federico et al., 2008).
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Algorithm 1 OPTIMALCOVERAGE: Algorithm to compute the best coverage of an input sentence.

Require: s: SL sentence to translate
A← {q0}
i← 1
while (i ≤WORDCOUNT(s)) do
M [i]← ∅
for all q ∈ A do

for all c ∈ Q∃t : δ(q, (s[i] : t) = c) do
A← A ∪ {c}
if c = qF then
M [i]←BESTCOVERAGE(M [i],NEWCOVERAGE(M [i−RULELENGTH(c)], c))

end if
end for
A← A− {q}

end for
i← i+ 1
A← A ∪ {q0} /* To start a new search from the next word */

end while
return M [i− 1]

We also tested three different sets of rules in our
lexical-selection module:

• all: No filtering. All of the generated rules are
included.

• filt1: The rules where contexts which only ap-
pear once in the training corpus are removed.

• filt2: Rules which include the tags for subordi-
nating conjunction and full stop are excluded
as well as rules where the translation selected
is under half of the total frequency of the word.
So for example if a word has three translations
with frequency 10 and one translation with
frequency 15, the rule selecting this transla-
tion would be excluded as 15 < (45 / 2) even
though it is the most frequent.

The motivation for excluding rules which con-
tain subordinating conjunctions and full stops is that
they are likely to be noisy. The motivation for ex-
cluding rules with under half of the total frequency
of the word is to try and keep only those rules that
we are really sure will improve translation quality
overall. These are rather coarse heuristics, and the
subject of rule filtering merits further investigation
(see section 6).

5 Evaluation

To evaluate the systems, we extracted the set of
sentences from the 2,489-sentence News Commen-
tary corpus which contained at least one ambiguous
open-category word in the SL aligned with a TL

word in the reference translation which could be
generated by the MT system. The alignments be-
tween SL and TL words in the corpus were obtained
by adding it to a separate copy of the EuroParl
corpus to the one used for training, and running
GIZA++ again.

In total, this gave 434 sentences (9,463 tokens)
to be evaluated (approximately 17%). The average
number of translations per word was 1.08.4 We
performed two evaluation tasks, the first was the
error rate of the lexical selection module, and the
second was a full translation task.

For the first, we made a labelled corpus (similar
to that in (Vickrey et al., 2005)) by disambiguat-
ing the lexical transfer output using the reference
translation. Out of the 434 sentences this gave us
a total of 604 disambiguated words. This could
be considered an oracle, that is the best result the
MT system could get if it just chose the translation
looking at the reference translation. The column
Error in Table 2 gives the lexical-selection error
rate over this test corpus, that is the number of times
the given system chooses a translation which is not
equivalent to what the oracle would choose.

The second task was to compare the systems us-
ing the common evaluation metrics BLEU (Papineni
et al., 2002) and Word error rate (WER), based on
the Levenshtein distance (Levenshtein, 1965).

This second task is not ideal for evaluating the
task of a lexical selection module as the perfor-

4This number is low and indicates that there is work to be done
on expanding the dictionaries of the system for lexical choice.
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src: If it doesn’t reduce social benefits . . .
ref: Si no reduce los subsidios sociales . . .
alig: Si no reduce beneficios sociales . . .
filt2: Si no reduce prestaciones sociales . . .

Table 1: Translation of segment #56 in the News Commentary
corpus by two of the systems.

mance of the module will depend greatly on (a) the
coverage of the bilingual dictionaries of the RBMT
system in question, and (b) the number of reference
translations. It is included only as it is a common
metric used to evaluate MT systems.

In addition, when there is only one reference
translation (such as in the News Commentary cor-
pus), the system may easily generate a more ade-
quate translation of a word, which is then not found
in the reference. For example, in Table 1, presta-
ciones ‘benefits, provision, assistance’ is a more
adequate translation for ‘benefits’ than beneficios
‘profit, advantage, benefits’, but as it does not appear
in the reference, this translation improvement is not
counted. However, without annotating a corpus
manually with all possible translation possibilities,
or using several reference translations it is difficult
to see how this problem may be overcome.

Table 2 reports the 95% confidence interval for
the BLEU, WER and ERROR scores achieved on the
test set by the seven systems. Confidence inter-
vals were calculated through the bootstrap resam-
pling (Efron and Tibshirani, 1994) method as de-
scribed by (Koehn, 2004; Zhang and Vogel, 2004).
Bootstrap resampling was carried out for 1,000 iter-
ations.

Given the small differences in score between the
individual systems, we also performed pair boot-
strap resampling between the two highest scoring
systems (alig and filt2) to see if the difference was
statistically significant. Over 1,000 iterations, the
filt2 system was shown to offer an improved transla-
tion 95% of the time for both the BLEU and ERROR
scores.

6 Concluding remarks

We have presented a lexical-selection module suit-
able for inclusion in a RBMT system, and shown
how the rules it uses may be learnt from a paral-
lel corpus. In pair bootstrap resampling, the sys-
tem offers a statistically significant improvement
in translation quality over the next highest scoring
system.

In the future we would like to investigate the
following: The first is the possibility of learning
the rules without any parallel corpus. We aim to

follow the same principles as (Sánchez-Martínez
et al., 2008) where a monolingual TL corpus was
used to improve the performance of an HMM part-
of-speech tagger. Some initial experiments have
already been conducted to this effect, however the
observed performance of the TL model in choos-
ing between different translations from an RBMT
system gives an indiciation of the difficulty of im-
proving over the ‘linguistic default’ baseline.

While the learning from parallel corpora is only a
demonstration, we would like to look into methods
to address the problem of filtering/pruning the gen-
erated rules to remove those which do not offer an
improvement in translation quality, as it would also
apply to learning rules without parallel corpora.

The system has also been built with the possi-
bility of weighted rules, we would like to investi-
gate the possibility of automatically assigning rule
weights to more reliable rules.
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Abstract

This paper presents a statistical approach
to adapt out-of-domain machine trans-
lation systems to the medical domain
through an unsupervised post-editing step.
A statistical post-editing model is built on
statistical machine translation (SMT) out-
puts aligned with their translation refer-
ences. Evaluations carried out to trans-
late medical texts from French to English
show that an out-of-domain machine trans-
lation system can be adapted a posteri-
ori to a specific domain. Two SMT sys-
tems are studied: a state-of-the-art phrase-
based implementation and an online pub-
licly available system. Our experiments
also indicate that selecting sentences for
post-editing leads to significant improve-
ments of translation quality and that more
gains are still possible with respect to an
oracle measure.

1 Introduction

Phrase-Based Machine Translation (PBMT) is a
popular approach to Statistical Machine Transla-
tion (SMT) that leads to accurate translation re-
sults (Zens et al., 2002; Marcu and Wong, 2002;
Koehn et al., 2003). The statistical models used
in PBMT are based on the probabilities of bidirec-
tional alignment of phrases between two sentences
in the translation relation. The linguistic resources
used to estimate such probabilities are parallel cor-
pora and the main resulting statistical model is a
translation table. Therefore, parallel corpora are
the cornerstone for high quality translation. How-
ever, such resources are expensive to construct.

c© 2012 European Association for Machine Translation.

This lack of parallel data still remains an issue
in PBMT. This phenomenon is accentuated by the
diversity of texts to translate, in terms of origin
and domain. As explained in (Sager et al., 1980),
most of human activities involve a specific lan-
guage or a subject language. A specific domain
can be characterized by particular terminology or
syntactic and discourse structures. As building do-
main specific translation systems for each domain
is unreasonable, we assume that domain adaptation
of out-of-domain translation systems can be one of
the solutions to address the diversity of specific do-
mains.

Although current machine translation systems
can lead to impressive accuracy, translated texts re-
quire sometimes human post-processing to be us-
able. However, editing a posteriori can be costly
depending on the amount of corrections required
by machine translation outputs. Therefore, the
automation of post-editing is an important task
which can lead to higher quality machine transla-
tion without requiring human intervention.

In this paper, we propose a statistical post-
editing (SPE) approach to adapt SMT systems to
specific domains. We focus on translating texts in
the medical domain from French to English. Sev-
eral SMT systems are studied and we propose dif-
ferent methods to include the in-domain data into
the translation process. We evaluate how transla-
tion quality can be improved with a post-editing
step based on a phrase-based alignment approach.
Two sets of experiments are presented in this pa-
per: one applying SPE consistently on all the sen-
tences and one resorting to SPE only on selected
sentences.

The remainder of this paper is organized as fol-
lows. Section 2 presents the phrase-based post-
editing approach. In Section 3, we propose an ex-
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perimental setup and give details about the data,
the language models, the translation and the post-
editing systems used in our experiments. Section 4
evaluates each SMT system on a domain specific
translation task, then Section 5 analyses the ef-
fect of a standard post-editing system on translated
texts. Section 6 presents our approach to select
sentences for post-editing. Finally, Section 7 con-
cludes this paper.

2 Phrase-Based Statistical Post-Editing

2.1 SPE Principles

The post-editing of a machine translation output
consists of the generation of a text T ′′ from a trans-
lation hypothesis T ′ of a source text S. When a
PBMT system is built on bilingual parallel data,
a phrase-based SPE system requires monolingual
parallel texts. Recent approaches on SPE are
based on three-part parallel corpora composed of a
source language text, its translation by an MT sys-
tem and this output manually post-edited (Knight
and Chander, 1994; Allen and Hogan, 2000). If
SPE can correct mistakes made by machine trans-
lation systems, it can also be used to adapt machine
translation outputs to specific domains.

2.2 SPE for Adaptation

The research presented in this paper addresses the
issue of adapting an out-of-domain machine trans-
lation system using a small in-domain bilingual
parallel corpus. We study various uses of out and
in-domain data to build Language Models (LMs)
and Translation Models (TMs) inside the source-
to-target language PBMT. Then, we evaluate the
post-editing model using out and in-domain data
to build LMs and in-domain data only for the SPE
model. We also describe a new method to select
sentences using classifiers built with the BLEU cri-
terion (Papineni et al., 2002).

Figure 1 illustrates the general architecture of
our experimental setup, described in the next sec-
tion. The source language part of the in-domain
parallel corpus is first translated into the target lan-
guage by an SMT system. Then, the generated
translation hypotheses are aligned with their trans-
lation references in order to form a monolingual
parallel corpus and to build a SPE model. When a
test corpus is translated and has to be post-edited,
we propose two different approaches. The first one
is a naive application of SPE which post-edits all
the sentences of the test corpus. The second one

is based on a classification approach that aims to
avoid a degradation of translation quality at the
sentence level. For this last approach, we build a
sentence classification model to predict whether or
not the sentences from the test set can be improved
with SPE.

2.3 Related Work

In (Simard et al., 2007a), the authors propose to
post-edit translations from a Rule-Based Machine
Translation (RBMT) system using the PBMT sys-
tem PORTAGE (Sadat et al., 2005). A qualitative
study of phrase-based SPE is presented by (Dugast
et al., 2007; Dugast et al., 2009), where the Systran
system outputs are post-edited with PORTAGE and
MOSES. The authors report gains up to 10% abso-
lute of BLEU.

In (Isabelle et al., 2007; Simard et al., 2007b), it
is shown that a generic, or out-of-domain, RBMT
system can be adapted to a specific domain through
phrase-based SPE. Domain specific data are in-
troduced at the post-editing level, which globally
improves the translation quality. Besides, de Ilar-
raza et al. (2008) propose the same architecture,
phrase-based SPE following a RBMT system, and
introduce a small amount of in-domain data to train
the SPE model, as well as morphological informa-
tion in both systems.

More recently, Béchara et al. (2011) design a
full PBMT pipeline that includes a translation step
and a post-editing step. The authors report a signif-
icant improvement of 2 BLEU points for a French
to English translation task, using a novel context-
aware approach. This method takes into account
the source sentences during the post-editing pro-
cess through a word-to-word alignment between
the source words and the target words generated
by the translation system. This latter work is, to
the best of our knowledge, the first attempt to com-
bine two PBMT systems, one for translating from
the source to the target language, and another one
for post-editing the first system output.

This kind of PBMT pipeline had already been
suggested by previous authors (Isabelle et al.,
2007; Oflazer and El-Kahlout, 2007). Let us
note that their work is not targeting to improve
the outputs of an out-of-domain SMT system
with adaptation data as in our approach. An-
other recent approach related to our work was pre-
sented in (Suzuki, 2011) to select sentences for
post-editing. The authors present an architecture
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Figure 1: Training of a SVM classifier using a translated corpus where each sentence is associated with
its ∆BLEU class.

composed of a phrase-based SPE system and a
sentence-level automatic quality estimator based
on Partial Least Squares.

3 Experimental Setup

In brief, the general idea of the work presented in
this paper is to increase the quality of in-domain
translations, generated by an out-of-domain SMT
system, through a post-editing step. In order to
thoroughly evaluate our approach, two SMT sys-
tems are considered to translate from the source
language to the target language: the MOSES

PBMT implementation (Koehn et al., 2007) and
the GOOGLE TRANSLATE online system1. The
post-editing step is then performed using MOSES

in both cases. The latter case (the online system)
will help to justify our approach showing that a
powerful yet fixed MT system can be profitably
combined with a system trained on a small set
of in-domain data. The approach is evaluated at
two levels: first, we evaluate the accuracy of each
translation system on a domain specific translation
task. Second, we focus on the use of SPE systems
to process each translation system output.

Section 3.1 introduces the out and in-domain
data used in our experiments. These data can be
combined in different ways inside LMs and TMs;
the resulting translation systems are described in
Section 3.2. Then, Section 3.3 provides informa-
tion about our SPE models.

3.1 Resources
Out-of-domain data are presented in Table 1. The
bilingual parallel corpora are the sixth version of
the Europarl corpus (Koehn, 2005) and the United
Nations corpus (Rafalovitch and Dale, 2009). The
1http://translate.google.com/

monolingual corpora are composed of the target
language part of the sixth version of the News
Commentary corpus taken from the Project Syn-
dicate website2, and the Shuffled News Crawl
corpus. All these corpora were made available
for the 2011 Workshop on Machine Translation
(WMT11)3. The bilingual data are used to build
translation models, whereas the monolingual data
are employed to train language models.

Corpus Sentences Words
Bilingual Training Data

Europarl v6 1.8 M 50 M
United Nations 12 M 300 M
EMEA (Medical) 160 k 4 M

Monolingual Training Data
News Commentary v6 181 k 4 M
Shuffled News

25 M 515 M
from 2007 to 2011

Table 1: Number of sentences and words for the
out and the in-domain data used in our experi-
ments.

The in-domain domain data used in our exper-
iments are taken from the EMEA corpus (Tiede-
mann, 2009), made out of PDF documents from
the European Medicines Agency4. The source
documents are associated with three biomedical
categories: general medical documents and pub-
lic evaluation reports about human or veterinary
treatments. This corpus is particularly interesting
because it contains medical terminology and spe-
cific linguistic structures. Since the EMEA cor-
pus contains lots of repeated expressions (on med-
2http://www.project-syndicate.org/
3http://www.statmt.org/wmt11/
4http://www.emea.europa.eu/
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ical prescriptions for instance), we removed dupli-
cates. Furthermore, short sentences of one word
and long sentences exceeding 80 words were dis-
carded. The resulting corpus is split separately for
each category into three parts, which globally leads
to three corpora: a 156k-sentence training set, a
2k-sentence development set and a 2k-sentence
test set.

3.2 Initial SMT Systems

The online translation tool, noted com in the re-
mainder of this paper, cannot be modified. It pro-
vides us with translation hypotheses which can be
scored and post-edited in order to evaluate our ap-
proach. The MOSES PBMT implementation can
be used to train a translation model from parallel
corpora. Several PBMT systems are built, based
on the bilingual and monolingual data used.

Three different 5-gram Kneser-Ney LMs are
trained on the resources, using the SRILM
toolkit (Stolcke, 2002). A first one (LMg) is built
on the monolingual out-of-domain data while a
second one (LMm) is built on the target language
part of the medical (in-domain) corpus. These two
models are combined through a linear interpola-
tion (LMg+m). For this last LM, weights were
computed from the perplexity optimization on the
EMEA development corpus, and vocabulary was
fixed to 1 million words taking all the words of
the in-domain corpus and the most frequent words
from the out-of-domain corpora. Let us note that
a high weight of 0.9 is associated with the medical
LM despite its small size, which is explained by
the great specificity of the medical domain.

Three Translation Models (TMs) incorporating
a phrase table and a lexicalized reordering model
are also built using MOSES: one (TMg) from the
out-of-domain data, one (TMm) from the medi-
cal set and a last one (TMg+m) from all the par-
allel corpora. For that purpose, bilingual data
are aligned at the word level using the IBM 4
model (Och and Ney, 2003) with MGIZA++ (Gao
and Vogel, 2008) . The score weights of a given
TM and a selected LM are finally computed in
each tested configuration using the Minimum Error
Rate Training (MERT) method (Och, 2003) to op-
timize BLEU on the EMEA development corpus.
To mix the information from the out and in-domain
in TMg+m, we resorted to the multiple translation
tables option implemented into MOSES. With this
feature, we can provide two translation tables to

the decoder; the decoder first retrieves translation
pairs from the in-domain phrase table, and resorts
to the out-of-domain phrase-table as a fall-back.

3.3 SPE Systems

In order to build the SPE system for domain adap-
tation, we decide to translate the EMEA training
corpus with each tested SMT system. Then, with
the output of each system aligned with its trans-
lation reference, we build an SPE model using
MOSES with default parameters. For the tuning
process, we used the same in-domain development
data as the SMT systems, this time with the SMT
output aligned with its translation reference. Let
us note that the weight optimization was repeated
for each tested PBMT configuration.

4 Translating In-Domain Data

The first set of experiments deals with the trans-
lation of the domain specific, or in-domain, test
corpus. The results are given in terms of
BLEU scores in Table 2 with several uses of
the previously described TMs and LMs. Pair-
wise comparisons between systems is made us-
ing approximate randomization as implemented
in the evaluation tool FASTMTEVAL (Stroppa et
al., 2007). These results indicate that the best
configuration is TMg+mLMg+m, with a BLEU
score of 47.3%. This score is not significantly
higher (p-value=0.75) than the one obtained by
TMg+mLMm with an in-domain language model.
These observations show that the specificity of the
medical domain, including terminology and syn-
tactic structures, cannot be improved by the intro-
duction of out-of-domain data into the LM. For the
translation model, however, the combination of the
two phrase tables is the best configuration in the
presented system comparison.

SMT system % BLEU p-value
TMg LMg 29.9

0.002
TMg LMg+m 38.2

0.002
TMg LMm 39.2

0.002
com 44.9

0.007
TMm LMm 46.4

0.001
TMg+m LMm 47.2

0.75
TMg+m LMg+m 47.3

Table 2: BLEU scores of the different initial SMT
systems when translating the test corpus from the
medical domain.
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The same conclusion about the importance of
in-domain data can be derived from the results ob-
tained with TMg built on the sole out-of-domain
data. A 10 points BLEU improvement is indeed
obtained using LMm instead of LMg. Interpolat-
ing the two LMs introduces noise and decreases by
1 BLEU point the result obtained with LMm only.
Finally, let us note that the online system GOOGLE

TRANSLATE has a BLEU score only 1.5 points
lower than a PBMT system built using small-sized
but highly relevant data.

5 Post-Editing Translations

After the translation step, SMT outputs are post-
edited. Several SPE models are built from the
translations of the EMEA training corpus gener-
ated by each SMT system. We decide to compute
two scores: a first one for which all the sentences
from the test corpus are post-edited, and a sec-
ond one for which only sentences are post-edited
if their sentence-level BLEU is improved (oracle).
The computation of this oracle score relies on the
reference translation and is done to estimate the
potential of SPE.

5.1 Online System
The online translation tool already leads to good
results in terms of BLEU score. The in-domain
test corpus translated by the online system is post-
edited by its SPE system. The results are shown in
Table 3. Computating p-values to compare results
before and after SPE exhibits a significant differ-
ence (p = 0.001 for BLEU and p = 0.05 for the
oracle score).

System % BLEU (oracle)
com 44.9
+ SPEmLMm 46.8 (53.3)
+ SPEmLMg+m 47.9 (53.5)

Table 3: BLEU scores of SPE on the online system
output.

Two SPE systems are built with a different LM.
With the medical LM (SPEmLMm), the BLEU
score of the post-edited translation reaches 46.8%,
around 2 points above the SMT output BLEU
score. The oracle score indicates that more than
6 BLEU points can still be gained if the post-
editing is only applied to the improvable subset
of sentences from the test corpus. Introducing the
out-of-domain LM with SPEmLMg+m leads to

a BLEU score of 47.9%. The highest BLEU score
obtained by an initial SMT (47.2% with the system
TMg+mLMm) is already overtaken by this last
SPE system jointly used with the com SMT sys-
tem. Since the oracle scores indicate that the high-
est gain can be reached by the SPE system with
the interpolated LM, we will focus on this config-
uration for our experiments on sentence selection
described in Section 6.

5.2 Out-of-Domain PBMT System
This section describes the post-editing of out-of-
domain PBMT system outputs, for which medical
data are only employed to build LMs. For each
LM used during the translation step, we evaluate
the impact of the proposed SPE approach.

5.2.1 Out-of-Domain LM
The first evaluation of SPE on the out-of-domain

PBMT system is done with TMgLMg relying only
on out-of-domain data to build its statistical mod-
els. We introduce the in-domain data during the
SPE step, in the SPE model, in the LM, or in both.
The results are presented in Table 4. We can see

System % BLEU (oracle)
TMgLMg 29.9
+ SPEmLMm 43.4 (44.2)
+ SPEmLMg+m 45.6 (47.0)

Table 4: BLEU scores of SPE on the out-of-
domain PBMT system using an out-of-domain
LM.

that introducing in-domain data during the post-
editing step increases the BLEU score of the trans-
lated test corpus. From a baseline at 29.9% of
BLEU, the SPE systems lead to an absolute im-
provement of 13.5 and 15.7 points depending on
the SPE data configuration. Using the interpolated
LMs for the SPE system shows the highest BLEU
score, both with a naive application of SPE or for
the oracle score. Let use note that the difference
between SPEmLMm and SPEmLMg+m is sta-
tistically significant since it is associated with a p-
value of 0.001. However, these results are lower
than the BLEU score obtained by the specialized
translation system (TMmLMm) presented in Ta-
ble 2.

5.2.2 In-Domain LM
The second evaluation of SPE on the out-

of-domain PBMT system concerns TMgLMm,
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where in-domain data are introduced during the
SMT process through the LM. The baseline is
39.2% of BLEU and the results presented in Ta-
ble 5 show that 3.5 BLEU points are gained by
the SPE step with a system built on medical
data only. We performed the pairwise compar-
isons with BLEU and the oracle score and ob-
served that SPEmLMm is statistically equivalent
to SPEmLMg+m with p > 0.1 for both met-
rics. Again, these results are lower than the BLEU
score obtained by the specialized translation sys-
tem (TMmLMm) presented in Table 2.

System % BLEU (oracle)
TMgLMm 39.2
+ SPEmLMm 42.7 (44.2)
+ SPEmLMg+m 42.5 (44.4)

Table 5: BLEU scores of SPE on the out-of-
domain PBMT system using a medical LM.

5.3 In-Domain and Mixed PBMT Systems

After our experiments on the out-of-domain
PBMT system using different LMs, we focus on
the post-editing of in-domain PBMT system out-
put. Two systems are studied here, one using only
in-domain data (TMmLMm) and the other using
both out and in-domain data (TMg+mLMm). For
TMmLMm, the baseline BLEU score is 46.4%
and none of the tested SPE configuration was
able to increase this score. However, the oracle
scores measured resp. at 47.4 % and 47.5 % with
SPEmLMg+m and SPEmLMm show the poten-
tial improvement using SPE. This aspect motivates
our sentence selection approach presented in Sec-
tion 6.

As far as TMg+mLMm is concerned, the use
of the interpolated LM in the post-editing step
(SPEmLMg+m) degrades the BLEU score by
0.8 point, while the use of the medical LM
(SPEmLMm) does not statistically improve the
baseline BLEU measured before SPE. For both
configuration, the oracle score shows that a sig-
nificant gain is still possible.

6 Selecting Sentences for Post-Editing

Post-editing selected sentences is motivated by the
oracle scores measured in Section 5. We propose
to build a classifier in order to partition sentences
according to the possible BLEU gain with SPE. To

train such a classifier, we use the medical develop-
ment corpus and compute for each sentence its as-
sociated ∆BLEU score comparing BLEU before
and after SPE. It is a binary classification task: if
the ∆BLEU score is positive, i.e. SPE improves
the sentence, the sentence is labelled Class 1; oth-
erwise, the sentence is tagged with Class 2. Fig-
ure 1 illustrates the general architecture of our sys-
tem.

The classifier used in our experiments is a Sup-
port Vector Machine (SVM) (Boser et al., 1992)
based on a linear kernel. We use the imple-
mentation of libSVM (Chang and Lin, 2011) in
the WEKA (Hall et al., 2009) environment (EL-
Manzalawy and Honavar, 2005). The translated
(by the MT system com) in-domain development
set is used to build a sentence-level post-edition
model. Each sentence of the training corpus is
considered as a vector composed of n-grams (n ∈
[1; 3]).

We decided to apply the classification method
to the highest oracle score observed in Section 5,
i.e. the com translation system jointly used with
a SPEmLMg+m post-editing step. The oracle
score for this configuration reaches 53.5%, while
the naive application of SPE leads to a BLEU score
of 47.9%. The test set translated by com is classi-
fied using SVM, where each sentence is associated
with a normalized score for each of the two classes.
Using the translation reference, we evaluate the
classifier in terms of recall and precision. The re-
call reaches 79.5% and the precision 40.1%. In
order to evaluate the gain in terms of BLEU on the
whole test set, we decide to post-edit sentences ac-
cording to their Class 1 scores given by the SVM.
This score is the probability to improve BLEU at
the sentence level. The evaluation can be repeated
individually for each 0.1 score span (is, only the
sentences in this exact range are post-edited) and
then cumulated over consecutive spans (cs, all sen-
tences above the threshold are post-edited). The
results are displayed in Figure 2.

The cumulated span evaluation shows that post-
editing the sentences above a prediction score of
0.8 reaches the highest BLEU score. With this
configuration, 1 BLEU point is gained compared
to the naive application of SPE (from 47.9% to
48.9% of BLEU). The amount of sentences in each
class is increasing between 0.5 and 0.8. Only
60 sentences remain in Class 1 with a prediction
score above 0.9. The amount of training sentences
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Figure 2: BLEU scores and amount of sentences
classified in Class 1 for individual (is) and cumu-
lated (cs) spans obtained on the test corpus.

in each class is an important aspect of the classi-
fier accuracy. Figure 3 shows TER (Snover et al.,
2006) and inverted BLEU scores of Class 1 sen-
tences with a classification score over 0.8, before
and after post-editing.
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Figure 3: TER and inverted BLEU sentences dis-
tribution measured on the test corpus when Class 1
probability is over 0.8.

It clearly appears that there are more post-edited
than translated sentences with a 100% BLEU score
(0% inverted BLEU): resp. 47 and 11 sentences.
Also among the 109 translated sentences with a 0%
BLEU score, only half remains at this level after
post-editing. The evaluation on the test set shows
a general improvement using both metrics, as de-
tailed in Table 6. These final results present the
possible gain in terms of translation quality with

SPE and a classification approach. The compar-
ison between the SPE systems with and without
classification shows that the combination of SPE
and SVM is better than the naive application of
SPE with p = 0.004.

SMT + SPE + SVM
TER 42.3 40.4 39.7
BLEU 44.9 47.9 48.9

Table 6: TER and BLEU scores on the test set af-
ter translation, post-editing and classification (with
p(Class1) >= 0.8).

7 Conclusion and Future Work

In this paper, we have presented a phrase-based
post-editing approach for specific domain adap-
tation. Our experiments show that an out-of-
domain translation system can be adapted a pos-
teriori through a naive application of the proposed
SPE approach. Oracle scores indicate that gains in
terms of BLEU score are still possible, even with
a PBMT system built on in-domain data and with-
out introducing new data during the post-editing
step. The highest BLEU score is obtained us-
ing GOOGLE TRANSLATE combined with an SPE
system (SPEmLMg+m) and a classification step.
Compared to the baseline, the BLEU score is in-
creased by 4 BLEU points. Compared to the best
PBMT system (TMg+mLMg+m) with 47.3% of
BLEU, the score is increased by 1.6 BLEU points
(with p = 0.001). In a future work, other met-
rics will be used to measure the translation quality
at the sentence level. We also want to introduce
more features into the classifier training set based
on quality estimation techniques for our sentence
selection approach, in order to better fill the gap
between the current BLEU and the oracle score.
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Abstract

This paper investigates the feasibility of
using crowd-sourcing services for the hu-
man assessment of machine translation
quality of translations into non-Englishtar-
get languages. Non-expert graders are
hired through the CrowdFlower interface
to Amazon’s Mechanical Turk in order to
carry out a ranking-based MT evaluation
of utterances taken from the travel conver-
sation domain for 10 Indo-European and
Asian languages. The collected human as-
sessments are analyzed for their worker
characteristics, evaluation costs, and qual-
ity of the evaluations in terms of the agree-
ment between non-expert graders and ex-
pert/oracle judgments. Moreover, data
quality control mechanisms including “lo-
cale qualification” “qualificatio testing”,
and “on-the-fl verification are investi-
gated in order to increase the reliability of
the crowd-based evaluation results.

1 Introduction

This paper focuses on the evaluation of machine
translation (MT) quality for target languages other
than English. Although human evaluation of MT
output provides the most direct and reliable as-
sessment, it is time consuming, costly, and subjec-
tive. Various automatic evaluation measures were
proposed to make the evaluation of MT outputs
cheaper and faster (Przybocki et al., 2008), but au-
tomatic metrics have not yet proved able to con-
sistently predict the usefulness of MT technolo-
gies. To counter the high costs in human assess-
ment of MT outputs, the usage of crowdsourc-
ing services such as Amazon’s Mechanical Turk1

(MTurk) and CrowdFlower2 (CF) were proposed
recently (Callison-Burch, 2009; Callison-Burch et
al., 2010; Denkowski and Lavie, 2010).

1http://www.mturk.com
2http://crowdfl wer.com

The feasibility of crowd-based MT evaluations
was investigated for shared tasks such as the WMT
(Callison-Burch, 2009) and the IWSLT (Federico
et al., 2011) evaluation campaigns. Their re-
sults showed that agreement rates for non-experts
were comparable to those for experts, and that
the crowd-based rankings correlated very strongly
with the expert-based rankings. Most of the
crowd-based evaluation experiments focused on
English as the target language, with the exception
of (Callison-Burch et al., 2010) evaluating Czech,
French, German, and Spanish translation outputs
and (Federico et al., 2011) evaluating translations
into French.

This paper investigates the feasibility of using
crowdsourcing services for the human assessment
of translation quality of translation tasks where the
target language is not English, with a focus on
non-European languages. In order to identify non-
English target languages for which we can expect
to fin qualifie workers, we referred to existing
surveys that analyze the demographics of MTurk
workers (see Section 2). In total, we selected 7
non-European languages consisting of Arabic (ar),
Chinese (zh), Hindi (hi), Japanese (ja), Korean
(ko), Russian (ru), and Tagalog (tl), as well as 3
European languages covering English (en), French
(fr), and Spanish (es) as the target languages for
our translation experiments.

The MT evaluation was carried out using utter-
ances taken from the domain of travel conversa-
tions. A description of the utilized language re-
sources and the MT engines are summarized in
Section 3. The translation quality of the MT en-
gines was evaluated using (1) the automatic eval-
uation metric BLEU (Papineni et al., 2002) and
(2) human assessment of MT quality based on the
Rankingmetric (Callison-Burch et al., 2007).

For the 10 investigated language pairs, non-
expert graders were hired through the CF interface
to MTurk in order to carry out the ranking-based
MT evaluation as described in Section 4. In ad-
dition, expert graders were employed for four of

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy

229



the target languages (en, ja, ko, zh) to carry out
exactly the same evaluation task as the non-expert
workers. For all target languages without expert
graders, we used an oracle ranking metric based
on the “Training Size Preference” assumption, i.e.,
the larger the training size, the better the transla-
tion quality can be expected to be, to evaluate the
quality of the worker judgments.

Besides a thorough analysis of the obtained non-
expert grading results, we also investigated differ-
ent data quality control mechanisms in order to
increase the reliability of crowd-based evaluation
results (see Section 5). The experiments carried
out in this paper revealed that the quality of the
crowd-based MT evaluation is closely related to
the demographics of the online work marketplace.
Although high-quality evaluation results could be
collected for the majority of the investigated non-
English languages, the need for multi-layered data
quality control mechanisms causes an increase in
evaluation time. The finding of this paper con-
fi m that crowdsourcing is an effective way of re-
ducing the costs of MT evaluation without sacrific
ing quality even for non-English target languages
given that control mechanisms carefully tailored to
the evaluation task at hand are in place.

2 Mechanical Turk Demographics

Past surveys on the demographics of MTurk users
indicated that most of the workers come from the
US. (Ipeirotis, 2010) conducted a recent survey on
the demographics of MTurk users which showed a
shift in the “country of origin” of workers, i.e., a
decrease in US workers to 47% and an increase of
Indian workers to 34%, with the remaining 19%
of workers coming from 66 different countries3.
Based on the country information from MTurk
workers taking part in the survey, we analyzed
which languages are used by these workers.

The language distribution shows that the major-
ity of workers speak English, followed by Hindi,
Romanian, Tagalog, and Spanish. At least 5 work-
ers were native speakers of Dutch, Arabic, Italian,
German, and Chinese. However, taking into ac-
count officia languages spoken in the respective
countries, we can expect larger contributions of
workers speaking Spanish, French, and Arabic.

3 MT Evaluation Task

The crowd-based MT evaluation is carried out us-
ing the translation results of phrase-based statis-
3Details on the survey can be found at http://hdl.handle.
net/2451/29585

tical machine translation (SMT) systems that are
trained on parallel corpora. The translation quality
of SMT engines heavily depends on the amount
of bilingual language resources available to train
the statistical models. We exploited this charac-
teristic of data-driven MT approaches to defin an
“oracle” ranking metric (ORACLE) according to the
“Training Size Preference” assumption, in which
an MT output of a system A wins (or ties in) a com-
parison with the MT output of a system B, where
the training corpus of system B is a subset of the
one of system A.

The language resources used to build MT en-
gines are described in Section 3.1. We selected 10
Indo-European and Asian languages based on the
following criteria:

• “Worker Availability” covering languages with ‘many’
(en, hi), ‘several’ (es, tl), ‘few’ (ar, fr, ja, ru, zh), ‘almost
none’ (ko) MTurk workers available.

• “Usage for MT Research” covering ‘frequently’ (ar, fr,
zh), ‘often’ (es, ru), ‘sporadically’ (ja, ko) used lan-
guages as well as under-resourced languages (tl, hi).

• “Availability of Language Resources” used for the train-
ing and evaluation of MT engines.

The training corpus consisting of 160k relatively
short sentences was split into three subsets of 80k,
20k, and 10k sentence pairs, respectively. Each
subset was used to train an MT engine whose
translation quality significantl differed from the
others, with the MT engine trained on the full cor-
pus achieving the best translation quality.

This translation experiment setup renders the
manual evaluation relatively reliable due to (1) a
relatively easy translation task and (2) large differ-
ences in translation performance between the uti-
lized MT engines. Moreover, the ORACLE metric
can be exploited to judge the quality of crowd-
based evaluation results for all languages where
expert graders were not available.

3.1 Language Resources

The crowd-based MT evaluation experiments are
carried out using the multilingual Basic Travel Ex-
pressions Corpus(BTEC), which is a collection
of sentences that bilingual travel experts consider
useful for people going to or coming from another
country (Kikui et al., 2006). The sentence-aligned
corpus consists of 160k sentences and covers all 10
languages investigated in this paper.

The parallel text corpus was randomly split into
three subsets: for evaluating translation quality
(eval, 300 sentences), for tuning the SMT model
weights (dev, 1000 sentences) and for training the
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statistical models (train, 160k sentences). Further-
more, three subsets of varying sizes (80k, 20k, and
10k sentences) were randomly extracted from the
training corpus and used to train four SMT engines
on the respective training data sets for each of the
investigated language pairs.

3.2 Translation Engines
The translation results evaluated in this paper were
obtained using fairly typical phrase-based SMT
engines built within the framework of a feature-
based exponential model. For the training of the
SMT models, standard word alignment (Och, 2003)
and language modeling (Stolcke, 2002) tools were
used. Minimum error rate training (MERT) was
used to tune the decoder’s parameters and was per-
formed on the devset using the technique proposed
in (Och, 2003). For the translation, an in-house
multi-stack phrase-based decoder was used.

In order to maximize the gains4 from an in-
creased training data size and therefore allow for
reliable ORACLE judgments, we selected English as
the source language for the translations into Ara-
bic, Japanese, Korean, and Russian. For all other
translation experiments, Japanese source sentences
were used as the input for the SMT decoder.

3.3 Automatic Evaluation
For the automatic evaluation of translation quality,
we applied the BLEU metric (Papineni et al., 2002).
Scores range between 0 (worst) and 1 (best).

The results of the translation engines de-
scribed in Section 3.2 are summarized in Ta-
ble 1, where the BLEU scores are given as
percent figu es (%BLEU). The obtained scores
confi m the “Training Size Preference” assump-
tion (160k>80k>20k>10k) of the ORACLE met-
ric. Concerning the target languages, the high-
est BLEU scores were achieved for Korean and
Japanese, followed by English, Chinese, Spanish
and French. Arabic and Hindi seem to be the
most difficul target languages for the given trans-
lation and evaluation tasks obtaining the lowest au-
tomatic evaluation scores for each of the investi-
gated tasks.

3.4 Subjective Evaluation
Human assessments of translation quality were
carried out using the Rankingmetrics where hu-
man graders were asked to “rank each whole sen-
tence translation from Best to Worst relative to the

4For relatively simple translation tasks, the amount of training
data affects the translation quality of closely related languages
far less than for more distinct languages.

Table 1: Translation Quality (%BLEU)

Language MT Engine
Source Target 160k 80k 20k 10k

en ar 12.90 12.45 10.89 9.97
ja 28.58 25.38 21.00 19.41
ko 29.53 26.42 21.43 18.66
ru 16.15 15.84 13.90 12.36

ja en 24.47 19.95 15.35 12.57
es 19.52 17.43 13.30 11.73
fr 19.35 18.84 14.67 14.43
hi 14.17 12.57 9.97 8.24
tl 18.93 17.81 15.78 13.58
zh 21.22 17.08 13.03 12.64

other choices (ties are allowed)”(Callison-Burch
et al., 2007).

The unit of evaluation was the ranking set,
which is composed of a source sentence, the main
reference provided as an acceptable translation,
and the MT outputs of all four MT engines to be
judged. The order of the MT outputs was changed
randomly for each ranking set to avoid bias. The
Rankingevaluation was carried out using a web-
browser interface and graders had to order four
system outputs by assigning a grade between 1
(best) and 4 (worse).

4 Crowd-based MT Evaluation

To counter the high costs in human assessment
of MT outputs, crowdsourcing services such as
MTurk and CF have attracted a lot of attention
both from industry and academia as a means for
collecting data for human language technologies
at low cost. MTurk is an on-line work market-
place, where people are paid small sums of money
to work on Human Intelligence Tasks (HITs), i.e.
tasks that machines have hard time doing. The
CF platform works across multiple crowdsourcing
services, including MTurk. CF gives unrestricted
access, making it possible for non US-based re-
questers to place HITs on MTurk.

4.1 Data Quality Control Mechanism
One of the most crucial issues to consider when
collecting crowdsourced data is how to ensure their
quality. MTurk and CF provide requesters with
quality control mechanisms including the “locale
qualification option to restrict workers by coun-
try. Preliminary qualification for workers can be
set by requiring workers to complete a qualifica
tion test using training ranking sets. Only workers
passing the test are allowed to accept a HIT for the
evaluation task at hand. Moreover, CF provides
a mechanism to verify the workers’ reliability on-
the-fl . The HIT design interface provided by CF
allows including so called “gold units”, i.e. items
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with known labels, along with the other units com-
posing the requested HIT. Gold units are randomly
mixed with the other units by CF when it cre-
ates the worker assignments. These control units5

allows distinguishment between trusted workers
(those who correctly replicate the gold units) and
untrusted workers (those who fail the gold units).
Untrusted workers are automatically blocked and
not paid, and their labels are filte ed out from the
fina data set. CF uses the workers’ history to apply
confidenc scores (the “trust level” feature) to their
annotations. In order to be considered trusted in a
job, workers are required to judge a minimum of
four gold units and to be above an accuracy thresh-
old of 70%. As a further control, CF pauses a job
(the “auto-takedown” feature), if workers are fail-
ing too many gold units.

In this paper, we investigated the dependency of
the quality of the evaluation results for the follow-
ing quality control features:

• locale qualification(LOC): restriction to officia lan-
guage countries; the most important control mechanism
to prevent workers from tainting the evaluation results.

• qualification testing(PRI): training phase assessment of
worker’s eligibility prior to the evaluation task.

• on-the-fly verification(GOLD): identificatio of trusted
workers using control units with a known answer.

4.2 Control Units
Control units have to be unambiguous, not too triv-
ial, and also not too difficult For the translation
task at hand, we selected the original corpus sen-
tence as the main reference translation. From para-
phrased reference translations6, we selected a sin-
gle reference as the gold translationto be included
in the control units. A paraphrased reference to
be selected as a gold translation should have the
following characteristics: (1) it should be similar
to the main reference and (2) its translation qual-
ity should be better than the best MT output for all
translation hypotheses of the same input. If native
speakers are available, the gold translation quality
should be checked manually. However, for most
of the investigated target languages, native speak-
ers were not available. Thus, we automatically se-
lected a gold translation based on the edit distance
of each paraphrased reference to (a) the main refer-
ence and (b) the ORACLE-best (=160k) MT output
for all sentence IDs of the evalset. We selected the
most appropriate paraphrased reference according

5The suggested amount of gold units to be provided is around
10% of the requested units.
6Up to 15 paraphrased reference translations are available for
the data sets described in Section 3.1.

to its minimal distance to the main reference and
its maximal distance to the MT output. The top-
30 sentence IDs with the best gold translation dis-
tance scores were selected as control units for the
respective translation task.

For each control unit sentence ID, a random MT
output was replaced in the ranking set with the
gold translation. For our experiments, we distin-
guished two GOLD annotation schemes:

• “best-only” (GOLDb): check only the best translation,
i.e., force rank ‘1’ assignment for the gold translation.

• “best+worse” (GOLDbw): check the best and the worst
translation, i.e., allow rank ‘1’ or ‘2’ for the gold and
rank ‘3’ or ‘4’ for the ORACLE-worst (10k) translation.

4.3 Evaluation Interface
CF provides two interfaces: (1) an externalone for
MTurk workers and (2) an internal one for which
you have to prepare your own work force. The
internal interface is (currently) free of charge and
was used to collect judgments from in-house ex-
pert graders using exactly the same HITs and the
same online interface as the MTurk workers.

4.4 Experiment Setup
For each target language (TRG), we repeated the
same MT evaluation experiment using the follow-
ing data quality control settings7:

1. NONE: no quality control (all TRGs)
2. GOLD: on-the-fl only (all TRGs)
3. LOC+GOLD: locale+on-the-fl (all TRGs)
4. LOC+GOLD+PRI: locale+testing+on-the-fl (hi, ko)

All experiments using the same control set-
ting were carried out simultaneously, i.e., a single
worker might take part in more than one evalua-
tion experiment. A HIT consisted of 3 ranking sets
per page and is paid 6 cents for all experiments. In
total, the evaluation costs8 for all the experiments
added up to $390 for 30 experiments, resulting in
an average of $13 for the crowd-based evaluation
of 4 MT outputs for 300 input sentences.

5 Evaluation Results

In order to investigate the effects of the data quality
control mechanisms, the analysis of the evaluation
results is conducted experiment-wise. i.e., we do
not differentiate between single workers, but treat
all the collected judgments of the respective exper-
iment as a “single” grader result. This enables a

7India was excluded by default for all experiments besides the
ones having Hindi as the target language.
8The requester’s payment includes a fee to MTurk of 10% of
the amount paid to the workers. In addition, CF takes a 33%
share of the payments by the requester.
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comparison of non-expert vs. expert/oracle grad-
ing results and the impact of each control setting
on the quality of the collected judgments. The de-
tails of the experiment results for each target lan-
guage are listed in Appendix A.

5.1 Worker Characteristics

Table A.1. summarizes the amount of participat-
ing workers. For each control setting, we list the
amount of workers (total) and the percentage of
workers coming from a country where the lan-
guage is the officia language (native). The worker
demographics are summarized in Table A.2.

Without any control mechanism in place, the
judgments mainly originated from non-native
workers. 53% of the workers submitted HITs for
at least two tasks, with the largest overlap being
f ve tasks. Although some workers might be able
to speak and evaluate more than two languages, the
results indicate that the larger the overlap, the less
reliable the judgments are expected to be.

The on-the-fl verificatio based on gold trans-
lations only (GOLDb) resulted in a high percent-
age of judgments obtained from trusted workers
(65∼100%) for the majority of tasks, but achieved
worse figu es with respect to native worker contri-
butions. These finding indicate that single gold
translations are not sufficient to identify workers
assigning grades based on fixed patterns.

As a counter-measure, we limited the worker
origin to the officia language countries and the
US, and annotated both the best and worst trans-
lation of the control units. As a results, 47%
of the LOC+GOLDbw gradings were collected from
native speakers. These results show that the lo-
cale and on-the-fl control enable the collection of
less tainted judgments and the identificatio of un-
trusted workers, respectively. Table A.3. summa-
rizes the amount of judgments collected for each
task. The total count depends on the number of
non-trusted workers accepting HITs for the respec-
tive language.

Although high-quality control units positively
affect the quality of the evaluations as shown in
Section 5.2, the average time needed to collect the
data increased by a factor of 8. The evaluation
period, i.e., the number of days needed to col-
lect all the data, the grading time, i.e., the hours
spent on actually grading the translations, and the
average grading time per assignment are summa-
rized in Table A.4. The grading time for each task
ranged from 2.5h to 6.5h for the LOC+GOLDbw ex-
periments. However, the evaluation period largely

depends on the language, ranging from 2 days (hi,
tl, es) to over 2 weeks (ru, zh, ko). The analysis
of the average time needed to judge a single HIT
indicates that the shorter the evaluation time, the
less reliable the judgments are expected to be.

The most problematic languages are Korean and
Hindi. For Korean, the evaluation experiments
lasted 3 months due to the lack of trusted work-
ers. Moreover, the Hindi LOC+GOLDbw task could
not be finishe because the large amount of un-
trusted workers triggered CF’s auto-takedownfea-
ture. In order to prevent an auto-takedown for
jobs where low trust levels of workers are to be
expected, a training phase assessing the worker’s
eligibility prior to the evaluation task needs to be
included. Only workers passing the qualificatio
test were allowed to accept HITs for the respec-
tive task. The Korean and Hindi results given
in Appendix A were therefore obtained using the
LOC+GOLDbw+PRI data quality control setting.

5.2 Ranking Results
The Rankingscores were obtained as the average
number of times that a system was judged better
than any other system. The results summarized
in Table A.5. differ largely for the investigated
data quality settings. System ranking scores result-
ing in an MT system ordering other than the ex-
pert rankings are marked in boldface. For most of
the uncontrolled tasks, worker rankings are differ-
ent from expert rankings. The GOLDb setting tasks
achieved a higher correlation with expert rank-
ings, but still differ for 3 out of the 10 languages.
The LOC+GOLDbw tasks ranked all the MT systems
identically to the experts. Interestingly, the rank-
ing scores obtained for the better controlled evalu-
ation experiments are much higher, indicating the
collected evaluation data is of good quality.

5.3 Grading Consistency
The most informative indicator of the quality of
a dataset is given by the agreement rate, or grad-
ing consistency, both between different judges and
the same judge. To this purpose, the agreement
between non-expert graders of experiments using
different data quality control mechanisms was cal-
culated for the MTurk data and compared to the re-
sults obtained by expert/oracle judgments. Agree-
ment rates are calculated using the Fleiss’ kappa
coefficientκ (Fleiss, 1971):

κ =

Pr(a)−Pr(e)
1−Pr(e) ,

where Pr(a) is the observed agreement among
graders, and Pr(e) is the hypothetical probability of

233



chance agreement. In our task, Pr(a) is given by the
proportion of times that two judges assessing the
same pair of systems on the same source sentence
agree that A>B, A=B, or A<B. Grader agreement
scores can be interpreted as follows: “none”κ <0,
“slight” κ ≤0.2, “fair” κ ≤0.4, “moderate”κ ≤0.6,
“substantial”κ ≤0.8, and “almost perfect”κ ≤1.0

(Landis and Koch, 1977).
The quality of the judgment is confi med by

the ranking agreement scores listed in Table A.6.
Comparing the worker vs. the expert judgments,
only slight agreement was obtained for the less
controlled settings, but the proposed data quality
control mechanisms achieved levels of up to sub-
stantialagreement. The comparison of agreement
scores for oracle and expert judgments indicates
that at least fair agreement is to be expected for
languages where expert graders are not available.

6 Conclusions

In this paper, we investigated the use of the data
quality control mechanisms of online work mar-
ketplaces for the collection of high-quality MT
evaluation data for non-English target languages.
The analysis of the worker characteristics revealed
that locale qualificationcontrol settings enable the
collection of less tainted judgments and that bad
workers can be identifie by short HIT grading
times, large overlaps of evaluation tasks run si-
multaneously, and low trust levels measured either
prior to or during the evaluation task.

Due to the lack of expert graders for 6 out of 10
languages, the creation of control units was carried
out automatically, where the proposed similarity-
based gold translation selection method proved to
be a practical alternative to manual selection by
native speakers. The improved setting of control
units to verify not only the best but also the worst
translation helped to identify untrusted workers us-
ing fi ed gradings schemes. Finally, the combina-
tion of multiple control mechanism proved to be
essential for collecting high-quality data for all the
investigated non-English languages.

Based on the obtained findings we recommend
carrying out crowd-based MT evaluations by (1)
limiting the access to workers in countries where
the target language is the officia language, al-
though for languages lacking workers, the US
might be included if evaluation time is a crucial
factor and (2) definin control units so that ex-
pected rankings for the best and the worst systems
are preserved and grading variations of non-expert
graders are taking into account.

As future work, we are planning to investigate
the effectiveness of other control mechanisms such
as paymentand the applicability of the proposed
crowd-based MT evaluation method to more com-
plex translation tasks, ranking more MT systems,
as well as covering other domains such as the
translation of public speeches.
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Appendix A. Crowd-based MT Evaluation
A.1. Amount of Workers

The total number of participating workers, as well as the number and
the percentage of trusted/native workers for each evaluation task.

Data Quality Control Mechanism

LOC+GOLDbw GOLDb NONE
TRG total trusted native total trusted [native] total trusted native

count (% of total) [% of total] count (% of total) [% of total] count (% of total) [% of total]

en 23 18 (78.3%) 13 [56.5%] 38 30 (78.9%) 10 [26.3%] 8 – 4 [50.0%]

ar 41 26 (63.4%) 23 [56.0%] 29 19 (65.5%) 6 [20.6%] 14 – 0 [ 0.0%]
es 19 19 (100.0%) 15 [78.9%] 12 11 (91.6%) 2 [16.6%] 8 – 0 [ 0.0%]
fr 10 9 (90.0%) 4 [40.0%] 10 9 (90.0%) 0 [ 0.0%] 14 – 2 [14.2%]

hi 31∗ 28∗ (90.3%) 27∗ [87.0%] 85 37 (43.5%) 34 [40.0%] 47 – 33 [70.2%]

ja 14 11 (78.5%) 3 [21.4%] 15 13 (86.6%) 0 [ 0.0%] 10 – 1 [10.0%]

ko 45∗ 43∗ (95.5%) 2∗ [4.4%] 24 17 (70.8%) 0 [ 0.0%] 5 – 0 [ 0.0%]
ru 30 20 (66.6%) 4 [13.3%] 7 7 (100.0%) 0 [ 0.0%] 14 – 0 [ 0.0%]
tl 10 9 (90.0%) 5 [50.0%] 6 6 (100.0%) 0 [ 0.0%] 2 – 1 [50.0%]

zh 18 11 (61.1%) 3 [16.6%] 16 12 (75.0%) 0 [ 0.0%] 7 – 0 [ 0.0%]
∗ marked results are obtained using the LOC+GOLDbw+PRI data quality control setting.

A.2. Country of Origin
The total number of countries and workers per country participating in each evaluation task.

Data Quality Control Mechanism

LOC+GOLDbw GOLDb NONE
TRG country: workers country: workers country: workers

en 9 countries 11 countries 4 countries
USA:15, AUS:1, CAN:1, GBR:1, MYS:1, PHL:1, USA:15, MKD:9, CHN:2, NLD:2, ROU:2, JPN:2, USA:5, AUS:1, JPN:1, MKD:1
BGD:1, CMR:1, SGP:1 PAK:2, AUS:1, BGD:1, CMR:1, MDV:1

ar 11 countries 15 countries 10 countries
JOR:12, EGY:8, USA:7, TUN:3, LBN:3, SAU:2, MKD:6, TUN:3, JOR:3, EGY:2, USA:2, BGD:2, MKD:3, EGY:2, PAK:2, CHN:1, DZA:1, GBR:1,
MAR:2, DZA:1, KWT:1, ARE:1, OMN:1 ARE:2, GBR:2, DZA:1, CHN:1, ESP:1, MDV:1, LBN:1, TUN:1, ARE:1, USA:1

ROU:1, OMN:1, SAU:1

es 8 countries 5 countries 7 countries
ESP:5, MEX:4, USA:4, COL:2, ARG:1, GTM:1, MKD:7, ESP:2, USA:1, BGD:1, ROU:1 USA:2, BHS:1, ESP:1, PRT:1, MKD:1, PAK:1,
URY:1, VEN:1 ROU:1

fr 4 countries 5 countries 8 countries
USA:5, FRA:3, CAN:1, CMR:1 MKD:6, USA:1, CMR:1, NLD:1, ROU:1 MKD:3, PAK:3, FRA:2, ROU:2, CAN:1, CMR:1,

NLD:1, USA:1

hi 2 countries 4 countries 8 countries
IND:30∗, USA:1∗ IND:80, PAK:3, USA:1, ROU:1 IND:33, MKD:6, CHN:2, PAK:2, SGP:1, ARE:1,

ROU:1, USA:1

ja 2 countries 8 countries 5 countries
USA:10, JPN:4 MKD:6, ROU:2, PAK:2, BGD:1, CHN:1, JPN:1, USA:4, JPN:2, MKD:2, PAK:1, PHL:1

MDV:1, NLD:1

ko 2 countries 10 countries 3 countries
USA:41, KOR:2 MKD:9, ROU:3, PHL:3, USA:2, CHN:2, POL:1, CHN:2, USA:2, MKD:1

BGD:1, MDV:1, PAK:1, ESP:1

ru 2 countries 5 countries 7 countries
USA:25, RUS:5 PAK:2, ROU:2, GBR:1, SRB:1, MKD:1 MKD:8, MDA:1, POL:1, SRB:1, UKR:1, CHN:1,

PAK:1

tl 2 countries 3 countries 1 country
PHL:7, USA:3 MKD:3, ROU:2, PAK:1 PHL:2

zh 4 countries 6 countries 4 countries
USA:12, CHN:3, SGP:2, HKG:1 MKD:9, USA:3, ROU:1, NLD:1, CHN:1, BGD:1 USA:3, CHN:2, SGP:1, MKD:1
∗ marked results are obtained using the LOC+GOLDbw+PRI data quality control setting.

A.3. Judgments
The total number of rankings sets judged by all/trusted/native workers for each evaluation task.

Data Quality Control Mechanism

LOC+GOLDbw GOLDb NONE
TRG total trusted native total trusted native total trusted native

count (% of total) [% of total] count (% of total) [% of total] count (% of total) [% of total]

en 564 495 (87.8%) 168 [29.8%] 664 568 (85.5%) 128 [19.3%] 442 – 78 [17.6%]

ar 693 543 (78.4%) 432 [62.3%] 559 463 (82.8%) 117 [20.9%] 465 – 0 [ 0.0%]
es 581 581 (100.0%) 542 [93.3%] 428 416 (97.2%) 86 [20.1%] 421 – 0 [ 0.0%]
fr 463 409 (88.3%) 178 [38.4%] 416 404 (97.1%) 0 [ 0.0%] 495 – 18 [ 3.6%]

hi 580∗ 505∗ (87.1%) 496∗ [85.5%] 1013 531 (52.4%) 477 [47.1%] 723 – 314 [43.5%]

ja 386 356 (92.2%) 60 [15.5%] 472 448 (94.9%) 0 [ 0.0%] 447 – 0 [ 0.0%]
ko 642∗ 603∗ (93.9%) 66∗ [10.3%] 583 523 (89.7%) 0 [ 0.0%] 408 – 0 [ 0.0%]
ru 657 555 (84.5%) 96 [14.6%] 370 370 (100.0%) 0 [ 0.0%] 504 – 0 [ 0.0%]
tl 437 428 (97.9%) 91 [20.8%] 344 344 (100.0%) 0 [ 0.0%] 371 – 36 [ 9.7%]

zh 575 481 (83.6%) 354 [61.6%] 462 429 (92.9%) 0 [ 0.0%] 476 – 0 [ 0.0%]
∗ marked results are obtained using the LOC+GOLDbw+PRI data quality control setting.
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A.4. Evaluation Time
The evaluation period (given in days), the total grading time (given in hours, “(hh:mm:ss)”), and the average

time per HIT (given in seconds, “[mm:ss]”) of the trusted gradings obtained for each evaluation task.

Data Quality Control Mechanism

EXPERT LOC+GOLDbw GOLDb NONE
evaluation (grading [avg. time per evaluation (grading [avg. time per evaluation (grading [avg. time per evaluation (grading [avg. time per

TRG period time) assignment] period time) assignment] period time) assignment] period time) assignment]

en 6.9 days (06:41:09) [00:13] 4.8 days (04:30:13) [00:39] 0.9 days (03:24:45) [00:25] 0.4 days (01:12:32) [00:17]

ar – 4.7 days (06:29:32) [00:47] 0.7 days (02:48:34) [00:24] 0.1 days (00:45:50) [00:07]

es – 2.2 days (06:06:55) [00:47] 0.3 days (01:49:34) [00:16] 0.1 days (00:48:22) [00:07]

fr – 3.9 days (04:19:36) [00:40] 0.2 days (03:13:52) [00:29] 0.2 days (00:55:04) [00:14]

hi – 1.2 days∗ (03:27:34)∗ [00:35]∗ 0.2 days (02:44:42) [00:19] 0.1 days (00:52:55) [00:08]

ja 1.1 days (05:48:35) [01:07] 12.8 days (02:22:28) [00:27] 0.7 days (01:39:58) [00:14] 0.1 days (01:07:17) [00:10]

ko 7.1 days (11:29:41) [00:16] 88.9 days∗ (04:45:05)∗ [00:41]∗ 3.1 days (01:10:46) [00:10] 0.1 days (01:07:52) [00:11]

ru – 17.0 days (06:48:44) [00:52] 0.1 days (01:55:05) [00:18] 0.2 days (01:12:47) [00:11]

tl – 2.1 days (03:03:16) [00:26] 0.1 days (00:43:59) [00:07] 0.1 days (01:07:17) [00:10]

zh 1.1 days (07:32:56) [01:26] 23.7 days (05:09:30) [00:43] 2.1 days (01:29:36) [00:13] 0.1 days (01:52:16) [00:16]
∗ marked results are obtained using the LOC+GOLDbw+PRI data quality control setting.

A.5. Ranking Results (%better)
The subjective evaluation of translation quality of 4 MT engines trained on different training data sizes (160k, 80k, 20k, 10k).

The Rankingscores were obtained as the average number of times that a system was judged better than any other system.

Data Quality Control Mechanism

EXPERT LOC+GOLDbw GOLDb NONE
TRG 160k 80k 20k 10k 160k 80k 20k 10k 160k 80k 20k 10k 160k 80k 20k 10k

en 0.5245 0.4755 0.3272 0.1453 0.4766 0.3481 0.2343 0.1138 0.2853 0.2620 0.1673 0.0750 0.1605 0.1714 0.1020 0.0680

ar – 0.4319 0.3038 0.1943 0.1497 0.1816 0.1135 0.0837 0.0723 0.0008 0.0009 0.0019 0.0081
es – 0.4899 0.4062 0.2342 0.1176 0.1983 0.1474 0.0758 0.0620 0.0000 0.0000 0.0000 0.0000
fr – 0.4823 0.4020 0.1652 0.0908 0.1929 0.1631 0.0879 0.1035 0.0400 0.0326 0.0370 0.0370
hi – 0.2837∗ 0.2068∗ 0.1094∗ 0.0889∗ 0.1872 0.1587 0.0868 0.0947 0.0201 0.0111 0.0191 0.0040

ja 0.5735 0.4803 0.2528 0.1027 0.4811 0.3695 0.1461 0.0755 0.2355 0.1639 0.1281 0.0675 0.0724 0.0678 0.0470 0.0165

ko 0.4690 0.3746 0.2625 0.1136 0.3809∗ 0.3185∗ 0.1740∗ 0.0919∗ 0.0862 0.0689 0.0532 0.0517 0.0000 0.0000 0.0000 0.0000
ru – 0.3459 0.2957 0.1830 0.1078 0.2588 0.2390 0.1887 0.1613 0.0606 0.0552 0.0433 0.0400

tl – 0.3914 0.2679 0.1428 0.1027 0.0679 0.0648 0.0340 0.0340 0.0022 0.0011 0.0022 0.0044
zh 0.5482 0.4313 0.3318 0.2133 0.6367 0.5128 0.4110 0.2811 0.1371 0.1331 0.1223 0.1035 0.0802 0.0552 0.0542 0.0427

∗ marked results are obtained using the LOC+GOLDbw+PRI data quality control setting.

A.6. Ranking Agreement

Fleiss’ kappa correlation coefficient comparing the obtained crowd-based evaluation results to the oracle and
expert judgments for each translation task. The κ scores are interpreted in (Landis and Koch, 1977) as follows:

κ <0 : “none” κ ≤0.6 : “moderate”
κ ≤0.2 : “slight” κ ≤0.8 : “substantial”
κ ≤0.4 : “fair” κ ≤1.0 : “almost perfect”

Worker vs. Oracle/Expert Agreement

κ Data Quality Control Mechanism

LOC+GOLDbw GOLDb NONE
TRG oracle expert oracle expert oracle expert

en 0.45 0.62 0.19 0.30 0.39 0.43

ar 0.22 – 0.09 – 0.11 –

es 0.35 – 0.08 – 1.00 –

fr 0.26 – 0.04 – 0.53 –

hi 0.05∗ – 0.00 – -0.02 –

ja 0.38 0.66 0.10 0.22 0.01 0.23

ko 0.56 0.50 0.79 0.14 -0.01 0.17

ru 0.32 – 0.08 – 0.15 –

tl 0.21 – 0.04 – -0.02 –

zh 0.62 0.56 0.07 0.09 0.17 0.20
∗ marked results are obtained using the LOC+GOLDbw+PRI data quality control setting.
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Abstract 

We report on an experiment to test the ef-
ficacy of ‘controlled language’ authoring 

of technical documents in Japanese, with 

respect both to the readability of the Jap-
anese source and the quality of the Eng-

lish machine-translated output. Using 

four MT systems, we tested two sets of 
writing rules designed for two document 

types written by authors with contrasting 

professional profiles. We elicited judg-

ments from native speakers to establish 
the positive or negative impact of each 

rule on readability and translation quality. 

1 Introduction 

It is widely acknowledged that the typological 

‘distance’ between Japanese and English (the 

most common European target language for MT 

from Japanese) hampers the achievement of 
high-quality translation. We seek to address this 

challenge by investigating the feasibility of de-

veloping a ‘controlled Japanese’ with explicit 
restrictions on vocabulary, syntax and style ade-

quate for authoring technical documentation. 

Our starting point is sentences extracted from 

two types of document: consumer user manuals 
(UM) and company-internal documents articulat-

ing the know-how of key employees (KH). UM 

are produced by professional technical authors, 
while KH are written as ‘one-offs’ by the em-

ployees themselves, capturing their own know-

how. Thus, there is a sharp difference in the ef-
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fort the two groups of writers can be expected to 

invest and the linguistic knowledge they bring to 

a controlled authoring task. 
In outline, our experiment entailed formulat-

ing a set of writing rules (‘authoring guidelines’) 

for each document type. Sentences violating the 
rules were extracted from the original data and 

rewritten (‘pre-edited’ in this experimental set-

ting) in accordance with the respective rule. The 

original and rewritten sentences were then trans-
lated by different MT systems; finally, the inputs 

and outputs were submitted to human evaluation. 

Since the readers of the original Japanese and 
the readers of the translated English are equally 

important, we devised protocols to assess what 

we termed the ‘readability’ of the Japanese 

source sentences and their ‘translatability’ as 
gauged by the perceived quality of the English 

target sentences. 

In interpreting the results, we try to identify 
the most promising avenues for further develop-

ment. 

2 Controlled Language and MT 

The general principles of controlled language 

(CL) and the challenges posed by its deployment 

are clearly summarised by (Kittredge, 2003; 
Nyberg et al., 2003). Evidence of the effective-

ness of CL in cutting translation costs has been in 

the public domain for some 30 years, from (Pym, 
1990) in the automotive domain to (Roturier, 

2009) in the software domain. 

More specific studies have been undertaken to 

identify those rules which have the greatest im-
pact on the usability of MT output (e.g., O’Brien 

and Roturier, 2007). 
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Overwhelmingly, controlled language studies 

have focused on English as source language. 
This is not to say that CL varieties do not exist 

for languages other than English. Among recent 

work, Barthe (1998) relates the process of devel-

oping GIFAS, the ‘rationalised’ French counter-
part of the AECMA documentation standard for 

the aerospace industry, while Lieske et al. (2002) 

describe a controlled German. 
In the case of Japanese, the application of the 

CL notion dates back to (Nagao and Tanaka, 

1984), who describe a framework for assisting 
authors in producing what they termed ‘machine-

readable’ Japanese. Yoshida (1987) outlines a 

framework for designing a ‘standardised’ Japa-

nese for MT. Kaji (1999) offers a few Japanese 
examples. 

More recent computational work has focused 

on automatic re-writing of what we can term 
‘MT-intractable’ Japanese (e.g., Shirai, 1998; 

Matsuyoshi et al., 2004). Since such re-writing is 

a machine-internal process, these studies are not 
necessarily directly applicable to guiding the au-

thoring of human-readable texts. 

Morita and Ishida (2011) provide protocols to 

enable monolingual users to converge on a cor-
rect Japanese/English machine translation, but no 

a priori writing or editing rules are proposed. 

The proposals in (Sato et al., 2003) are moti-
vated by personal rather than technical commu-

nication. Matsui and Magnusson (2011) require 

language learners using online Japanese-to-

English MT to apply six ‘revision’ rules to their 
input, including insertion of pronominal subjects 

(Japanese is a pro-drop language) and of the de-

terminer そ の  before nouns. However, to 

generlaise such insertions is unnatural and poten-

tially misleading for human readers. 

Finally, the rules proposed in (Ogura et al., 

2010) are intended for technical writers, but no 
empirical evidence of their efficacy is presented. 

3 Formulation of Authoring Guidelines 

As we noted, we are dealing in this case with 

authoring in two very different settings, distin-

guished by the professional background of the 

authors themselves, the purpose of the docu-
ments they write and the characteristics of their 

readerships. Accordingly, we adopted different 

rationales for selecting what can be formally de-
scribed as rules, which are presented to the writ-

ers as guidelines. Nyberg et al. (2003) identify 

prior writing expertise as a key factor in the suc-

cessful deployment of CL. 

3.1 Settings and selection process 

In the case of UM, we are dealing with profes-
sional authors producing instructions for con-

sumer-users whose perception of the appliances 

will depend in part on the quality of the docu-

mentation. As for KH, the authors have no prior 
training in technical documentation. Their task is 

to write down the conceptual and procedural 

know-how underlying their own job in order to 
share it with other staff both in Japan and in 

overseas operations. Their readers are ‘insiders’ 

with experience of the corporate culture and can 
be expected to tolerate some infelicity of expres-

sion provided the content is understandable. 

The purpose and motivation in selecting the 

guidelines differ somewhat between the two set-
tings. While the training of the UM authors al-

lows some guidelines that require sophisticated 

linguistic knowledge, the guidelines for the KH 
setting need to prioritise ease of implementation 

by non-professional writers unaccustomed to 

writing with translation in mind. The trade-off 
for this gentle learning curve is incomplete cov-

erage of problematic linguistic features by the 

guidelines. 

The UM guidelines were developed through a 
combination of bottom-up and top-down ap-

proaches. From a corpus of 38,527 Japanese-

English translation units we selected all Japanese 
segments of length greater than 150 bytes. We 

translated the resulting 10,026 segments with 

Google Translate
1
 and Systran 7 Premium Trans-

lator
2
. Given that the data was judged to be typi-

cal of user manuals in Japanese, we emphasised 

improving MT quality. We manually identified 

segments with flagrant translation errors induced 
by structural features of the source text. This 

search was guided by the categories identified in 

(Ogura et al., 2010). The outcome was a set of 20 
problem features, described in section 3.2. 

For the KH guidelines, we proceded top-down. 

Our corpus consisted of three documents com-

prising 33, 20, and 53 pages, or 177,742, 10,433, 
and 32,366 characters respectively. Unlike the 

UM corpus, the KH showed little homogeneity in 

wording and style. General technical and busi-
ness writing guidebooks

3
 provided suggestions 

for some of the guidelines we formulated. Others 

were chosen to remedy known problems of Japa-

                                                
1 http://translate.google.com/ 
2 http://systransoft.com/ 
3 日本語スタイルガイド 第 2版 (一般財団法人テクニ

カルコミュニケーター協会編著), 説得できる文章・表

現 200の鉄則 (日経 BP社出版局) 
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nese to English MT. An initial set of some 40 

candidate guidelines was filtered according to 
two criteria. First, some of the problem features 

occurred either not at all in the corpus or with 

very low frequency. Second, some guidelines 

were judged to require meta-linguistic knowl-
edge which could not safely be assumed on the 

part of non-professional writers or imparted in a 

necessarily brief training session. The outcome 
was a set of 10 guidelines, described in section 

3.3. 

3.2 Authoring guidelines: UM 

Table 1 lists the 20 problem features from the 
UM corpus which we experimented with. These 

gave rise to 28 pre-editing rules formulated as 

‘Omit …’, ‘Replace with …’ or ‘Add …’.  

 

F1 Long sentences (> 50 characters) 

F2 Sentences of 3 or more clauses 

F3 Negative expressions 

F4 Verb + nominaliser こと 

F5 Nominaliser もの 

F6 Verb + ように (‘it is suggested that’) 

F7 Topicalizing particle は 

F8 Coordinating conjunction または (‘or’) 

F9 Modal れる・られる (‘can’) 

F10 Verb 見える (‘can be seen’) 

F11 Compound noun strings 

F12 Particle など (‘and so on’) 

F13 Single use of conjunctionたり (‘either’) 

F14 Katakana verbs 

F15 Suffix 感 (‘sense of’) 

F16 Verb かかる (‘start’) 

F17 Verb 成る (‘become’) 

F18 Verb 行う (‘perform’) 

F19 Case-marking particle で (‘with’, ‘by’) 

F20 Verb ある・あります (‘exist’) 

Table1. ‘Avoid’ features of UM guidelines 
 

Table 2 shows examples of (a) original and (b) 

re-written sentences for three of the features. 
 

F7 1a ソングは「メロディー」と自動伴奏の

組み合わせでできています 

 1b 「メロディー」と自動伴奏の組み合わ

せでソングができています 

F9 2a 1 つのウェーブフォームに割り当てら

れるキーバンクは最大 128 個までです 

 2b 1 つのウェーブフォームに割り当てる

ことができるキーバンクは最大 128 個

までです 

F20 3a コードの詳細は 64 ページにあります 

 3b コードの詳細は 64 ページに記載され

ています 

Table 2. Pre-edited UM sentences 

3.3 Authoring guidelines: KH 

These guidelines fall into three categories: nota-

tion (a, b, c, d); word/phrase structure (e, f); sen-
tence structure (g, h, i, j). 

a. Do not use single-byte Katakana characters 

Katakana, used mainly for writing foreign 
words, is the only one of the three Japanese 

scripts that can also be written in single byte. 

Single-byte Katakana writes a voiced consonant 

with an unvoiced base character followed by a 
diacritic (underlined) that indicates voicing: 

ﾌﾟﾛｼﾞｪｸﾀ・ｽｸﾘｰﾝ・ｹｰﾌﾞﾙ 
This can perturb tokenisation by MT systems. 

b. Do not use symbols in sentences 

MT systems can fail to identify the terms of 
the relationship (underlined) represented by 

symbols such as a minus sign signalling ‘the dif-

ference between A and B’.  

実際の投入工数 ‒ 基準時間との比較

による能率管理 

c. Do not use nakaguro (bullet) as a delimiter 

MT systems can fail to distinguish parallel 
items delimited by nakaguro (underlined) from 

the surrounding text. 

会社のステージ・業績に応じた賃金、

賞与の水準 

d. Avoid using inappropriate Kanji characters 

This equates to spelling mistakes in English. 

e. Avoid creating long noun strings 

Nouns and stems of adjectives, adverbs, and 

verbs can be combined to form a compound noun. 

f. Do not use ‘perform’ to create a sa-verb 

Sa-verbs formed by adding a ‘do’ verb to a 

noun are widely used. Adding ‘perform’ or ‘exe-

cute’ (行う／実行する) instead of the simple す

る creates verbose texts and awkward output. 

g. Avoid topicalisation 

Japanese is ‘topic-prominent’, i.e., the topic is 

often given the particle は, which makes it look 

like the subject of the sentence, even if it is not. 
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h. Do not connect sentences to make a long 

sentence 

i. Do not interrupt a sentence with a bulleted 

list 

The first line of the example reads ‘When set-

ting the standard unit price,’ and the last ‘must be 
specified.’ Kohl (2008) recommends combining 

these into a complete sentence, such as ‘The fol-

lowing items must be specified when setting ...’ 

基準単価設定は 

・セット品の単価（品番：S1） 

・単品部品の単価（品番：A、B） 

の設定をしなければならない 

j. Avoid listing numerous parallel items in a 

sentence; use a bulleted list instead 

4 Experimental Set-Up 

For both the UM and KH settings our aim was to 

assess, using human judges, any gain or loss in 
(a) the readability of the Japanese sentences after 

pre-editing, and (b) their translatability as gauged 

by the perceived quality of the English transla-

tions produced by MT. Table 3 shows the size of 
the data sets and the numbers of judges. 

 

 UM KH 
Rules tested 20 10 

Sentences per rule 5 6 

JAO sentences 100 60 

JAR sentences 100 60 
JA judges 31 20 

MT systems 3 2 

ENO sentences 300 120 
ENR sentences 300 120 

Human reference 100 0 

EN judges 28 8 

Table 3. Data sets and judges 

4.1 Japanese test corpus selection 

In the case of UM, we selected five sentences for 

each of the 20 features of Table 1 by randomly 

ordering our 38,527 segments and choosing the 
first five sentences to satisfy the condition and 

for which the human reference translation con-

tained no added information. With KH, for each 

guideline described in Section 3.3 we selected 
six sentences that violated it. In both cases, when 

a sentence contained more than one type of prob-

lem, we changed only the part that was subject to 
the applicable guideline. Thus, we had sets of 

original sentences UM-JAO and KH-JAO and re-

written sentences UM-JAR and KH-JAR. 

4.2 English test corpus generation 

Using two online MT systems, namely, Excite
4
 

and Google Translate, we translated all the JAO 

and JAR sentences into English (ENO and ENR, 

respectively). We used them ‘off the shelf’ via 

the internet, with no user dictionary or any sort 
of customisation. The UM Japanese sentences 

were also translated using Systran 7 Premium, 

with the benefit of user dictionaries extracted 
from the available English human (reference) 

translation of the manual. 

Note that it was not the MT systems them-
selves that were the focus of our evaluation, but 

the writing guidelines. We wanted to see whether 

rules had a positive impact irrespective of system. 

4.3 Judges 

Ideally, the quality of a text should be evaluated 
by readers who are similar in profile to the actual 

target readership. Since the UM data related to 

consumer electronic audio and music equipment, 
we recruited as plausible readers Japanese na-

tive-speaker university students and English na-

tive-speaker graduate students with no knowl-

edge of Japanese (which might allow them to 
compensate for mis-translations). 

In the case of the KH judges, both the Japa-

nese native-speakers and the English native-
speakers were recruited from within the company. 

They were, therefore, ideally suited to the task. 

4.4 Questionnaire design 

The quality of the Japanese source text written 
according to the guidelines must be as good as or 

better than that of the text written without guide-

lines. With the UM-JA data, we presented the 

judges with pairs of sentences A and B in which 
the ordering of JAO and JAR was randomised. 

They had five options: A much more readable 

than B; A more readable than B; A and B equally 
readable; B more readable than A; B much more 

readable than A. 

However, such a pairwise comparison does 

not tell whether one or both are acceptable or 
not. In order to overcome this shortcoming, with 

KH-JA the judges were again shown a pair of 

‘before’ and ‘after’ sentences at a time; but were 
asked to evaluate each of them on the four-point 

scale in Figure 1 (English gloss of the questions, 

which were written in Japanese). 

                                                
4 http://www.excite.co.jp/world/ Note that Excite changed 
their MT engine (from Fujitsu to Toshiba) between the time 
of the UM experiment and that of the KH experiment. 
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The following two sentences convey the same 

content but are written using different words. 

Please evaluate the readability of each sentence. 

A  欠勤･早退･遅刻･離業など、業務に

従事していないときの賃金は、原則として

支払いません。 

B  欠勤･早退･遅刻･離業など、業務に

従事していないときは、原則として賃金を

支払いません。 

How readable is A? Tick the closest option: 

○ Easy ○ Fairly easy ○ Fairly difficult ○ Difficult 
How readable is B? Tick the closest option: 

○ Easy ○ Fairly easy ○ Fairly difficult ○ Difficult 

Figure 1. Question to judges of KH-JA 

 
We surmised that showing two sentences at a 

time would lead the judges to focus on readabil-

ity in terms of expression rather than content. 

Therefore, we used the word ‘readable’ (読みや

すい) rather than ‘understandable’ (わかりやすい

), to avoid the results being affected by any gaps 

in the judges’ content knowledge. Moreover, al-

though the judges were not explicitly asked to 
compare the two and decide which was better, 

we thought that, if they perceived a difference in 

readability between the two texts, they might 
differentiate between them in their judgment. 

In evaluating the English translations we 

adopted the same approach for KH-EN as for 

UM-JA, that is, judges were asked to say 
whether they thought sentence A more readable 

than B, B more readable than A, or A and B 

equally readable. This decision was dictated by 
the small number of judges available (eight). 

For UM-EN we were able to employ more 

judges. Given that we were dealing with (mostly 

ill-formed) MT output, we preferred to elicit 
judgments of sentences independently rather than 

pairwise, in case judges were more ‘forgiving’ of 

a better or less bad member of a pair. Thus, 
judges were shown a single sentence at a time 

and asked the question in Figure 2. 

 

In addition, setting can be cancelled even by the 

fact that another song is chosen. 

How well did you understand the sentence? 

○ Fully   ○ Mostly   ○ Partly   ○ Not at all 

Figure 2. Question to judges of UM-EN 

4.5 Administration of questionnaires 

The questionnaires were posted online and each 
judge was given a unique password. Only one 

question was presented at a time and the judges 

were asked not to return to a question after tick-

ing their preference. Unanswered questions were 
flagged. The judges clicked the submit button 

once the whole questionnaire was completed. 

With UM-JA, each of the 31 judges saw all 

100 sentence pairs, with a 10-minute break in the 
middle. The ordering of presentation of the pairs 

was randomised and the ordering of JAO and 

JAR within the pair was equally distributed. 
With KH-JA, each of the 20 judges saw 30 of the 

60 sentence pairs (again, randomly presented, 

such that each question set was unique), which 
yielded 10 judgments for each pair. 

With UM-EN, as Table 3 shows, we had 700 

sentences, including the human reference, which 

did not always receive the best score (see Section 
5.3). Each of the 28 judges saw 100 sentences in 

random order, with a 10-minute break in the 

middle. No judge saw two translated versions of 
the same JAO source sentence or translations of 

both members of a JAO/JAR pair. Again, the 

presentation order was randomised. 
Unfortunately with KH-EN, only eight Eng-

lish native-speakers were available, so, in order 

to obtain four judgments for each pair of sen-

tences ENO/ENR-Excite and ENO/ENR-Google, 
each judge saw 60 pairs. Again, the ordering of 

ENO and ENR was randomised, each judge saw 

(in random order) an equal number of outputs 
from each MT system, and no judge saw transla-

tions of the same JAO/JAR pair by both systems. 

5 Results and Interpretation 

5.1 Japanese readability by guideline: UM 

Figure 3 shows, in percentages, the judgments of 

improvement or deterioration caused by each of 
the 20 guidelines. The labeling of a rewritten text 

as ‘Better’, ‘Same’ or ‘Worse’ than the original 

derives directly from the relative rating given by 

the judges. 

Figure 3. UM Japanese readability gains 
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Most rules were judged to make the Japanese 

less readable, (2, 3, 5, 7, 10, 16, 17) having a par-
ticularly severe effect. The exceptions were 13 

and 14, although neither of these improves trans-

latability (See Figure 5). 

5.2 Japanese readability by guideline: KH 

The questionnaire design (see Section 4.4) en-
ables us to draw conclusions on both the relative 

and absolute readability of the Japanese text. 

Figure 4. KH Japanese readability gains 

 

In relative terms, Figure 4 shows that most of 

the guidelines achieved the objective of improv-
ing or at least maintaining the quality of the text, 

in so far as they were valued as Better or Same 

by at least two thirds of the judges. 
The exceptions were b (Do not use symbols in 

sentences) and g (Avoid topicalisation). Guide-

line c (Do not use nakaguro (bullet) as a delimit-
er) also received a rather low evaluation. These 

results for b and c suggest that the use of non-

linguistic devices to relate meaningful parts of a 

sentence promotes concision. The result for g 
was somewhat expected, since topicalisation 

does not usually compromise readability for hu-

mans and editing sentences to eliminate 
topicalisation can result in wordiness. 

The greatest positive impact on readability 

was registered by guidelines i (Do not interrupt 
the introductory sentence before bulleted lists) 

and j (Avoid listing parallel items in a sentence). 

While the use of bulleted list is regularly recom-

mended in a number of writing guides, ‘avoiding 
interrupted sentences’ does not usually make a 

topic for guides targetting Japanese. Talking 

about English, Kohl (2008) recommends this 
practice to help MT systems, but regards it as 

‘low priority’ for human translators and non-

native readers. In the case of Japanese, our ex-

periment shows that it also helps human readers. 
To ground the absolute readability of the text, 

we converted the rating options to numbers as 

follows: ‘Easy to read’ = 4, ‘Fairly easy’ = 3, 
‘Fairly difficult’ = 2, ‘Difficult’ = 1. Table 4 

compares the median values of the evaluation 

results for JAO and JAR, and ENO and ENR. 
 

 JAO JAR EXC GOO 

a 3 4 0 1 

b 3 3 1 -4 
c 3 3 0 -1 

d 2.5 3 1 1 

e 3 4 -3 3 
f 3 3 3 -1 

g 3 3 -1 3 

h 3 3 -5 2 

i 2 4 5 2 
j 2 4 2 -2 

Table 4. KH readability and translatability 

 
The table highlights several results. First, 

overall readability for both JAO and JAR is 

rather good; there is no category whose median 

value is lower than 2. This is not surprising, 
however, since all sentences have been written 

by a human. 

Second, there are no categories for which JAO 
received a lower score. This suggests that the set 

of guidelines we used for this experiment was 

generally successful in maintaining and even 
raising the quality of Japanese sentences. 

Third, among the categories for which JAR re-

ceived higher scores than JAO, namely, a, d, e, i, 

and j, the levels of improvement vary. While 
there is only a 0.5 point increase for d, there is 2 

point increase for i and j, which demonstrates 

that these two guidelines have the highest impact 
on improving the readability of the Japanese text. 

5.3 Translatability into English: UM 

Table 5 gives examples of improvements in-

duced by the guidelines (for input see Table 2).  

 

F7 

GOO 

1a Song is “melody” is made with a 

combination of auto-

accompaniment. 
 1b Melody is a song made by a combi-

nation of automatic accompaniment. 

F9 

EXC 

2a They are a maximum of 128 key 

banks assigned to one wave form. 
 2b They are a maximum of 128 key 

banks which can be assigned to one 

wave form. 
F20 

SYS 

3a As for details of the cord/code there 

is page 64. 

 3b Details of the cord/code are stated in 
page 64. 

Table 5. UM output: ENO and ENR sentences 
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Figure 5 shows that the rules for features 2 (three 
or more clauses), 7 (topicalisation), 18 (‘per-

form’) and 20 (‘exist’) are highly effective. Their 

‘Better’ to ‘Worse’ ratio is greater than 3:1. 

 
Figure 5. UM translatability gains 

 
We interpreted responses to the question 

shown in Figure 2 by considering ‘fully’ or 

‘mostly’ understandable as ‘acceptable’ and 
‘partly’ or ‘not at all’ understandable as ‘inac-

ceptable. Figure 6 corroborates the impact of 

rules (2, 7, 18, 20). Taking the 47% acceptability 
of 2 and 7 as a lower threshold, we can add rules 

4 and 12 to the set promoting translatability. 

There is, however, no intersection between 

those rules that boost translatability and those 
that enhance readability. Indeed, 2 and 7 inhibit 

readability considerably. 

 

 
Figure 6. UM translation acceptability 

 

The human reference was judged worse than 

both ENO and ENR MT outputs in 2% of cases, 
and no better in 10% of cases (median values). 

However, the cases varied between ENO and 

ENR, as Section 5.4 shows. 

5.4 Translatability into English: KH 

Since the impact of the rules on translation qual-
ity diverged markedly between Excite (RBMT) 

and Google Translate (SMT), we present them 

separately, in Figures 7 and 8. 
 

 
Figure 7. KH translatability gains – Excite 
 

 
Figure 8. KH translatability gains – Google 
 

Some differences are easy to explain: Excite 

handles single-byte Katakana while Google does 
not (rule a); scrutiny shows Excite to better han-

dle long sentences (rule h), whose naturalness 

may then be impaired by unnecessary splitting. 

Considering the relation between improved 
readability and improved translation quality, the 

last two columns of Table 4 give the net sum of 

the judgments comparing ENO/ENR-Excite and 
ENO/ENR-Google, respectively, in the range 

+12 to -12. Although there is no statistically sig-

nificant correlation, it appears that Google Trans-
late may track readability somewhat more 

closely than does Excite. Only with rules d and i 

do all three indicators improve. 

In the case of rules that maintain readability 
without improving it, the effects are noticeably 

contrasting: rules b and f boost Excite but de-

press Google, while rules g and h have precisely 
the reverse effect. 

Note that these are relative changes in the per-

formance of the same system given modified 
inputs. We did not set out to compare MT sys-
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tems. Limitations on the availability of compe-

tent judges prevented us from trying to ground 
the judgments in terms of the acceptability of the 

sentences, as we did with the UM-EN data. 

6 Conclusions 

We developed two sets of writing rules for use in 

two contrasting settings. The simple rules applied 

to the KH texts written by non-professional au-
thors consistently maintained or improved read-

ability, arguably from a relatively low baseline. 

This may motivate future writers to use them, 

even if only two rules also raise MT quality. The 
negative impact on readability of the great major-

ity of UM rules may be due to their departure 

from de facto technical writing standards for 
Japanese already judged ‘good’. However, four 

UM rules boosted translatability to a point where 

post-editing costs might be considerably reduced. 
This is a trade-off to explore further. The inter-

sections of the sets (1,2≈h, 7≈g, 11≈e, 18≈f), 

show little common promise. 

Although the MT systems as such were not 
under investigation, the results overall suggest 

that their ‘reactions’ are quite idiosyncratic, even 

if Excite and Systran (both RBMT) behave simi-
larly to each other (and differently to Google 

Translate). This suggests in turn the need to mu-

tually tune MT system and writing guidelines. 
The obvious path is to create an authoring envi-

ronment fully integrated with the MT resources. 

Our future work will adopt a functional rather 

than surface-syntactic perspective on the goal of 
creating translation-ready documents. 
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Abstract

This paper describes the first steps towards
a minimum-size phrase table implemen-
tation to be used for phrase-based statis-
tical machine translation. The focus lies
on the size reduction of target language
data in a phrase table. Rank Encoding (R-
Enc), a novel method for the compression
of word-aligned target language in phrase
tables is presented. Combined with Huff-
man coding a relative size reduction of 56
percent for target phrase words and align-
ment data is achieved when compared to
bare Huffman coding without R-Enc. In
the context of the complete phrase table the
size reduction is 22 percent.

1 Introduction

As the size of available parallel corpora increases,
the size of translation phrase tables used for sta-
tistical machine translation extracted from these
corpora increases even faster. Although phrase ta-
ble filtering methods (Johnson et al., 2007) have
been described and physical memory as well as
disk space are cheap, even current high-end sys-
tems can be pushed to their limits. The current in-
memory representation of a phrase-table in Moses
(Koehn et al., 2007), a widely used open-source
statistical machine toolkit, is unusable for anything
else but toy-size translation models or prefiltered
test set data. A binary on-disk implementation of
a phrase table is generally used, but its on-disk size
requirements are significant.1

The goal of this paper is to describe the first
steps towards a compact phrase table implementa-

c© 2012 European Association for Machine Translation.
1The need for a more compact phrase-table implementation
arose during the author’s collaboration with the MT team at
WIPO. The space requirements of the binary representations
of the phrase table and the reordering table for a single lan-
guage pair exceeded the space available on a single SSD hard
drive.

tion that can be used as a drop-in replacement for
both, the binary phrase table implementation and
the in-memory phrase table available in Moses.
An important requirement is the faithful produc-
tion of translations identical to translations gener-
ated from the original phrase table implementation
if the same settings are provided.

The general idea is to trade in processor time
for disk and memory space. Instead of keeping
fully constructed target phrases in the phrase table,
they are stored as Huffman compressed sequences
of bytes. On demand, they are decompressed, de-
coded, and constructed as objects during run-time.
As we show later, this does not necessarily mean
that performance is negatively affected.

Even better compression can be achieved with
a dedicated encoding method of target words de-
veloped for translation phrase tables. Rank En-
coding (R-Enc) exploits the fact that target phrase
words can be reduced to abstract symbols that de-
scribe properties of source phrase words rather
than target words. The statistical distribution of
these abstract symbols in the phrase table allows
for a much better choice of Huffman codes.

2 Related Work

Zens and Ney (2007) describe a phrase table archi-
tecture on which the binary phrase table of Moses
is based. The source phrase index consists of a pre-
fix tree. Memory requirements are low due to on-
demand loading. Disk space requirements how-
ever are substantial.

Promising alternatives to the concept of fixed
phrase tables are suffix-array based implementa-
tion of phrase tables (Callison-burch and Bannard,
2005; Zhang and Vogel, 2005; Lopez, 2008; Lev-
enberg et al., 2010) that can create phrase pairs
on-demand more or less directly from a parallel
corpus. However, we do not compare this ap-
proach with ours, as we are not concerned with
on-demand phrase table creation.

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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Other approaches, based on phrase table filter-
ing (Johnson et al., 2007) can be seen as a type of
compression. They reduce the number of phrases
in the phrase table by significance filtering and thus
reduce space usage and improve translation qual-
ity at one stroke. An important advantage of this
approach is that can be easily combined with any
fixed phrase table, including ours.

The architecture of the source phrase index of
the discussed phrase table has been inspired by
the efforts concerned with language model com-
pression and randomized language models (Talbot
and Brants, 2008; Guthrie et al., 2010). Guthrie
et. al (2010) who describe a language model imple-
mentation based on a minimal perfected hash func-
tion and fingerprints generated with a random hash
function is the greatest influence. The idea to use
the CMPH2 library (Belazzougui et al., 2009) and
MurmurHash33 for our phrase table implementa-
tion originates from that paper.

The problem of parallel text compression has
been addressed by only few works (Nevill-
Manning and Bell, 1992; Conley and Klein,
2008; Sanchez-Martinez et al., 2012), most
other works are earlier variants of Sanchez-
Martinez et al. (2012). Conley and Klein (2008)
propose to use an encoding scheme based on word
alignment and source words. They require the ex-
istence of lemmatizers and other knowledge-heavy
language related data. Also, compression results
are reported without taking into account the addi-
tionally needed data. Conley and Klein claim to
use phrase pairs for compression, but in our opin-
ion their method is essentially word based, since
pointers to all inflected words of a phrase need to
be stored. The most recent work in the field is
Sanchez-Martinez et al. (2012) who propose to use
generalized biwords to compress running parallel
data. A generalized biword consists of a source
word, a sequence of target words aligned with the
source word and a corresponding sequence of off-
sets. Their Translation Relationship-based En-
coder (TRE) encodes a biword as a pair consist-
ing of a source language word and a position in-
formation in a dictionary of generalized biwords.
Rank-Encoding, though developed independently,
is a combination of the methods presented by Con-
ley and Klein and the TRE introduced by Sanchez-
Martinez et al.

2http://cmph.sourceforge.net/
3http://code.google.com/p/smhasher/wiki/MurmurHash3

Phrase pairs: 3.36× 108

Distinct source phrases: 2.15× 108

Distinct target language words: 550,446
Distinct phrase scores: 1.36× 107

Distinct alignment points: 49
Running source language words: 1.06× 109

Running target language words: 1.62× 109

Running phrase scores: 1.68× 109

Running alignment points: 1.52× 109

Total running target symbols: 4.84× 109

Total running symbols: 5.89× 109

Table 1: Coppa phrase table statistics

3 Experimental Data

The presegmented version of Coppa, the Corpus
Of Parallel Patent Applications (Pouliquen and
Mazenc, 2011), a parallel English-French corpus
of WIPO’s patent applications published between
1990 and 2010, is chosen for phrase table genera-
tion. It comprises more than 8.7 million parallel
segments with 198.8 million English tokens and
232.3 million French tokens. The Coppa phrase
table that is used throughout this paper has been
created using the standard training procedure of
Moses with included word alignment information.
Table 1 gives a set of figures for the phrase table.

The file size of the Moses binary phrase table is
given in Table 3 (Section 5.3) along with the space
and memory requirements of the variants of our
phrase table implementation.

4 Compact phrase table implementation

Figure 1 illustrates the architecture of the dis-
cussed phrase table implementation. Its main mod-
ules are described in more detail in the following
subsections.

4.1 Source Phrase Index

The structure of the source phrase index is inspired
by Guthrie et al. (2010) who use a similar imple-
mentation for huge n-gram language models. The
most important part of the index is a minimal per-
fect hash function (MPH) that maps a set S of
n source phrases to n consecutive integers. This
hash function has been generated with the CHD
algorithm included in the CMPH library (Belaz-
zougui et al., 2009). The CHD algorithm generates
very small MPH (in this case 109 Mbytes) in linear
time.
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Source phrase index

Fingerprints

Reordering

Target phrase storage

Murmur
Hash

CMPH

Source phrase Target phrase collection

Target phrase decoder

Huffman
Codes

Symbol
Tables

Ordered
Lexical

Translation
Table*

Byte vector

Byte offsets

Figure 1: Simplified phrase table implementation schema

The MPH is only guaranteed to map known el-
ements from S to their correct integer identifier. If
a source phrase is given that has not been seen in
S during the construction of the MPH, a random
integer will be assigned to it. This can lead to false
assignments of target phrase collections to unseen
source phrases. Guthrie et. al (2010) propose to
use a random hash algorithm (MurmurHash3) dur-
ing construction and store its values as fingerprints
for each phrase from S. For querying, it suffices
to generate the fingerprint for the input phrase and
compare it with the fingerprint stored at the posi-
tion returned by the MPH function. If it matches,
the phrase has been seen and can be further pro-
cessed. For 32 bit fingerprints there is a prob-
ability of 2−32 of an unseen source phrase slip-
ping through. During our experiments it never
happened for such false assignments to surface to
a translation.

The MPH generated by the CHD algorithm is
not order-preserving, hence the original position
of the source phrase in an ordered set S is stored
together with each fingerprint. Order-preservation
is crucial if any kind of disk IO is involved. In
Moses, source phrases are queried by moving the
start point of a phrase to each word of a sentence
and increasing the phrase length until the length
limit or the end of the sentence is reached. There-
fore for each start word the querying order is a lex-
icographical order. In a phrase table representation
that preserves the lexicographical source phrase
order for corresponding target phrase collections,
the results for lexicographically ordered queries
will lie close or next to each other. If the data is

stored on disk, this translates directly to physical
proximity of the data chunks on the drive and less
movement of the magnetic head. Without order-
preservation the positions assigned by the MPH are
random which can render a memory-mapped ver-
sion of the phrase-table near unusable.

This phrase table does not contain any represen-
tation of source phrases besides the MPH function.
Source phrases can be checked for inclusion, but
not recovered.

4.2 Target Phrase Storage

The target phrase storage consists of a byte vec-
tor that stores target phrase collections consecu-
tively according to the order of their corresponding
source phrases. A target phrase collection consists
of one or more target phrases, again stored con-
secutively. A target phrase is a sequence of target
word symbols followed by a special stop symbol,
a fixed-length sequence of scores, and a sequence
of alignment points followed again by a special
stop symbol.

Random access capability is added by the byte
offset vector. For every target phrase collection, it
stores the byte offset at which this collection starts.
By inspecting the next offset the end position of
a target phrase collection can be determined.

Size reduction is achieved by compressing the
symbol sequence of a target phrase collection us-
ing symbol-wise Huffman coding (Huffman, 1952;
Moffat, 1989). Target phrase words, scores, and
alignment points are encoded with different sets of
Huffman codes which are switched during coding
and decoding.
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a bacillus strain une souche de bacille 0-0 2-1 1-3
(a) Example phrase pair with alignment

Source Target Rank

a un 0
a une 1
a de 2
a la 3

bacillus bacillus 0
bacillus bacille 1
bacillus bacilles 2

strain souche 0
strain contrainte 1
strain déformation 2

of de 0
of d’ 1
of du 2

(b) Bilingual dictionary

Step Result Alignment

0. une souche de bacille 0-0 2-1 1-3
1. une[0] souche[2] de bacille[1] ∅
2. une[0,1] souche[2,0] de bacille[1,1] ∅
3. [0,1] [2,0] de [1,1] ∅
4. [1] [2,0] de [1,1] ∅

(c) Target phrase encoding procedure

Step Result Alignment

0. [1] [2,0] de [1,1] ∅
1. [0,1] [2,0] de [1,1] ∅
2. (a)[1] (strain)[0] de (bacillus)[1] 0-0 2-1 1-3
3. une souche de bacille 0-0 2-1 1-3

(d) Target phrase decoding procedure

Figure 2: An encoding/decoding example

While the byte vector is just a large array of
bytes, the byte offset vector is a more sophisticated
structure. Instead of keeping offsets as 8-byte inte-
gers4 differences between the offsets are stored. A
synchronization point with the full offset value is
inserted and tracked for every 32 values.5

This turns the byte offset vector into a list of
rather small numbers, even more so when the byte
array is compressed. Techniques from inverted list
compression for search engine indexes are used to
reduce the size further, Simple-9 encoding (Anh
and Moffat, 2004) for offset differences and Vari-
able Byte Length encoding (Scholer et al., 2002)
for synchronization points. As both techniques use
less space if smaller numbers are compressed, the
size of the structure keeps decreasing with decreas-
ing offset differences. Therefore a better compres-
sion method for the byte array results automati-
cally in a smaller byte offset vector. For the base-
line phrase table, the roughly 215 million offsets
use 260 Mbytes, but only 220 Mbytes for the rank-
encoded variant.

4.3 The Phrase Decoder

The target phrase decoder contains the data that is
needed to decode the compressed byte streams. It
includes source and target word lists with indexes,
the Huffman code sets, and if Rank Encoding is
used, a sorted lexical translation table. The word
lists and the translation table do not account for

44-byte integers could hold byte offsets up to 4GB only.
5This an arbitrarily set step size.

more than 30 Mbytes. Huffman codes are stored as
canonical Huffman codes, a memory efficient rep-
resentation. The size of the target phrase decoder
is treated as part of the size required to represent
target phrases.

4.4 Baseline implementation

In the baseline implementation three different sets
of Huffman codes are used to encode target words,
scores, and alignments; encoding and decoding re-
lies on switching between the three types of Huff-
man codes. For target phrase words and alignment
points one special stop symbol has to be added.
Scores and alignment points are encoded directly,
target phrase words have an intermediate represen-
tation as integer identifiers which are looked up in
a target word table. This implementation is re-
ferred to as “Baseline”. See Table 3 for the size
characteristics of this implementation.

5 Rank Encoding

In this section Rank Encoding (R-Enc), a method
for the compression of parallel texts, is presented.
Strictly speaking, it is not a compression method
by itself, but prepares the data in such a way that
traditional compression is more efficient.

5.1 Outline of the Method

The main idea is to modify the probability distri-
bution of symbols in the target data in such a way
that the average length of the Huffman codes de-
creases. Bilingual data (a phrase table is nothing
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else) has a property that helps with this problem.
Given a source phrase, a target phrase, and

a bilingual dictionary of source and target words,
it can be told for most target words which source
words they are translations of. This information
can be encoded into the target phrase and the sur-
face forms of the target words can be dropped.

Figure 2 illustrates the procedure in more de-
tail for an example phrase pair (2a) consisting of
a source phrase, a target phrase, and alignment
data. The available alignment information sim-
plifies the process of finding correspondences be-
tween source and target words. Also a sample
bilingual dictionary (2b) is included. The encod-
ing procedure (2c) can be performed in four steps:

1. Alignments are moved to target words.

2. The source word is looked up in the dictio-
nary and the position (rank) of the target word
among the translations is recorded.

3. Aligned target words are dropped.

4. If positions of target and source word are
equal, the alignment is dropped.

The target phrase consists now of three differ-
ent types of symbols: ranks, ranks with alignment
information, and target words.

The decoding procedure (2d) is as simple:

1. Alignment information is added to rank-only
symbols based on their position in the pattern.

2. The original alignment data is reconstructed
and source words are determined by their po-
sition in the source phrase.

3. Based on source words and ranks of their
translation the target words are re-inserted.

In this example the alignment been reduced to
the empty set, as it happens in most cases.

The counterparts of a source word in the dic-
tionary are ordered by their decreasing translation
probability p(t|s). The lexical translation table
generated during Moses training can be used for
this. The lower the rank of a translation the higher
is its probability. Symbols with low ranks are
therefore more likely to occur, for a probability-
based compression algorithm as Huffman coding
this is highly desirable.

The described encoding scheme removes the ac-
tual target phrases from the phrase table, similarly

as the MPH in the source index removes source
phrases, hence, the title of the paper. Source and
target phrases can only be recovered during query-
ing. Compression is thus achieved by moving in-
formation to the query.

5.2 Formal Description of Algorithms

Two functions for dictionary querying are defined:
the rank r(s, t) of a target word t relative to
a source word s is the position of t within the list of
translations of s. Conversely, given a source word
s and a rank r the target word t = t(s, r) is ob-
tained from the lexical table.

For each of the three symbols types an encoding
function is defined. Plain target words are encoded
with e1, symbols that contain implicit alignments
with e2, and e3 encodes pairs of source position
and target rank. The inverse functions e−1

1 , e−1
2 ,

and e−1
3 decode numerical values to symbols.

The codomains of e1, e2, and e3 are required to
be pair-wise distinct. Then the decision function
d can determine the type of a given symbol based
on its encoded numerical value. Based on that, the
correct decoding function is applied.6

Algorithm 1 formalizes the encoding procedure.
First, source word positions are partitioned into n
sets Ji of positions of source words aligned with ti.
That way, worst-time complexity is O(mn) if the
given alignment contains all possible m×n align-
ments points. Average time complexity is O(n) for
alignments with about n alignment points.7

The algorithm processes the target phrase t of
length n from left to right. For each target word ti
all source words that are aligned with ti are exam-
ined. If ti is not aligned with any source word, it is
encoded as a plain symbol of type 1.

For an aligned target word ti, the minimal rank
r of ti relative to any of these source words is de-
termined. If for the minimal rank there is more
than one source word aligned with ti, the left-most
source word position k is chosen. This two-fold
selection of minimal values is crucial for the size-
reduction effect of the later compression. Lower
values of rank and position appear more often and
are assigned shorter Huffman codes. If k = i, i.e.
source and target word occupy the same position,

6The implementation of the decision, encoding, decoding
functions relies on bitwise operations on integer values, but
in fact any representation can be used if it fulfills the previous
requirements.
7According to the statistics for the Coppa phrase table there
are actually less alignment points than target words.
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Function EncodePhrase(s, t, A)
begin

t̂← 〈 〉
Â← A
foreach 〈j, i〉 ∈ A do

Ji ← Ji ∪ {j}
end
foreach i ∈ {1, . . . , |t|} do

if Ji = ∅ then
t̂← t̂ · 〈e1(ti)〉

else
r ← min{r(sj , ti) : j ∈ Ji}
k ← min{j : j ∈ Ji ∧ r(sj , ti) = r}
if k = i then

t̂← t̂ · 〈e2(ti)〉
else

t̂← t̂ · 〈e3(ti)〉
end
Â← Â \ {〈k, i〉}

end
end
return 〈̂t, Â〉

end
Algorithm 1: Rank encoding

only the rank r is encoded (symbol type 2). Other-
wise, k and r are encoded together as one symbol
(symbol type 3). Alignment points used during en-
coding are dropped from the input alignment. Only
the unused alignment points in Â are saved in the
alignment of the encoded target phrase.

Decoding (algorithm 2) is straightforward. The
encoded target phrase pattern t̂ is processed from
left to right. Each symbol is decoded using the ap-
propriate decoding function based on the symbol
type. For symbols of type 1 no alignment point is
restored. Symbols of type 2 are decoded to a rank
value and looked up using the source phrase word
that is located at same position i as the current tar-
get phrase word ti, an alignment point 〈i, i〉 is re-
stored. For symbols of type 3, the source word
position j is recovered from the symbol and the
target word is looked-up, a point 〈j, i〉 is added to
the alignment. Average and worst-case time com-
plexity is equal to O(n). Phrase tables without ex-
plicit alignment data can be encoded by providing
a Cartesian product of source and target word po-
sitions instead. Average complexity for encoding
is then equal to the worst case complexity O(nm).
Decoding time complexity is unchanged.

Function DecodePhrase(s, t̂, Â)
begin

t← 〈 〉
A← Â

foreach i ∈ {1, . . . , |̂t|} do
switch d(t̂i) do

case 1

t← t · 〈e−1
1 (t̂i)〉

case 2

r ← e−1
2 (t̂i)

t← t · 〈t(si, r)〉
A← A ∪ {〈i, i〉}

case 3

〈j, r〉 ← e−1
3 (t̂i)

t← t · 〈t(sj , r)〉
A← A ∪ {〈j, i〉}

endsw
end
return 〈t, A〉

end
Algorithm 2: Rank decoding

5.3 Results

Table 2 summarizes the results for Rank Encoding
applied to target phrases of the Coppa phrase table.
Here, only figures for target words and alignment
points are compiled as we want to evaluate the per-
formance of Rank Encoding alone.

Rank Encoding reduces the number of distinct
target words from 550,446 to 86,367. In the base-
line phrase table the first 100 most frequent sym-
bols account for 52 percent of the running target
words, but for 91 percent if Rank Encoding is used.
These different distributions of symbols and fre-
quencies affect the later applied Huffman coding
significantly. The number of bits per running tar-
get words decreases from 10.8 to 6.5. The size
reduction is even more substantial for alignment
points as the number of bits per running align-
ment point drops from 5.4 to 0.5. This is the ef-
fect of the majority of alignment points being en-
coded into target words symbols. Of ca. 1.5 bil-
lion alignment points only 55 million (3.7 percent)
are compressed explicitly. Bit numbers include the
overhead introduced by stop symbols, for R-Enc
the bilingual dictionary is added as well. The total
size of target phrases with alignments is reduced
by 56 percent from 3,096 Mbytes to 1,351 Mbytes.
In the context of the complete phrase table (in Ta-
ble 3) the size reduction is 22 percent.
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Baseline R-Enc

Distinct target words: 550,446 86,367
Bytes per target phrase (without scores): 9.7 4.2
Bits per target word: 10.8 6.5
Bits per alignment point: 5.4 0.5
Bits per symbol (words & alignment): 8.2 3.6
Total space (Mbytes): 3,096 1,351

Table 2: Results for rank-encoded target words and alignments

Moses Baseline R-Enc

Total size in Mbytes (ordered) : 29,418 7,681 5,967

Ordered source phrase index (Mbytes): 5,953 1,750

Target phrase storage (Mbytes): 23,441 5,873 4,127
Target phrase decoder (Mbytes): — 59 90
Bytes per target phrase: 73.1 18.5 13.2
Bits per symbol (words & score & alignment): 40.6 10.3 7.2

Translation time (1st run): 1606 s 1322 s 1450 s
Translation time (2nd run): 1051 s 940 s 957 s
Memory usage peak: 1.6 G 2.7 G 2.8 G

Table 3: Comparison of phrase table implementations

We measured the speed of our phrase table vari-
ants and the Moses phrase table on the first unique
thousand sentence pairs from test set provided by
WIPO8. Two scenarios are considered: During the
“1st run” operation system IO caches are dropped
before translation. During the “2nd run” the trans-
lation process is started with the same parameters,
but IO caches of the previous run are available.
Caching as provided by Moses is enabled.

Concerning speed, our phrase table implemen-
tations outperforms the Moses binary phrase ta-
ble. The difference is more noticeable for first
runs. One has to keep in mind, that the search for
translation options occupies only a small percent-
age of time during the translation. The decoding
process itself is much more time consuming. Im-
proved performance for first runs can be explained
by greatly reduced disk access which levels out
increased processing requirements due to decom-
pression. Speed is more similar for second runs,
where all phrase table variants can take advantage
of the IO caching mechanism of the operation sys-
tem. The Moses phrase table fares well when peak

8http://www.wipo.int/patentscope/translate/coppa/testset2011
.tmx.tgz

memory consumption is compared. The Baseline
and the rank encoded variant use over 1 GB more
memory than the binary Moses phrase table. This
due to the source phrase index which at the mo-
ment is fully kept in memory. 9

6 Conclusions and Future Work

Rank Encoding if combined with Huffman coding
reduces the size of a phrase tables substantially
when compared to bare Huffman coding. Trans-
lation speed is faster or comparable to the binary
phrase table in Moses. Memory requirements are
currently higher. In the presented phrase table im-
plementation compression has been achieved by
removing actual representation of source and tar-
get phrases from the phrase table. Both can only be
recovered when the phrase table is being queried
with potential source phrases.

There is still much potential for further size re-
ductions. In this work the focus lay mainly on tar-

9After submission of this paper, we managed to reduce the
space requirements of the index and to implement a lazy load-
ing procedure. Instead of 1.7 GBytes only 300 MBytes are
consumed for the translation of the test set. The methods used
to achieve this reduction will be described in a forthcoming
paper.
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get words and alignment information. Now scores
take up a majority of space in a target phrase and
can surely be reduced by mathematically grounded
smoothing methods without a noticeable impact on
translation quality. Also, since a translation table is
already used for R-Enc on-line calculation of lexi-
cal probabilities can be considered an option. The
source phrase index needs to be optimized. Other
order preserving or monotonous hash functions or
indexing methods are to be reviewed and tested.
The impact of fingerprint bit length on translation
quality should be examined.

Concerning R-Enc, other similar encoding tech-
niques need to be investigated, especially extend-
ing the described approach to full bilingual phrase
pairs instead of word pairs. Due to the highly
repetitive nature of phrase tables this might be a
promising course of research.
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Abstract 

This document describes a tool which ex-

tracts term and lexicon entries from SMT 

phrase tables, without further reference to 

monolingual data. It applies filters to 

such tables, and builds lexicon entries 

from the ‘good’ candidates. Error rates of 

the tool can be as low as 7.3%, accumu-

lated from source, target, and transfer er-

rors.
1
 

1 Introduction 

It is a common understanding that machine trans-

lation systems need to be adapted to the domain 

and text type they are supposed to translate. For 

knowledge-driven systems, such adaptation is 

done by means of lexicon update: The domain 

terminology is identified, and coded as a special 

additional lexicon repository, loaded at runtime. 

In the age of data-driven technology, terminolo-

gy is extracted from corpus data, and so are 

translation equivalents for the found terms.  

1.1 Task 

The task of the P2G (phrasetable2glossary) tool 

is to create proper bilingual lexicon entries from 

comparable corpus data; the technique should be 

usable for special domains, and should create 

output which can be imported into a backend 

(rule-based) MT system. 

The question what the target of a bilingual ex-

traction component is, is difficult to define. Real 

term banks, even in the same domain, contain 

very different material, depending on the subdo-

main and focus, and the skills of the translators 

involved. As a result, the term extraction process 

                                                 
© 2012 European Association for Machine Translation. 
1
 This work was done in the context of the FP7-ICT projects 

ACCURAT (248347) (system core) and the PANACEA 

(248064) (language extensions). 

will always contain a step whereby humans in-

vestigate a term list and decide which entry can-

didates they want to keep for term bank import. 

The task of a term extraction tool is to prepare 

this candidate list. The quality of the extraction 

tool is determined by the effort it makes to go 

through this list.  

The approach of P2G consists of the following 

steps: 

 Step 1: Extract phrases with a good chance 

of being translations of each other. This 

means to apply word and phrase alignment to 

the input. Tools exist which do this. 

 Step 2: Not all phrases are well-formed 

terms. Therefore, the term candidates are fil-

tered on several levels: 

Frequency filter: only phrases with a fre-

quency and translation probability above a 

given threshold are considered as candidates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: Lexicon extraction workflow 
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Linguistic filter: have an internal linguistic 

structure. Only candidates that match this 

structure are legal term candidates. 

Lexicon filter: This is an optional user-

defined component which allows eliminat-

ing non-terms. 

 Step 3: The resulting list will be given to 

human post-editing, to correct erroneous sys-

tem decisions. The quality of the tool is a key 

factor for the efficiency of this step. 

 Step 4: The correction result will be import-

ed into a rule-based MT system (e.g. Lin-

guatec’s ‘Personal Translator’). Care must 

be taken that all the annotations required by 

the backend MT system are available. 

The focus of this paper is on step 2, term and 

lexicon extraction. 

1.2 Related Work 

There is an abundance of literature on bilingual 

term extraction. In the present context, we focus 

on papers which use phrase alignment for term 

extraction. 

Macken et al. 2008 use linguistic pre-

processing on the SL and TL side, and try to 

identify chunks from which they can conclude 

phrase similarity. They report an error rate be-

tween 15% and 33%, for the automotive domain. 

Our approach has a much smaller error rate, and 

does not need any corpus pre-processing. 

Ideue et al. 2011 first extract term candidates 

from SL and TL texts, and then try to find 

matches in bilingual phrase tables, which they 

score according to different measures. They have 

a very small evaluation set (only 100 terms); 

however, the argument would be that  

a. if a string is a term then it must show up in 

the aligned phrases somehow,  

b. if it shows up in the phrase tables then it 

must be able to be extracted from there, and 

no reference to any source and target 

sentences is required 

c. as a consequence, no comparison / distance 

between sentence-based and phrasetable-

based terms needs to be computed. 

In turn, our approach needs only aligned phrases 

as input, and tries to find the good terms in them. 

Wolf et al. 2011 have a similar objective than 

the present report, namely using phrase tables for 

RBMT lexicon improvement; they use a full 

RBMT analysis (and generation) component to 

identify translation candidates in the phrase ta-

bles, by exploring if a phrase table entry matches 

constraints imposed by the MT tree. They do not 

report evaluation results for term extraction but 

only for overall MT quality improvements; how-

ever they share a lot of aspects (like the need to 

create MT-compatible entries) with the present 

work. 

Our approach is more robust, as it does not need 

a full MT system for term identification, and 

does not require ‘phrase-table-external’ term 

candidates; it applies linguistic patterns which 

are usable by most RBMT systems, and provides 

annotations which should enable a straight-

forward lexicon import. 

All these approaches follow the standard ap-

proach towards bilingual term extraction, which 

is a two-step procedure: First identification of 

term candidates in the source language, and then 

mapping of source to target term candidates. 

Usually the corpus data need to be preprocessed, 

from the level of lemmatization / POS tagging 

(Caseli/Nunez 2006) to the level of logical form 

creation (Menezes/Richardson 2001); this is al-

ways a source of error. 

1.3 Approach 

The system presented here takes the opposite 

approach: It does mapping first (using state-of-

the-art phrase aligners), and then it does extrac-

tion from the aligned phrases, by applying filters 

to the phrases. This approach follows the follow-

ing considerations: 

1. If a (monolingual) source language term 

candidate does not have a correspondence in 

the target language, it is unlikely that it is re-

ally a term. In turn, this means that if some-

thing is a term (i.e. a relevant concept) in a 

bilingual setup, then it must show up in the 

alignment results, and the alignment can be 

used as a filter for term candidates. 

2. The best available alignment tools produce 

translation tables which contain all possible 

term mappings (and beyond that many 

phrases which would not be considered as 

proper terms). So most of the correct term 

candidates will be represented in such trans-

lation tables. 

3. As a result, the task consists in identifying 

‘good’ term candidates from phrase table in-

put. This is achieved by applying different 

filters to such input to extract the good terms. 

Therefore, the approach reverses the identifica-

tion and mapping steps, and identifies term can-

didates only from alignment results. The only 

source of input therefore is a set of aligned 
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phrases, as produced by standard aligners. No 

monolingual extraction is needed. 

2 Mode of Operation 

As mentioned earlier, the approach is to apply 

filters on input records of aligned phrases, 

whereby formats of different alignment tools are 

supported as input. 

Three filters are applied, as shown in Fig. 2. 

 
Fig. 2: Operation flow of the P2G system 

 

The filters are: 

 A Frequency filter: Only phrases with a 

given frequency and / or translation probabil-

ity are accepted as term candidates 

 A Linguistic filter: Only phrases which have 

certain linguistic properties are acceptable.  

If a candidate passes the linguistic filter, it is 

brought into the right lexicon form, in terms 

of lemma creation, assignment of annota-

tions, etc. 

 The Lexicon filter compares the lexicon 

entries just produced with a filter resource. 

This way, candidate entries can be removed 

which are already known, or are not wanted, 

or should not be part of the output for some 

other reason. 

Details are given in the following sections. 

2.1 Frequency Filter 

As the system does not itself create alignments 

(i.e. translation candidates), it must rely on the 

efficiency of the statistical alignment tools from 

which it receives the aligned candidates. The first 

step is therefore to identify the best translation 

proposals, in terms of recall (as many terms as 

possible) and precision (as good translations as 

possible).  

Two factors influence the translation quality of 

the P2G tool: the selection of the alignment tool, 

and the selection of the thresholds for frequency 

and translation probability. 

For the alignment tool, it can easily be seen 

that GIZA++ only is insufficient, as no multi-

word entries are found, which form close to 50% 

of a lexicon / term list, esp. in narrow domains. 

So the focus was on phrase alignment tools, 

which also give superior quality in translation 

(Och/Ney 2004). To create phrase alignment, 

two alignment methods were tried out
2
: 

 Giza++ and MOSES (cf. Koehn 2010), cre-

ating Phrase Tables. From the 

LT_automotive input data (cf. below), a 

phrase table with about 7.97 mio entries was 

built. 

 Phrases as produced with Anymalign (Lar-

dilleux/Lepage 2009). Anymalign created 

about 3.14 mio word/phrase pairs from the 

same input data. 

It soon turned out that if frequency is not con-

sidered, too much noise would be in the output. 

Therefore, frequency (on source and target side) 

is used and set to > 1. 

For the translation probability, tests were 

done to find the optimal recall / precision combi-

nation.  

The two alignment systems were compared, us-

ing different values for the translation probabil-

ity. For evaluation, a random set of term candi-

dates manually inspected
3

, and the errors in 

alignment / translation were counted
4
. The results 

are given in Table1. 

 
Tool transl. prob. no entries errors 

MOSES p > 0.8 12.000   5.54% 

MOSES 0.6 < p < 0.8   3.900   5.42% 

MOSES 0.4 < p < 0.6 20.000 55.11% 

AnymAlign p > 0.7 12.600 46.91% 

AnymAlign p > 0.8 10.900 47.56% 
 

Table 1: Translation errors for different alignment 

methods and probabilities 
 

It can be seen that the MOSES Alignment has a 

much better quality, and is in the reach of being 

usable; AnymAlign error rates are ten times 

higher. For AnymAlign, taking a higher thresh-

old (0.8 instead of 0.7) does not improve align-

ment quality. Overall MOSES input with a 

                                                 
2  Input from PEXACC (Ion et al. 2011) for comparable 

corpora is also supported. 
3 Entries starting with the letters C, F, and S. 
4 There are always unclear cases among translations (e.g. 

transfers usable only in certain cases); they were not count-

ed as errors. Errors are only clearly wrong translations; 

however a range of subjectivity remains. 
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threshold of 0.6 for P(f|e) seems to give best re-

sults for term extraction, for this size of phrase 

tables
5
, with an overall error rate of about 5.5%: 

It increases recall without reducing precision. 

It should be noted that alignment errors result 

from external phrase alignment components, and 

are just ‘inherited’ by the current extraction sys-

tem. However, they count in the overall work-

flow evaluation: Incorrect translation proposals 

lead to significantly higher human reviewing ef-

fort. 

2.2 Linguistic Filter 

Not all phrase aligned candidates which pass the 

frequency filter are linguistically meaningful. So 

only the ones which can be terms, or lexicon en-

tries, are extracted
6
. Most such terms have an 

internal linguistic structure, described by a part-

of-speech tag sequence. So the internal structure 

of the linguistic filter is: 

 Create a word lattice for the input string, 

providing the different readings for each of 

the input words 

 Match the input lattice to the legal term pat-

terns, on source and target side; 

 Create a lexicon entry for candidates with a 

successful match on both source and target 

side, with proper lemma and its annotations. 
 

a. Word lattice 

First, each candidate input phrase is tokenized 

and normalized in spelling and casing
7
.  

Next, each token is lemmatized to find its base 

form and part-of-speech tag. Lemmatization is 

basically done by lexicon lookup. Unknown 

words are handled by a POS-defaulting compo-

nent; for German unknown words, a decomposer 

component is called to find a known head word. 

This procedure is documented in (Thurmair et al. 

2012). 

As tokens can have multiple readings, the re-

sult of this procedure is a word lattice consisting 

of the respective readings of each of the single 

words of a candidate. This procedure is lan-

                                                 
5 However, this changes with the size of the phrase table, cf. 

section 5.5 below. 
6 As a consequence, there are phrases in the phrase table 

which are perfectly valid translations, however would never 

be found in a term bank. 
7 Normalization in casing is problematic as it also lowercas-

es proper names. However, not doing it would lead to sig-

nificant errors due to the fact that phrase tables contain 

many capitalized non-propername words. The output would 

contain pseudo-doublets from capitalized and non-

capitalized term proposals. Example: ‘Financial debt’ 

where lowercased ‘financial debt’ can also be found. 

guage-specific, and is done on both source and 

target side. 
 

b. Term Pattern matching 

From the word lattice, all possible POS sequenc-

es are created, and compared to the legal term 

structure patterns. 

The patterns go significantly beyond the ‘usu-

al suspects’; they were collected as the result on 

an inspection of a large terminological database. 

For German, patterns for the structures are pro-

vided
8
 as shown in Fig. 3. 

 

 

 

 

 
Fig. 3: Term structure for German 

 

The maximum length of such patterns is set to 6 

members; longer terms are hardly ever found in 

term banks, and are even rarer in running texts. 

The pattern filters are of course language-

specific; e.g. in German and Greek, patterns must 

be foreseen which cover post-head NP’s in geni-

tive case, French and Spanish patterns cover both 

prenominal and postnominal adjectives, etc. 

The matching strategy is a simple best-first 

approach, i.e. it returns the first match. It could 

be improved by sorting the multiword patterns 

according to frequency, and/or giving weights to 

the different POS readings of an input word. 

However such extensions would only marginally 

affect the results, and would not avoid the most 

frequent errors of this filter (cf. the evaluation 

below, section 3). 

The pattern filter is applied to the candidates 

on both the source and target side, independently 

of each other, to be able to map a source lan-

guage single word (e.g. a German compound) to 

a target language multiword expression. If both 

side candidates pass the filter, then the sequence 

of readings corresponding to the matching pat-

terns is given to the entry creation module. 
 

c. Term and Lexicon Entry Creation 

All entries which have passed the filter so far 

must be brought into a proper canonical form. 

The creation of lexicon entries for source and 

target consists of two parts: 

                                                 
8 Not covered: Proper nouns (Lufthansa Service Cen-

ter), and terms containing conjunctions (Facts and 

Figures), as the backend MT system cannot cope with 

some of such structures. 

Term ::= AdP? NoC (NoC   |   NP   |   PP)? 

AdP ::= Ad | VbP 

NP ::= Dt   (AdP)?    NoC 

PP ::= (Ap   Dt? AdP?  NoC ) | (ApPD  AdP?  NoC) 
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 Creating proper lemmata. This is required 

for both term and lexicon use. 

 Creating proper lexicon entries. This is rele-

vant if the extracted terms are to be integrat-

ed into MT systems; such systems usually 

require certain annotations (at least part of 

speech information). 

 

Lemma creation implies the creation of a ca-

nonical form for the entry. This has two aspects: 

 Truecasing of all lemma parts: Proper 

names and German common nouns should be 

capitalized, the other forms lowercased.  

 Production of the canonical form of the 

lemma.  

The head (or the term if it is a single word) 

is lemmatized, and the lemma is given as 

canonical form. In multiword entries, the 

head position is given in the pattern. 

The modifiers in a multiword entry are 

treated as follows: 

Head-modifying adjectives must be set into 

gender-number-agreement with their head 

(it ‘cardiopatia coronarica’, es ‘cuestión 

política’)
9
. Therefore the production of the 

lemma of multiword entries requires 

knowledge about the gender of the head. To 

provide this, a special component (gender 

defaulter) has been added to the system 

which consults an appropriate resource; de-

pending on the gender of the noun, the ad-

jective is inflected
10

. 

The post-head modifiers of the multiword 

stay in their inflected form: de ‘Oberfläche 

mit speziellen Farbpigmenten’, en ‘surface 

with special color pigments’ would leave 

the PP untouched. 

Based on these two principles, the multiword 

lemma is composed
11

. 

It should be noted that the step of creating canon-

ical forms can create duplicates (e.g. if a phrase 

table contains one entry for a singular and anoth-

                                                 
9 In German, there are even two options, the weak inflection 

(<das> ‘niedrige Zinsniveau’) or the strong one (<ein> ‘nie-

driges Zinsniveau’).Both can be found in dictionaries; the 

strong inflection is more difficult as it requires knowledge 

of the head noun gender; unfortunately this is the form ex-

pected by the backend MT system. 
10 The system uses a static inflection resource for this. 
11 These heuristics for truecasing and for lemma creation 

leave room for errors, e.g. in cases where the prenominal 

adjective is in comparative form (de ‘der frühere Präsident’ 

-> *‘der frühe Präsident’), or in cases where the head 

should be in plural (en ‘facts & figures’ -> *‘fact & figure’). 

However, they show the best performance overall. 

er one for a plural noun). Such duplicates must 

be eliminated before the final list is output. 

 

Lexica go beyond term lists as their entries need 

annotations. The lexicon entries in P2G show 

the following annotations: 

All of them have a lemma, a part of speech, and a 

reading number, as these elements constitute an 

entry. In addition, they have annotations which 

depend on a feature called ‘entrytype’, with val-

ues ‘singleword’, ‘compound’, ‘multiword’. 

Single word entries are annotated with gender 

(in German) and inflection; this information is 

either taken from the lexicon, or defaulted. 

Multiword entries and compounds (i.e. the ag-

glutinated German compounds) share the same 

entry structure; they provide: the head position, 

the sequence of lemmata, and the sequence of 

parts of speech of which the multiword consists. 

These annotations allow for a successful identifi-

cation of multiword terms in texts.  

Of course, the lexicon must contain much 

more information; however this goes beyond 

what the term extraction can contribute. In turn, 

the use which can be made of the provided anno-

tations depends on the single backup MT systems 

and their import possibilities: Most systems can 

use (or even require) POS information, but e.g. 

not all multiword term patterns are supported 

(e.g. terms containing conjunctions). Tests on 

transfers, like in (Caseli/Nunez 2006), are not 

created, however. 

The final output of the linguistic filter consists 

either of complete lexical entries (for MT im-

port), or of term entries (for human lookup), de-

pending an output format parameter. 

2.3 Lexicon Filter 

Before human post-editors select the entries 

which they really want to keep, a possibility has 

been created to remove unwanted term candi-

dates. Such entries could be: 

 Candidates which are already known; they 

need not be reviewed a second time 

 Candidates which do not belong to a specific 

domain (e.g. automotive); the filter then 

would be a general-domain lexicon, letting 

pass only narrow-domain words 

 Candidates which contain certain stopwords 

(like en ‘large’) 

 Candidates which are known to be irrelevant. 

The system offers the option to apply a filter 

which blocks this kind of entries. Users would 
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provide the filter data themselves; only non-

matching entries pass the lexicon filter. 

3 Evaluation 

3.1 Methodology 

As explained above, it is difficult to evaluate a 

term extraction tool vis-à-vis a gold standard; 

term extraction always depends on the 

knowledge and interest of the users. Despite of a 

research focus on the selection of relevant entries 

(‘termhoood’, cf. Vu et al. 2008, Wong et al. 

2007, Kit 2002), there will always be a step 

where users review the list of candidates pro-

duced by the extraction tool, and select the en-

tries they want to keep. 

While there is no clear view which entries should 

be in the term list, on the other side, there is 

agreement on which candidates should not be 

presented, and be considered as noise: wrong 

translations, the same entry in singular and plural 

form, or in capitalized and lowercased spelling, 

etc. It is this type of entry, which a term extract 

evaluation should focus on: Creation of only 

‘good’ term candidates. This is what the follow-

ing evaluation does. 

3.2 Data 

Several corpora were used for testing, related to 

several projects: 

 The PANACEA corpora for environment, 

prepared by DCU: (DCU_ENV) and labour 

legislation (DCU_LAB)
12

 

 Corpora in the Health and Safety domain, 

collected by Linguatec (LT_H&S) in 

different languages 

 A corpus on automotive texts, collected by 

Linguatec (LT_autom.) 

 The ACCURAT corpora for automotive, in 

two versions, prepared by DFKI: 

DFKI_adapt and DFKI_lexacc
13

. 

The size, languages treated, size of phrase tables 

created, and number of glossary entries extracted 

is given in Table 2. 

3.3 Evaluation Procedure 

From all corpus data sets, term candidates were 

extracted by the P2G system. From these candi-

dates, term candidates were selected randomly. 

These candidates were evaluated manually by 

two evaluators.  

                                                 
12 cf. Mastropavlos / Papavassiliou. 2011. 
13  cf. ACCURAT Deliverable D4.2: Improved baseline 

SMT systems adjusted for narrow domain. 2012 

Corpus lang. No. 

sentences 

Phr.Tab. 

size 

DCU_ENV en-fr   29 K   0.4 M 

DCU_LAB en-fr    21 K   0.8 M 

LT_H&S en-fr    52 K   2.9 M 

LT_H&S en-es   48 K   2.6 M 

LT_H&S en-it   40 K   2.1 M 

LT_H&S en-pt   14 K   0.6 M 

LT_autom. en-de  155 K 7.97 M 

DFKI_adapt en-de 1483 K 85.0 M 

DFKI_lexacc en-de 1595 K 83.9 M 

Table 2: Test corpora (no. sentences, phrasetable size, 

size of extracted glossaries) 

 

Overall, 99 K bilingual term candidates were 

extracted of which 17.2 K (17%) were manually 

evaluated; details are given in Table 2 below. 

3.4 Results 

First, speed was measured for the corpora. De-

pending on the frequency filter, the system pro-

cesses between 45K (no filter) and 170K (0.8 

filter) entries per second on a standard PC. This 

would be fast enough for practical use. 

As for quality and errors, two kinds or errors are 

distinguished in the evaluation: 

 Translation errors, i.e. the candidates are not 

translations of each other. These errors are 

produced by the aligners, as explained above.  

For the final tests, MOSES was selected as 

alignment method, with a translation proba-

bility threshold set to 0.6 and a frequency 

threshold set to >1. 

 Lemma and annotation errors; these errors 

are created by the P2G tool. They are obvi-

ously language-specific; an error analysis is 

given below. 

Table 3 shows the evaluation results. The aver-

age error rate of the complete P2G system is 

9.26%, varying from 7.3 to 14.4%. 

 

Translation errors: Translation errors vary from 

1.5% to 12.7%, with 5.1% on average.  

Translation errors seem to correlate with the 

size of the phrase tables
14

: Larger phrase tables 

show a lower translation error rate for the ex-

tracted terms. This is not particularly surprising, 

as more data usually lead to better performance. 

Translation errors are produced by MOSES 

alignment, and are not accessible to the P2G tool; 

however, they increase the total error rate. 

 

                                                 
14  DCU_ENV and DCU_LAB need to be considered in 

more detail. 
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 PhrTab 

size  

Gloss. 

size 

Transl. 

error 

P2G 

error 

Total 

error 

DCU_ENV 400 2.8   5.2% 1.3%  7.8% 

DCU_LAB 800 4.5   4.9% 1.2%  7.3% 

LT_H&S fr 2.900 10.7 11.3% 1.3% 13.9% 

LT_H&S es 2.600 13.2 10.9% 0.4% 11.6% 

LT_H&S it 2.100 9.9   9.8% 2.3% 14.4% 

LT_H&S pt 600 4.4 12.7% 0.4% 13.5% 

LT_autom. 7.970 15.7   5.7% 2.8% 10.3% 

DFKI_adapt 85.000 23.2   1.5% 3.3%   8.0% 

DFKI_lexacc 83.900 23.3   1.7% 3.1%   7.9% 

Tab. 3: Evaluation results: Phrase Table size (K en-

tries), size of extracted glossaries (K entries), error 

rates of translation, of P2D, and combined error rates 
 

 

P2G errors: P2G errors vary from 0.4% to 3.3%, 

depending on the languages involved
15

, with an 

average error rate of 2.1%. Main of errors are: 

 errors in linguistic filtering: either homo-

graph words pass the filter (en ’*are perma-

nent’ as ‘are’ etc. has also a noun reading; 

similar it ‘sono’ in ‘*sono piccolo’, etc.). Or 

patterns pass the filter which are no terms but 

happen to have the ‘right’ structure: en 

‘*strategy for example’, it ‘*formazione a 

favore’, de ‘*Flüchtlings-fonds für den 

Zeitraum’. 

 errors in lemma creation: either errors in cas-

ing (en ‘*fujitsu’, ‘*flemish port’), mostly 

due to lexicon gaps, or errors in agreement, 

(de ‘*freundlicher Wort’, fr ‘*force élevées’, 

es ‘*animal infectados’). 

Many of these errors can be corrected by im-

provements of the backend components (diction-

ary, gender defaulters etc.), which would bring 

the P2G error rate down by an estimated 1%. 

The P2G errors do not depend on the size of the 

data; they are language-dependent of course: Er-

rors in German result from more complicated 

gender agreement; in Italian, homograph prob-

lems, in English casing problems are the main 

error source. Variations of error rates within one 

language in the different test sets do not seem to 

be significant. 
 

Total errors: As the output of the system is a bi-

lingual lexicon, i.e. description of two source 

terms plus their translation, the error rates accu-

mulate, so the overall error rate of the tool is two 

P2G errors plus translation errors; the total error 

                                                 
15 P2G supports the languages en de fr es it pt 

rate is somewhat linear to the translation error 

rate. In total it is between 7.3% and 14.4%, 

which means that 8 entries out of 100 need to be 

corrected by human reviewers. This can be con-

sidered a reasonable result of a term extraction 

component. 

3.5 Recall Issues 

Another observation is that the number of phrase 

table entries containing good terms decreases 

with the size of the phrase table: As Table 2 

shows, the extraction factor for smaller tables is 

about 150 phrases per ‘good’ term, while for the 

large tables it is about 3600, producing only 

23.000 terms. So, either these tables contain 

more irrelevant entries, or the translation proba-

bility factors need to be adjusted in relation to the 

size of the phrase table. 

A comparison between the terms of 

DFKI_lexacc and DFKI_adapted showed that 

there was a difference of about 15% in the output 

entries, meaning that there are at least 15% unde-

tected ‘good’ terms in the data. 

As a consequence, the translation probability 

threshold for the frequency filter should be set 

depending on the size of the phrase table. To test 

this, the DFKI_lexacc data were split into pack-

ages depending on the translation probabilities. 

In each package, about 1000 entries were manu-

ally evaluated. The result is shown in Table 4. 

 
Translation . 

probability. 

no entries 

found 

error rate 

p > 0.8       5.900   2.11% 

0.6 <  p < 0.8     20.500   0.58% 

0.4 < p < 0.6     54.900   2.33% 

0.2 < p < 0.4     58.100   4.03% 

0.0 < p < 0.2 1.001.900 59.69% 

Tab. 4: Error rates and probabilities in large phrase 

tables (DFKI_lexacc) 
 

The results show that the entry sets with a proba-

bility > 0.4 have basically the same error rate 

(the 0.58% may be due to some data idiosyncra-

sies); entry sets from 0.2 to 0.4 have a slightly 

increased error rate, and entries < 0.2 cannot be 

used. 

This means that recall can be improved dramati-

cally by lowering the probability threshold, with 

no or just minimal loss in precision, cf. Table 5. 
 

translation 

probability 

no. entries 

retrieved 

expected trans- 

lation error rate 

P (f|e) > 0.4   67.664 2.25 % 

P (f|e) > 0.2 109.418 3.53 % 

Tab. 5: Recall improvement for large phrase tables 
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As a result, the P2G term extraction tool can 

produce a 110 K bilingual glossary from phrase 

tables where 92 out of 100 entries are correct 

(7.7% total error rate
16

). 
 

 
Fig. 4: Example term output (automotive domain) 
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Abstract

We describe here a Web inventory named
WIT3 that offers access to a collection of
transcribed and translated talks. The core
of WIT3 is the TED Talks corpus, that
basically redistributes the original content
published by the TED Conference web-
site (http://www.ted.com). Since 2007,
the TED Conference, based in California,
has been posting all video recordings of
its talks together with subtitles in English
and their translations in more than 80 lan-
guages. Aside from its cultural and so-
cial relevance, this content, which is pub-
lished under the Creative Commons BY-
NC-ND license, also represents a precious
language resource for the machine transla-
tion research community, thanks to its size,
variety of topics, and covered languages.
This effort repurposes the original content
in a way which is more convenient for ma-
chine translation researchers.

1 Introduction

Data play a key role in machine learning as they are
the main source of information to infer parameter
values of the employed mathematical model.

In statistical machine translation (SMT), learn-
ing is performed on parallel texts, i.e. documents,
sentences or even fragments of sentences with their
translation(s). Large amounts of in-domain paral-
lel data are usually required to properly train trans-
lation and reordering models.

Unfortunately, parallel data are a scarce re-
source, which are freely available only for some
language pairs and for few, very specific domains.

c© 2012 European Association for Machine Translation.

For example, MultiUN (Eisele and Chen, 2010)
provides large parallel texts (300 million words)
but for only 6 languages; Europarl (Koehn, 2005)
consists of the translation into most European lan-
guages of the proceedings of the European Par-
liament (at most 50 million words); JRC-Acquis1

comprises the total body of European Union law
applicable to the Member States, written in 22
European languages (35 million words); other
smaller parallel corpora in specific domains are
included in OPUS (Tiedemann, 2009) for various
languages.

On the other hand, it is unfeasible for research
laboratories to cover all possible needs in terms of
parallel texts by resorting to professional transla-
tors, given their high cost.

The data available at the TED website2 is there-
fore particularly valuable for the MT community.
TED is a nonprofit organization that invites “the
world’s most fascinating thinkers and doers [...] to
give the talk of their lives”. The site makes avail-
able under the Creative Commons BY-NC-ND li-
cense the video recordings of the best TED talks,
all subtitled in English and translated in many
other languages by volunteers worldwide. The set
of subtitles represents a precious multilingual par-
allel corpus since its size continuously increases
(more than 900 TED talks had been collected at
the end of 2011), subtitles are available in a signif-
icant number of languages (82 now, to be extended
to 90 in the near future) and topics covered span
the whole of human knowledge, making such data
useful for any possible application domain.

In order to make this collection of talks more
effectively usable by the research community, we

1http://optima.jrc.it/Acquis (accessed April 16,
2012).
2http://www.ted.com (accessed April 16, 2012).
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have developed WIT3 – an acronym for Web In-
ventory of Transcribed and Translated Talks –,
a website hosting a ready-to-use version of this
multilingual corpus, benchmarks for MT based on
these data, as well as software tools to process
them.

The paper is organized as follows: The TED
Talks corpus is presented in Section 2, where spe-
cific subsections are devoted to the format of the
files and to the sentence-level alignment; corpus
statistics and an objective analysis of the diffi-
culty of translating TED talks are also given. Sec-
tion 3 describes the use of the TED Talks Corpus
in the MT evaluations campaigns of the Interna-
tional Workshop on Spoken Language Translation
(IWSLT). Finally, experimental results on baseline
systems developed on several language pairs are
provided in Section 4. The paper ends with the de-
scription of the WIT3 website (Section 5) and a
summary (Section 6).

2 TED Talks Corpus

TED talks are mostly held in English and their
videos are available through the TED website to-
gether with subtitles provided in many languages.
Almost all of the talks have been translated, by vol-
unteers, into Arabic, Bulgarian, Chinese (simpli-
fied), French, Italian, Korean, Portuguese (Brazil)
and Spanish. For about 70 other languages, the
number of translated talks ranges from several
hundreds (e.g. such as other Dutch, German, He-
brew, Romanian) to one (e.g. Hausa, Hupa, Bis-
lama, Ingush, Maltese). Notice that original sub-
titles and their translations are segmented on the
basis of sound, hence the correspondence between
captions and sentences is weak. It may therefore
happen both that sentences are split into more con-
secutive captions, and that captions include sen-
tences fragments.

For preparing parallel corpora, the raw data
were first crawled, translations of the same talks
were paired, captions were aligned and sentences
were re-built. Each single step is described in some
detail in the following subsections.

2.1 Crawling

TED talk subtitles are crawled by means of
HLTWebManager (Girardi, 2011), an in-house
crawler written in Java for downloading pages pub-
lished on the Web in different languages. From
the original HTML downloaded documents, only

subtitles and useful metadata concerning talks are
kept and stored in a XML format defined by
the DTD available at the WIT3 website (Sec-
tion 5). For each language, a single XML file
is generated which includes all talks subtitled in
that language. Each talk is enclosed in tags
<file id="int"> and </file> and in-
cludes, among other tags:

<url> the address of the original
HTML document of the talk

<speaker> the name of the talk speaker
<talkid> the numeric talk identifier
<transcript> talk subtitles split in captions
<date> the issue date of the talk
<content> talk subtitles

The transcript and content fields only
differ in the presence of timestamps indicating
splits introduced to make subtitles readable during
video playing.

The talkid field is an integer uniquely iden-
tifying the original transcript of a talk and all its
translations. Therefore, it can be used to pair trans-
lations of the same talk.

There are other tags (e.g. description,
keywords, title, whose meaning is self-
explanatory) that, providing further metadata of
the talks, could be exploited for purposes like clus-
tering, information retrieval, categorization and
adaptation.

2.2 Alignment
Given a pair of languages, it is straightforward to
select the talks for which subtitles are available in
both languages, exploiting the talkidmentioned
in Section 2.1. For each of such talks, the cap-
tions in the two languages are extracted from the
transcript tags and paired in the order of ap-
pearance. A number of heuristic checks are per-
formed in order to assess the parallelism. A whole
talk is discarded if either the number of captions
in the two documents differs, or the sequences of
timestamps differ. Moreover, pairs of aligned cap-
tions within a talk are marked as unreliable and re-
moved if their length ratio is an outlier, assuming a
normal distribution and a 95% confidence interval.

To get an idea of the impact of filtering data with
these heuristics, for the English–French collection
it eliminates about 3% of the words.

Once captions are aligned, sentences are re-
generated by concatenating on both sides consec-
utive captions until a strong punctuation mark is
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ar bg zh en fr it ko pt-BR es de he nl pl ro ru tr cs el hu ja fa pt vi
ar - 1.29 1.28 1.36 1.31 1.19 1.21 1.31 1.34 0.79 0.95 0.65 0.86 1.02 0.75 0.95 0.41 0.48 0.63 0.69 0.34 0.41 0.45
bg 1.39 - 1.63 1.72 1.61 1.47 1.46 1.67 1.70 0.91 1.13 0.75 1.02 1.22 0.86 1.12 0.49 0.55 0.71 0.81 0.37 0.46 0.51
zh 0.21 0.24 - 0.25 0.24 0.21 0.22 0.24 0.25 0.13 0.17 0.11 0.15 0.18 0.13 0.17 0.07 0.08 0.11 0.12 0.06 0.07 0.08
en 1.63 1.91 1.89 - 1.92 1.70 1.70 1.93 1.98 1.08 1.35 0.92 1.20 1.43 1.01 1.35 0.59 0.65 0.85 0.94 0.48 0.56 0.62
fr 1.64 1.87 1.86 2.00 - 1.69 1.70 1.91 1.96 1.06 1.31 0.87 1.17 1.40 0.99 1.31 0.55 0.64 0.83 0.93 0.46 0.54 0.60
it 1.34 1.53 1.48 1.60 1.52 - 1.37 1.54 1.57 0.93 1.13 0.78 1.00 1.23 0.90 1.11 0.50 0.57 0.74 0.82 0.41 0.48 0.52
ko 1.01 1.12 1.11 1.17 1.12 1.01 - 1.14 1.14 0.66 0.80 0.53 0.73 0.87 0.63 0.81 0.33 0.40 0.51 0.59 0.28 0.34 0.37

pt-BR 1.51 1.78 1.76 1.85 1.76 1.58 1.60 - 1.84 0.98 1.23 0.80 1.06 1.31 0.93 1.20 0.52 0.60 0.76 0.87 0.41 0.50 0.55
es 1.56 1.84 1.80 1.92 1.82 1.63 1.62 1.86 - 1.00 1.26 0.83 1.09 1.35 0.95 1.24 0.53 0.60 0.79 0.88 0.42 0.50 0.57
de 0.91 0.96 0.94 1.03 0.97 0.95 0.91 0.97 0.98 - 0.84 0.62 0.75 0.87 0.71 0.79 0.41 0.47 0.58 0.63 0.35 0.39 0.42
he 0.85 0.93 0.91 1.00 0.93 0.89 0.86 0.95 0.96 0.65 - 0.54 0.67 0.80 0.63 0.73 0.36 0.41 0.49 0.55 0.29 0.34 0.36
nl 0.75 0.81 0.79 0.89 0.81 0.81 0.74 0.81 0.83 0.63 0.71 - 0.64 0.74 0.58 0.69 0.40 0.40 0.51 0.50 0.32 0.35 0.39
pl 0.78 0.86 0.84 0.90 0.85 0.80 0.80 0.83 0.84 0.59 0.68 0.50 - 0.70 0.55 0.67 0.30 0.35 0.47 0.51 0.26 0.30 0.34
ro 1.19 1.31 1.28 1.38 1.30 1.27 1.22 1.32 1.35 0.88 1.05 0.74 0.90 - 0.82 1.04 0.50 0.55 0.69 0.77 0.40 0.45 0.51
ru 0.75 0.80 0.80 0.85 0.80 0.80 0.77 0.81 0.82 0.62 0.71 0.50 0.61 0.71 - 0.67 0.35 0.39 0.49 0.52 0.30 0.31 0.36
tr 0.82 0.89 0.88 0.97 0.90 0.85 0.85 0.90 0.92 0.60 0.71 0.51 0.65 0.77 0.57 - 0.32 0.38 0.48 0.52 0.27 0.31 0.37
cs 0.40 0.45 0.43 0.49 0.44 0.43 0.40 0.45 0.45 0.35 0.40 0.33 0.33 0.42 0.35 0.36 - 0.25 0.32 0.29 0.21 0.22 0.23
el 0.55 0.58 0.55 0.62 0.59 0.58 0.54 0.59 0.59 0.46 0.52 0.40 0.44 0.54 0.44 0.49 0.29 - 0.39 0.38 0.26 0.27 0.28
hu 0.59 0.61 0.60 0.66 0.62 0.61 0.57 0.62 0.64 0.47 0.51 0.41 0.48 0.56 0.45 0.51 0.30 0.32 - 0.41 0.24 0.26 0.27
ja 0.13 0.14 0.14 0.15 0.14 0.14 0.13 0.14 0.14 0.10 0.12 0.08 0.11 0.12 0.10 0.11 0.05 0.06 0.08 - 0.05 0.06 0.06
fa 0.47 0.47 0.50 0.57 0.51 0.50 0.47 0.49 0.50 0.43 0.46 0.39 0.38 0.47 0.41 0.44 0.30 0.32 0.36 0.38 - 0.27 0.24
pt 0.48 0.50 0.49 0.54 0.50 0.49 0.48 0.49 0.50 0.40 0.44 0.35 0.38 0.45 0.36 0.41 0.26 0.27 0.33 0.34 0.22 - 0.24
vi 0.69 0.71 0.71 0.80 0.73 0.71 0.68 0.72 0.75 0.55 0.61 0.51 0.57 0.67 0.55 0.65 0.35 0.38 0.45 0.50 0.27 0.33 -

Table 1: The names of languages are represented by ISO 639-1 codes. Numbers refer to millions of
units (untokenized words). (row,col) entries of bottom-left triangle provide the size of parallel text
available for the row language side, those of upper-right triangle, for the col language side.

detected on the target side. This means that the
provided parallel corpus could have: (i) lines in-
cluding more sentences, as sentences can end in-
side captions; (ii) source lines that do not end with
a strong punctuation mark.

2.3 Statistics
As of October 2011, we have collected almost 17
thousand transcripts, corresponding to translations
of around 1000 English talks into 80 languages.
Crawled text in all languages is left in its origi-
nal format. In particular, no tokenization is ap-
plied and no word segmentation is performed for
languages such as Chinese and Japanese. Hence,
the reported size of corpora refer to the number of
tokens, or string units, where words are possibly
joined to punctuation marks and not segmented.

The distribution of translations over the 80 lan-
guages is very uneven, and consequently even
more sparse among the possible 3160 language
pairs.

For the three pairs from {English, French,
Spanish}, parallel data reach about 2 million units.
At least 1 million units can be collected for all pairs
from a set of 9 languages (36 possible pairs), while
at least 500K for any pair from a set of 16 lan-
guages (120 possible pairs) and at least 200 thou-
sand for any pair from a set of 23 languages (253
possible pairs). Table 1 collects the size of paral-

lel corpus available for each pair from the 9/16/23
sublists.

2.4 Insights
How difficult is to translate TED talks? One
hint comes from the scores obtained by partici-
pants at the recent evaluation campaign of IWSLT
2011 (Federico et al., 2011), which organized MT
tracks based on the TED Talks data. The best
reported automatic scores, computed on a single
reference (see Table 7), are in fact comparable to
those obtained by the best systems in the 2011
WMT evaluation (Callison-Burch et al., 2011) for
the English–to–French direction on the generic
news domain. This comparison is particularly sig-
nificant given the similarity of experimental con-
ditions: equivalent amount of in-domain training
data and same out-of-domain training corpora. On
the other hand, IWSLT scores for the translation
of TED Talks from Arabic and Chinese into En-
glish are definitely lower than those obtained on
news by the best systems in the last NIST evalua-
tion,3 for the same translation directions; however,
in this case the comparison is made difficult by the
very different training conditions and by the use of
multiple references in score computation.
3http://www.itl.nist.gov/iad/mig/tests/mt/
2009/ResultsRelease/progress.html (accessed
April 16, 2012).
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Beyond using MT performance scores, the diffi-
culty of a translation task can be weakly related to
the target language model perplexity (PP) and out-
of-vocabulary word rate (OOV). If such figures are
computed on in-domain data, they provide hints on
how intrinsically hard the task is; if they are com-
puted on out-of-domain texts, they provide a cue
on how close and potentially useful they are to im-
prove in-domain models.

Hence, as a case study, we analyzed the
English–to–French translation track of the 2011
IWSLT evaluation campaign. First, 5-gram lan-
guage models (LMs) have been estimated on a
number of French texts made available for train-
ing purposes, namely:

• TED: the monolingual French corpus consist-
ing of TED talks; it is the only in-domain text

• NC: the French side of the parallel English–
French News Commentary corpus

• EPPS: the French side of the parallel English–
French Europarl corpus

• MultiUN: the French side of the parallel
English–French MultiUN corpus.

The PP/OOV of the target side of the 2011
English–to–French test set have then been com-
puted using each LM and collected in Table 2,
which reports also the number of tokens used for
training the LMs.

data
corpus

PP %OOV
size

TED 2.35M 103.8 1.67
NC 3.36M 266.8 2.83
EPPS 56.2M 200.3 1.79
MultiUN 402.8M 288.2 1.21
all 464.7M 150.8 0.72

Table 2: PP and %OOV of the IWSLT 2011 test
set with respect to four 5-gram LMs estimated on
in- and out-of-domain different sized corpora. Val-
ues are also reported for the LM built on the union
of all corpora.

The following considerations can be drawn:

• the in-domain corpus always gets the lowest
PP, even if it is the smallest one; this shows
that even if the topics covered by the TED

talks are rather different, the common situa-
tion induces speakers to use a somehow simi-
lar language

• the TED talks are quite far from all the
other genres of text considered here: news,
proceedings of the European Parliament and
resolutions of the General Assembly of the
United Nations. It is quite unexpected that
EPPS is closer to talks than news, but the dif-
ference in PP could be due to the size of the
two corpora rather than their nature

• the OOV with respect to out-of-domain cor-
pora seems to be mainly related to their
size; it is worth noticing that the OOV can
be more than halved if out-of-domain cor-
pora are added to the in-domain one (see en-
try all), showing that the proper exploitation
of available data can be anyway beneficial.

The figures just analyzed regard the evaluation
set as a whole, but one could wonder if they hide
large fluctuations across different talks. Table 3
provides some figures computed at talk-level both
on the test set and on the TED training corpus;
specifically: the mean µ of PP and OOV, their stan-
dard deviations σ, minimum and maximum values.
Concerning the test set, the scores were computed
on the LM estimated on text available for training.
For talks in the training set, figures were computed
using a 1-fold cross validation scheme.

µ σ [min,max]

tst2011
PP 103.7 19.7 [68.9,132.0]

%OOV 1.55 0.46 [0.91,2.37]

training
PP 130.2 49.3 [38.8,505.7]

%OOV 1.76 1.04 [0.00,15.79]

Table 3: Mean, standard deviation and minimum
and maximum values of PP and %OOV of talks in
the test and training sets.

It results what follows:

• on average, the values of PP and OOV of talks
selected for evaluation are lower than those
of talks included in training data; likely, this
is due to the presence of very hard talks in
the training data or of very easy talks in the
testing data

• the ([min,max]) ranges of observed PP and
OOV values are rather large; this means
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that talks can linguistically differ significantly
among each others and consequently MT per-
formance on them too.

3 WIT3 for IWSLT evaluations

The International Workshop on Spoken Language
Translation is a yearly event associated with an
open evaluation campaign on spoken language
translation. IWSLT proposes every year challeng-
ing research tasks and an open experimental infras-
tructure for the scientific community working on
spoken and written language translation.

In 2010 edition (Paul et al., 2010), alongside the
tasks on traveling domain built on the BTEC cor-
pus (Takezawa et al., 2007), a new challenge was
introduced, that is the translation of TED talks.
This became the only MT task proposed to partic-
ipants in edition 2011 (Federico et al., 2011) and
will remain the main task in 2012 as well.

From a translation point of view, TALK is ba-
sically a subtitling translation task, in which the
ideal translation unit is a single caption as defined
by the original transcript.

Concerning training data, in the 2011 edition,
in addition to the roughly 2-million word paral-
lel corpora of TED talks for each considered lan-
guage pair, several out-of-domain large parallel
corpora have been provided, including texts from
the United Nations, European Parliament, news
commentaries and the Web.

From 2012, TED Talks training data for the
IWSLT evaluations will be distributed through the
WIT3 website. In addition to the official tasks,
the site will also release unofficial benchmarks for
many other language pairs.

4 Baselines

In this section, we present results on some bench-
marks that we obtained by training MT baseline
systems on the available TED Talks data. The aim
is to provide MT scientists with reference results
that can help them in assessing their experimen-
tal outcomes. In addition to language pairs for
which results were already published at IWSLT
2011, we have considered several new translation
directions. The scores reported for the former will
allow the assessment of the quality of our baselines
with respect to state-of-the-art systems; the scores
reported for the new languages can help either to
understand the degree of difficulty of the task or
simply to set a reference .

4.1 IWSLT 2011 MT Track Language Pairs

4.1.1 Data
Experiments were performed on data supplied

by the organizers of the IWSLT 2011 evaluation
campaign for the MT track,4 who asked partici-
pants to automatically translate talks from Arabic
to English, from Chinese to English and from En-
glish to French. For developing the baselines, only
texts from the TED domain were employed, i.e.
no additional out-of-domain resources were used.
Different preprocessings were performed depend-
ing to the language: Arabic and Chinese were seg-
mented by means of AMIRA (Diab et al., 2004)
and the Stanford Chinese Segmenter (Tseng et al.,
2005), respectively; the tokenizer script released
together with the Europarl corpus (Koehn, 2005)
was applied to other languages.

The same partitioning of the evaluation cam-
paign in terms of parallel training data, develop-
ment (dev2010, tst2010) and test (tst2011) sets has
been adopted: Tables 4 and 5 report some statistics
of such texts.

text #sent.
Arabic English
|W | |V | |W | |V |

parallel 90.6k 1.71M 71.1k 1.74M 42.5k
dev2010 934 19.3k 4.6k 20.1k 3.4k
tst2010 1664 30.9k 6.0k 32.0k 3.9k
tst2011 1450 26.7k 5.8k 27.0k 3.7k

text #sent.
Chinese English
|W | |V | |W | |V |

parallel 107.1k 1.95M 51.9k 2.07k 46.9k
dev2010 934 21.6k 3.7k 20.1k 3.4k
tst2010 1664 33.3k 4.4k 32.0k 3.9k
tst2011 1450 24.8k 3.9k 27.0k 3.7k

text #sent.
English French
|W | |V | |W | |V |

parallel 107.3k 2.07M 46.6k 2.22M 58.2k
dev2010 934 20.1k 3.4k 20.3k 3.9k
tst2010 1664 32.0k 3.9k 33.8k 4.8k
tst2011 818 14.5k 2.5k 15.6k 3.0k

Table 4: Statistics on parallel data used for setting
up the baselines of IWSLT 2011 language pairs.
“#sent.” stands for “number of sentences”, |W | for
“running words”, |V | for “vocabulary size”, k and
M for 103 and 106, respectively. Counts refer to
tokenized texts.

4http://www.iwslt2011.org/doku.php?id=06 e
valuation (accessed April 16, 2012).
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monolingual #sent. |W | |V |
English 123.9k 2.41M 51.3k
French 111.4k 2.32M 60.3k

Table 5: Statistics on monolingual data used for
training LMs of IWSLT 2011 target languages.
See caption of Table 4 for the meaning of symbols.

4.1.2 Performance

The SMT baseline systems are built upon the
open-source MT toolkit Moses (Koehn et al.,
2007). The translation and the lexicalized reorder-
ing models were trained on parallel training data;
taking into account the limited amount of train-
ing data, 4-gram LMs smoothed through the im-
proved Kneser-Ney technique (Chen and Good-
man, 1999) were estimated on monolingual texts
via the IRSTLM toolkit (Federico et al., 2008).
The weights of the log-linear interpolation models
were optimized on the development sets dev2010
by means of the standard MERT procedure pro-
vided within the Moses toolkit. Performance
scores were computed with MultEval, using the
implementation by (Clark et al., 2011).

Table 6 collects the %BLEU, METEOR and
TER scores and their standard deviations (“case
sensitive+punctuation” mode) of the baseline sys-
tems for the considered language pairs. In addi-
tion to the scores obtained for dev2010 after the
last iteration of the tuning algorithm, scores mea-
sured for the second development set (tst2010)
and for the official test set (tst2011) of the eval-
uation campaign are reported.

%bleu σ mtr σ ter σ
ar-en
dev2010 23.35 0.54 47.19 0.39 57.15 0.58
tst2010 22.10 0.44 46.09 0.35 59.38 0.50
tst2011 21.35 0.49 44.74 0.38 61.88 0.60
zh-en
dev2010 9.53 0.38 33.96 0.37 81.71 0.95
tst2010 11.12 0.30 36.27 0.27 76.39 0.74
tst2011 13.34 0.37 38.77 0.32 65.91 0.41
en-fr
dev2010 25.28 0.57 46.86 0.46 57.48 0.68
tst2010 28.46 0.49 49.14 0.38 51.69 0.47
tst2011 33.74 0.71 53.68 0.52 44.83 0.61

Table 6: Performance of baselines in terms of
%BLEU, METEOR (mtr) and TER scores; σ
stands for standard deviation. Values were com-
puted in case sensitive mode and taking into ac-
count punctuation marks.

Although models were strictly trained on in-
domain data and a quite standard configuration
of Moses was used for both training and running
translations, results on BLEU and TER compare
well with those obtained on tst2011 by par-
ticipants at the MT track (Federico et al., 2011),
whose ranges are summarized in Table 7. ME-
TEOR values seem not to be comparable, likely
due to a different setup of the language dependent
modules of the scorers.

tst2011 %bleu mtr ter
ar-en 19.56–26.32 54.66–61.10 64.65–55.81
zh-en 11.90–16.89 45.91–52.84 70.66–62.80
en-fr 34.39–37.65 24.46–27.14 45.69–41.70

Table 7: Ranges of official scores (“case sensi-
tive+punctuation” mode) obtained by IWSLT 2011
evaluation campaign participants on the evaluation
set tst2011.

4.2 New Language Pairs
Four new language pairs taken from Table 1
have been here considered, namely Dutch–to–
English, German–to–English, German–to–Italian
and English–to–Italian. These pairs as a whole
cover many interesting issues: translation involv-
ing inflected languages at different extent (Ger-
man, Italian, Dutch), compound words (Ger-
man, Dutch), translation between non-English lan-
guages (German–to–Italian), among others. More-
over, in three cases out of four, the amount of avail-
able parallel training data is of the order of 1 mil-
lion words.

4.2.1 Data
Texts used for these experiments are available

at the WIT3 website. The same talks defining
the IWSLT dev2010 and tst2010 sets were
used for tuning and evaluation purposes, respec-
tively. The rest of parallel data was used for train-
ing translation and reordering models. LMs were
estimated on all talks available for each target lan-
guage excluding the talks of development and test
sets. Tables 8 and 9 show some statistics of col-
lected texts after tokenization.

4.2.2 Performance
Baselines were developed exactly as for the

IWSLT 2011 language pairs. Table 10 provides
performance on both the tuning set dev2010 and
the evaluation set tst2010. In order to as-
sess the quality of our baseline systems only on
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text #sent.
Dutch English
|W | |V | |W | |V |

parallel 54.6k 978k 46.0k 1.04M 32.7k
dev2010 932 18.1k 3.8k 20.2k 3.4k
tst2010 1367 24.7k 3.9k 26.2k 3.4k

text #sent.
German English
|W | |V | |W | |V |

parallel 63.9k 1.16M 63.1k 1.22M 35.5k
dev2010 930 19.1k 4.2k 20.2k 3.4k
tst2010 1660 30.3k 5.2k 32.0k 3.9k

text #sent.
German Italian
|W | |V | |W | |V |

parallel 56.1k 1.06M 59.8k 1.03k 48.9k
dev2010 886 18.4k 4.1k 17.1k 4.0k
tst2010 1597 30.3k 5.2k 29.3k 5.2k

text #sent.
English Italian
|W | |V | |W | |V |

parallel 98.1k 1.95M 45.5k 1.80M 65.9k
dev2010 887 19.5k 3.3k 17.1k 4.0k
tst2010 1598 32.0k 3.9k 29.3k 5.2k

Table 8: Statistics on parallel data used for setting
up the baselines on additional language pairs. See
Table 4 for the meaning of symbols.

monolingual #sent. |W | |V |
English 128.3k 2.49M 51.5k
Italian 100.8k 1.85M 67.0k

Table 9: Statistics on monolingual data used for
training LMs of additional baselines. See caption
of Table 4 for the meaning of symbols.

the basis of their automatic scores, we leverage
the large-scale investigation reported in (Cough-
lin, 2011) where translations judged as acceptable
or at least almost acceptable in human evaluations
corresponded to %BLEU scores ranging in 20–30.
Hence, our baselines provide good translations to-
wards English, despite the quite limited amount of
available parallel training data, and adequate for
the English–to–Italian pair. On the contrary, the
German–to–Italian direction turns out to be more
difficult: this could be due either to the scarcity of
training data or to the inadequacy of German pre-
processing (no word decompounding), or both.

5 WIT3 Website

The WIT3 website address is:

http://wit3.fbk.eu

%bleu σ mtr σ ter σ
nl-en
dev2010 23.31 0.63 46.63 0.48 57.96 0.63
tst2010 30.99 0.53 54.47 0.36 48.75 0.51
de-en
dev2010 26.71 0.58 51.89 0.39 50.86 0.56
tst2010 25.88 0.46 50.57 0.34 52.13 0.47
de-it
dev2010 13.17 0.46 28.65 0.48 69.89 0.57
tst2010 13.06 0.34 28.59 0.37 68.87 0.42
en-it
dev2010 22.43 0.58 39.16 0.55 57.61 0.60
tst2010 22.14 0.42 39.44 0.41 56.08 0.44

Table 10: Performance of baselines on additional
language pairs in terms of %BLEU, METEOR
(mtr) and TER scores; σ stands for standard de-
viation. Values were computed in case sensitive
mode and taking into account punctuation marks.

The website currently hosts the TED Talks Cor-
pus. We expect to include other collections of talks
in the future, too. Concerning the TED Talks, the
corpus version will be updated on a regular basis as
soon as new translations will be from the original
site. For each, version the following information
will be available:

XML: the set of XML files with all talks subtitled
in each language

Parallel: an active web page resembling Table 1;
each entry links to an archive including par-
allel text for training and, if any, for develop-
ment and evaluation purposes

DTD: the schema defining the XML format used
for storing TED talks.

The website provides the following software tools,
too:

find-common-talks.pl: given the XML
files of TED talks in two languages, it out-
puts the set of talkid’s (see Sections 2.1
and 2.2) for which subtitles are available in
both those languages

filter-talks.pl: it selects from a given
XML file the talks whose id’s are passed as
parameter

ted-extract-par.pl: given a pair of
XML files, it extracts the text from the
transcript field (Sections 2.1, 2.2) of
common talks, aligned at the caption level
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ted-extract-mono.pl: given an XML
file, it extracts the text of talks from the
transcript field (Sections 2.1, 2.2)

rebuild-sent.pl: it re-builds sentences
from captions (Section 2.2).

By exploiting the XML files and the supplied
tools, one can extract the set of common talks for
each possible language pair, as well as the mono-
lingual text.

For many language pairs, the site will already
provide training, development, and evaluation data
sets, while for others, only the parallel text.

It is worth noticing that the url tag (see Sec-
tion 2.1) allows the retrieval of the original HTML
document of each talk, this way giving the possi-
bility to users to build from scratch their own lin-
guistic resource based on TED talks.

6 Summary

In this paper, we have described WIT3, a web
inventory distributing the multilingual subtitles
available under the TED Talks website. We be-
lieve, this collection represents a precious resource
for the MT community given its size and its variety
in terms of both languages and topics covered. In
fact, more than 900 talks had been collected at the
end of 2011, subtitled in up to 82 languages and
spanning the whole of human knowledge.

We hope WIT3 will offer an adequate service
to the research community by distributing: (i) par-
allel texts, benchmarks and reference MT results
for some language pairs; and (ii) original format-
ted files and tools for processing them to let anyone
build his/her own data sets for any language pair.
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Abstract

This work presents a HMT system for
patent translation. The system exploits the
high coverage of SMT and the high preci-
sion of an RBMT system based on GF to
deal with specific issues of the language.
The translator is specifically developed to
translate patents and it is evaluated in the
English-French language pair. Although
the number of issues tackled by the gram-
mar are not extremely numerous yet, both
manual and automatic evaluations consis-
tently show their preference for the hybrid
system in front of the two individual trans-
lators.

1 Introduction

The predominant core of machine translation (MT)
systems has been changing through the years.
From the very beginnings in the 50s where only
dictionary-based MT systems existed, the technol-
ogy evolved towards rule-based systems (RBMT).
Later in the 90s the everyday more powerful com-
puters allowed to develop empirical translation
systems. Recently a type of empirical system, the
statistical one (SMT), has become a widely used
standard for translation. At this point the two main
paradigms, RBMT and SMT, coexist with their
strengths and weaknesses. Luckily these strengths
and weaknesses are complementary and current ef-
forts are being made to hybridise both of them and
develop new technologies. A classification and
description of hybrid translation can be found in
(Thurmair, 2009).

In general RBMT provides high precision, due
to an analysis of the text, but has limited coverage

c© 2012 European Association for Machine Translation.

and a considerable amount of effort and linguistic
knowledge is required in order to build such a sys-
tem. On the other hand, SMT can achieve a huge
coverage and is good at lexical selection and flu-
ency but has problems in building structurally and
grammatically correct translations.

Hybrid MT (HMT) is an emerging and chal-
lenging area of machine translation, which aims at
combining the known techniques into systems that
retain the best features of their components, and
reduce the disadvantages displayed by each of the
methods when used individually.

This work presents a hybrid translation system
specifically designed to deal with the translation of
patents. The language of patents follows a formal
style adequate to be analysed with a grammar, but
at the same time uses a rich and particular vocabu-
lary adequate to be gathered statistically. We focus
on the English-French language pair so that the ef-
fects of translating into a morphologically rich lan-
guage can be studied.

With respect to the engine, a grammar-based
translator is developed to assure grammatically
correct translations. We extend GF (Grammati-
cal Framework, Ranta (2011)) and write a new
grammar for patent translation. The SMT sys-
tem that complements the RBMT is based on
Moses (Koehn et al., 2007). This system works
on two different levels. First, it is used to build
the parallel lexicon of the GF translator on the fly.
Second, it is the top level decoder that takes the
final decision about which phrases should be used.

In the following Section 2 describes recent work
both in patent translation and hybrid systems. Sec-
tion 3 explains our hybrid system and Section 4
evaluates its performance. Finally, Section 5 sum-
marises the work and outlines possible lines to fol-
low.

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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2 Related work

This work tackles two topics which are lately at-
tracting the attention of researchers, patent transla-
tion and hybrid translators.

The high number of patents being registered and
the necessity for these patents to be translated into
several languages are the reason so that important
efforts are being made in the last years to automate
its translation between various language pairs. Dif-
ferent methods have been used for this task, rang-
ing from SMT (Ceausu et al., 2011; España-Bonet
et al., 2011a) to hybrid systems (Ehara, 2007;
Ehara, 2010). Besides full systems, various com-
ponents associated to patent translation are being
studied separately (Sheremetyeva, 2003; Shereme-
tyeva, 2005; Sheremetyeva, 2009).

Part of this work is being done within the frame-
work of two European projects, PLuTO (Patent
Language Translations Online1) and MOLTO
(Multilingual Online Translation2). PLuTO aims
at making a substantial contribution to patent
translation by using a number of techniques that
include hybrid systems combining example-based
and hierarchical techniques. On the other hand,
one of MOLTO’s use cases aims at extending a
grammar-based translator with an SMT to gain ro-
bustness in the translation of patents. This paper is
carried out within MOLTO.

HMT is not only useful in this context but is
being applied in different domains and language
pairs. Besides system combination strategies, hy-
brid models are designed so that there is one lead-
ing translation system assisted or complemented
by other kinds of engines. This way the final
translator benefits from the features of all the ap-
proaches. A family of models are based on SMT
systems enriched with lexical information from
RBMT (Eisele et al., 2008; Chen and Eisele,
2010). On the other side there are the models
that start from the RBMT analysis and use SMT
to complement it (Habash et al., 2009; Federmann
et al., 2010; España-Bonet et al., 2011b).

Our work can be classified in the two families.
On the one hand, SMT helps on the construction
of the RBMT translator but, on the other hand,
there is the final decoding step to integrate trans-
lations and complete those phrases untranslated by
RBMT. We use GF as rule-based system.

GF is a type-theoretical grammar formalism,
1http://www.pluto-patenttranslation.eu/
2http://www.molto-project.eu/

mainly used for multilingual natural language ap-
plications. Grammars in GF are represented as a
pair of an abstract syntax –an interlingua that cap-
tures the semantics of the grammar on a language-
independent level, and a number of concrete syn-
taxes –representing target languages. There are
also two main operations defined, parsing text to
an abstract syntax tree and linearising trees into
raw text. In this way one can translate between two
target languages of the same multilingual gram-
mar, by combining parsing and linearization.

The GF resource library (Ranta, 2009) is the
most comprehensive grammar for dealing with
natural languages, as it features an abstract syntax
which implements the basic syntactic operations
such as predication and complementation, and 20
concrete syntax grammars corresponding to natu-
ral languages. This layered representation makes
it possible to regard multilingual GF grammars
as a RBMT system, where translation is possible
between any pair of languages for which a con-
crete syntax exists. However, the translation sys-
tem thus defined is first limited by the fixed lexi-
con defined in the grammar, and secondly by the
syntactic constructions that it covers. For this rea-
son, GF grammars have a difficult task in parsing
free text. There is some recent work on parsing the
Penn Treebank with the GF resource grammar for
English (Angelov, 2011), whereas the current work
on patent translation is the first attempt to use GF
for parsing un-annotated free text.

3 HMT system

The patent translator is a hybridisation between
rule-based and statistical techniques. So, the final
system is not only a combination of two different
engines but the subsystems also mix different com-
ponents. We have developed a GF translator for the
specific domain that uses an in-domain SMT sys-
tem to build the lexicon; an SMT system is on top
of it to translate those phrases not covered by the
grammar. In the following we describe the individ-
ual translators and the data used for their develop-
ment.

3.1 Corpus

A parallel corpus in English and French has been
gathered from the corpus of patents given for the
CLEF-IP track in the CLEF 2010 Conference3.
These data are an extract of the MAREC corpus,
3http://clef2010.org/
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containing over 2.6 million patent documents per-
taining to 1.3 million patents from the European
Patent Office4 (EPO). Our parallel corpus is a sub-
set with those patents with translated claims and
abstracts into the two languages. From this first
subset we selected those patents that deal with the
biomedical domain.

The final corpus built this way covers 56,000
patents out of the 1.3 million. That corresponds to
279,282 aligned parallel fragments extracted from
the claims. A fragment is the minimum aligned
segment in the two languages, so, it is shorter than
a claim and, consequently, shorter than a sentence.
The length of the fragments is variable and de-
pends on the aligned units that can be extracted
from the xml mark-up within the patent such as
paragraph tags for example. Two small sets for
development and test purposes have also been se-
lected with the same restrictions: 993 fragments
for development and 1008 for test.

3.2 In-domain SMT system

The first component is a standard state-of-the-art
phrase-based SMT system trained on the biomed-
ical domain with the corpus described in Sec-
tion 3.1. Its development has been done using stan-
dard freely available software. A 5-gram language
model is estimated using interpolated Kneser-Ney
discounting with SRILM (Stolcke, 2002). Word
alignment is done with GIZA++ (Och and Ney,
2003) and both phrase extraction and decoding are
done with the Moses package (Koehn et al., 2006;
Koehn et al., 2007). Our model considers the
language model, direct and inverse phrase prob-
abilities, direct and inverse lexical probabilities,
phrase and word penalties, and a non-lexicalised
reordering. The optimisation of the weights of the
model is trained with MERT (Och, 2003) against
the BLEU (Papineni et al., 2002) evaluation met-
ric.

A wider explanation of this system, the pre-
process applied to the corpus before training the
system and a deep evaluation of the translations
can be found in España-Bonet et al. (2011a).

3.3 GF system

As explained in Section 2, the extension of GF
to a new domain implies the construction of a
specialised grammar that expands the general re-
source grammar. Since in our case of applica-

4http://www.epo.org/

Figure 1: Architecture of the GF translation sys-
tem.

tion we are far from a close and limited domain,
some probabilistic components are also necessary.
The general architecture is illustrated by Figure 1.
A GF grammar-based system alone cannot parse
most patent sentences. Consequently, the current
translation system aims at using GF for translating
patent chunks, and assemble the results in a later
phase.

As a pre-process, claims are tagged with part-of-
speech (PoS) with Genia (Tsuruoka et al., 2005),
a PoS tagger trained on the biomedical domain.
From the PoS-tagged words only the ones labelled
as nouns, adjectives, verbs and adverbs are kept,
since the GF library already has an extensive list
of functional parts of speech such as prepositions
and conjunctions. We use the extensive GF En-
glish lexicon5 as a lemmatiser for the PoS-tagged
words, so that one can build their correspondent
abstract syntax entry. Moreover, all the inflection
forms of a given word are obtained from the same
resource.

This process is made online. For every sentence
to translate, the lexicon is enlarged with the cor-
responding vocabulary. The French version of the
lexicon is built by translating the individual entries
from the English lexicon (all inflection forms) with
the SMT individual system trained on the patent

5The GF English lexicon is based on the Oxford Advanced
Learner’s Dictionary, and contains around 50,000 English
words.
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corpus. The French translations are lemmatised
with an extensive GF French lexicon, based on the
large morphological lexicon Morphalou (Romary
et al., 2004) in order to get their inflection table.
The part-of-speech is assumed to be the same as in
the English counterpart.

When this procedure is applied on the test set,
the part-of-speech tagger is able to find 2,013 lex-
icon entries. However, due to part-of-speech mis-
matching or to the fact that a given word was not
found in the SMT lexical table, 43.81% of the en-
tries could not be translated to French.

In order to increase the coverage of the final GF
translation, the grammar is adapted to deal with
chunks instead of with full sentences. So, the
source text is chunked into noun phrases (NP), ad-
jective phrases (AP), adverbial and prepositional
phrases (PP), relative pronouns (RP) and verb
phrases (VP). Other kinds are ignored.

Some technical details have to be taken into ac-
count in order to build the patents grammar for
chunks. Whereas NPs can be translated directly,
a VP, RP or AP needs to have an NP to agree with,
otherwise the GF grammar cannot know which lin-
earisation form to choose. For NP and PP which
can be translated independently, a mapping into
corresponding GF categories is defined, whereas
for VP, RP and AP, their GF mapping requires an
NP in order to build their correspondent linearisa-
tion. If the required NP is not found, the chunk is
sent to the SMT. Also, the VP category from the
English and French GF resource grammars is im-
plemented as a discontinuous category, so that it
can handle discontinuous constituents in English
and clitics in French. The patent grammar uses a
category built on top of VP, which represents the
flattened version of a VP, with all the constituents
combined.

Because the syntactical structure of chunks is
important in this case, a post-processing step is
needed. This is meant to ensure that the PoS-
tagging is consistent and that certain aspects cap-
tured in the grammar can be properly reflected in
the claims. One can see the importance of this step
with an example.

Ex1 The use of claim 1 , wherein said use is intra-
muscular .

In the previous example, “said”, a frequent used
word in patent claims, acts as a definite article,
whereas Genia tags it as a verb and therefore is

Word PoS Chunk PoS Chunk
Genia Genia Final Final

the DT B-NP DT B-NP
use NN I-NP NN I-NP
of IN B-PP IN I-NP
claim NN B-NP NN I-NP
1 CD I-NP CD I-NP
, , O , O
wherein IN B-PP RP B-RP
said V B-VP DT B-NP
use NN B-NP NN I-NP
is VBZ B-VP VBZ B-VP
intramuscular JJ B-ADJP JJ I-VP
. . O . O

Table 1: Chunk detection for the example sentence
Ex1.

it not merged with the following noun into a noun
phrase. Moreover, the relative pronoun “wherein”
is labelled as an adverb or noun phrase. The
post-processing process updates the tags of certain
entries and the tag of the following word, when
needed.

Table 1 shows how the original tagging from
Genia is converted into the correct GF parse
chunks: the use (NP), of claim 1 (PP), wherein
(RP), said use (NP), is intramuscular (VP). As one
can notice, chunks are merged when needed, like
for the PP of claim 1, where the preposition was
merged with the NP into a single chunk. The same
goes for the VP chunk, as it is aimed to combine
two-placed verbs or copulas with their objects be-
fore parsing.

GF parses the corresponding English chunks to
obtain a forest of abstract syntax trees. In order
to disambiguate among the possible options, all of
them are linearised, looked up in the French corpus
and the most frequent linearisation is kept as the
best translation.

The translation sequence is done from left to
right, so that the last-occurring NP is retained, and
is used to make the agreement with VP, RP or AP.
If no such NP can be found, or if the GF gram-
mar is not capable to parse the one indicated by the
chunker, the current chunk is passed to the SMT.
In the working example, this in not necessary, and
GF grammar alone obtains a translation for the full
sentence:

1. the use → “l’ utilisation” (NP)

2. of claim 1 → “selon la revendication 1” (PP)

3. wherein → “dans laquelle” (RP agreeing with
“l’ utilisation”’)
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4. said use → “ladite utilisation” (NP)

5. is intramuscular → “est intramusculaire” (VP
agreeing with “ladite utilisation”)

Finally, chunks are combined together with the
punctuation marks, other non-included elements
and untranslated chunks in the same order as in the
source language.

3.4 Top SMT layer
The grammar-based translator already makes use
of the SMT system trained on patents to translate
the GF English lexicon. This way, the vocabulary
is disambiguated towards the biomedical domain,
but still there are non-parseable chunks with un-
known vocabulary in the lexicon that cannot be
translated using the grammar.

To gain robustness in the final system, the output
of the GF translator is used as a priori information
for a higher level SMT system. The SMT base-
line is fed with phrases which are integrated in two
different ways. In both cases SMT leads the trans-
lation since it is the system that chooses the final
reordering of the translation, GF constraints parts
of the translation.

Hard Integration (HI): Phrases with GF trans-
lation are forced to be translated this way. The
system can reorder the chunks and translates the
untranslated chunks, but there is no interaction be-
tween GF and pure SMT phrases.

Soft Integration (SI): Phrases with GF transla-
tion are included in the translation table with a cer-
tain probability so that the phrases coming from
the two systems interact. Probabilities in the SMT
system are estimated from frequency counts in the
usual way; the probabilities in the GF system are a
fixed value in the interval [0, 1] for all the phrases.
This probability is given to the chunk translation
pair as a whole, so when competing with SMT
translations that have four translation probabilities
(phrase-to-phrase and word-to-word in the two di-
rections) the probability mass is divided among
them to combine the systems in the translation ta-
ble. Notice that a probability of one for a phrase
does not imply a sure translation not only because
of this, but also because at the end, the language
model chooses the translation.

4 Results and discussion

The complete hybrid system and the individual
components introduced in Section 3 are evaluated

GF SMT

NP 2,366 (14.9%) 2,199 (13.8%)
VP 275 (1.7%) 1,302 (8.2%)
AP 1,960 (12.3%) 1,935 (12.2%)
RP 648 (4.1%) 86 (0.5%)
Other – 5,099 (32.0%)

Total 5,301 (33.3%) 10,621 (66.7%)

Table 2: Number and percentage of individual
chunks translated by the HI system.

on the patents test set both automatic and manu-
ally.

After the pre-process, the test set is divided in
15,922 chunks. From these chunks 33.3% can be
translated using the GF patents grammar, and the
remaining 66.7% must be passed to the SMT sys-
tem. Table 2 shows the concrete percentages for
every kind of chunk. Notice that GF only is de-
signed to deal with the four most frequent types of
chunks, and punctuation and conjunctions for ex-
ample are ignored by GF. For these majority cate-
gories, GF can handle half of NP and AP, almost
all RP but only 17.4% of VP.

There are several reasons why GF cannot trans-
late the chunks. In 18.3% of the cases the chunks
could not be parsed by the GF English gram-
mar. When parsed, 15.5% of the chunks could
not be translated due to missing words in the bilin-
gual lexicon and to a lesser extent 1.1% could not
be translated because of the missing information
about agreement. 31.3% of the chunks are labelled
as Other (punctuation marks, item markers, etc.)
and ignored by GF.

Splitting the sentences in chunks proved to be
crucial for the final translation. 84.7% of the frag-
ments to be translated contained at least one chunk
that could not be parsed by the English grammar,
and even more, 93.1% of the fragments contained
at least one chunk that could not be translated. So,
the coverage of a GF translation at sentence level
would be of only 6.9%. At chunk level the cover-
age increases up to 33.3%.

Still this limited coverage cannot compete with
that of a statistical system. Table 3 reports an au-
tomatic evaluation using several lexical metrics for
both GF and SMT individual systems (top rows).
This set of metrics is a subset of the metrics avail-
able in the Asiya evaluation package (Giménez and
Màrquez, 2010). For all the metrics the SMT sys-
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WER PER TER BLEU NIST GTM-2 MTR-pa RG-S* ULC

GF 60.96 50.08 58.90 26.56 5.57 22.74 38.76 29.00 16.17
SMT 27.03 17.50 25.32 63.18 9.99 44.58 71.64 72.65 67.14

HI 33.56 21.95 31.24 55.88 9.24 38.81 67.30 67.80 58.84
SI1.0 26.76 17.39 25.10 63.56 10.02 44.86 71.96 72.89 67.56
SI0.5 26.63 17.32 25.02 63.60 10.03 44.84 71.94 72.93 67.60
SI0.0 27.08 17.48 25.36 63.15 9.99 44.54 71.60 72.66 67.11

Table 3: Automatic evaluation of the baselines and hybrid systems.

SMT Tied SI0.5

Tester1 4 9 10
Tester2 3 13 7
Tester3 2 17 4
Tester4 6 5 12

Total 15 44 33

Table 4: Manual evaluation of the 23 different sen-
tences from a random subset of 100 sentences.

tem beats the GF one in a significant way. This is
mainly due to the coverage, SMT is able to trans-
late the whole sentence which is not the case of
GF. However, GF is able to deal with some gram-
matical issues that cannot be recovered statisti-
cally. The most evident example is agreement in
gender and number. Contrary to English, French
adjectives and nouns agree in gender and num-
ber and relative pronouns agree with their rela-
tive. This is taken into account by construction in
GF so that mistaken SMT translations such as “le
médicament séparée” is correctly translated as “le
médicament séparé” (the separate medicament) or
“composition pharmaceutique selon la revendica-
tion 1, dans lequel” is correctly translated as “com-
position pharmaceutique selon la revendication 1,
dans lequelle” (the pharmaceutical composition of
claim 1, wherein).

These are minor details from the point of view of
the lexical evaluation metrics however, they make
a difference to the reader. Although in few occa-
sions the understanding of the sentence is compro-
mised because of the lack of agreement, the flu-
ency of the output is not harmed.

Therefore we incorporate these well-formed
translations into the SMT system. A hard integra-
tion of the translations does not allow them to in-
teract. GF translations are always used and the sta-
tistical decoder reorders them and completes the

translation with its own phrase table. This system
is named HI in Table 3. Results are below those
of the SMT system because the system is being
forced to use the high quality translations together
with translations of elements not considered. Just
to give an example, GF will highly benefit from
incorporating a grammar to deal with compounds
and numbers. Currently these elements typical of
the domain are not specifically approached.

A softer integration of the translations is done
by the family of systems denoted by SI in Table 3.
In this case, GF translations are given a probability
which ranges from null to one with the same value
given to all the phrases. Several experiments have
been carried out for different values in the interval.
We show in the bottom rows of Table 3 just three of
them: 0, 0.5 and 1. Relative probabilities between
the systems result not to be as important as the fact
of allowing the interaction.

The combination of all the phrases improves
the translations according to all the lexical metrics
considered. There is an increment of 0.42 points
of BLEU, 0.30 of TER and 0.46 of ULC, an uni-
form linear combination of 13 variants of the met-
rics considered. Improvements are moderate be-
cause of two reasons. First, SMT translations are
already good for a start. Second, the amount of is-
sues that GF handles are limited to be reflected on
automatic metrics.

We have conducted a manual evaluation of the
translations. To do this, 100 sentences have been
randomly selected and four evaluators have been
asked to indicate the grammatically most syntacti-
cally correct translation between two options: the
SMT translation and the SI0.5 hybrid translation.
The main aspects that we evaluated were correct
agreement and properly inflected words.

For the whole testing corpus, 78.47% of the sen-
tences were identically translated by the SMT and
HMT. For our manually tested corpus, we only in-
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spected the 23 sentences where the systems had a
different output. The results can be seen in Table 4.
The hybrid system is better than the SMT one ac-
cording to the four evaluators, and the improve-
ments come from discrepancies in gender, num-
ber and agreement. The SMT translations were
preferred in the cases where the hybrid translation
failed to translate certain words, so that the final
claim has a visible hole –which makes it syntacti-
cally incorrect.

Figure 2 shows an example sentence where
these features are observed. GF is doing the gender
agreement between noun and adjective correctly
(“séparée” vs. “séparé”) but is not able to trans-
late the full sentence (“at the same time as”). The
two hybrid systems in this case are able to con-
struct the correct translation which coincides with
the reference.

5 Conclusions and future work

This work presents a HMT system for patent trans-
lation. The system exploits the high coverage of
statistical translators and the high precision of GF
to deal with specific issues of the language.

At this moment the grammar tackles agreement
in gender, number and between chunks, and re-
ordering within the chunks. Although the cases
where these problems apply are not extremely nu-
merous both manual and automatic evaluations
consistently show their preference for the hybrid
system in front of the two individual translators.

The coverage of the grammar can be extended in
order to deal with more typical structures present
in patent documents. The coverage of VP is partic-
ularly low because of the missing verbs from the
French lexicon and the syntactically complex verb
phrases –such as cascades of nested verbs, which
are not handled by the patents grammar yet. Also,
a grammar to translate compounds will be included
as they are a significant part of the biomedical doc-
uments. Moreover, the grammar component can be
extended to handle the ordering at sentence level
besides of the reordering within the chunks. This
is specially interesting to deal with languages like
German where the structure of the sentence is dif-
ferent from the structure in English for example.

The previous improvements will increase the
number of chunks that can be parsed by the gram-
mar; in order to increase the percentage of trans-
lations it is also necessary to improve the lexi-
con building procedure. An obvious improvement

would be a bilingual dictionary of idioms, so that
the translation would not just map word-to-word,
but also phrase-to-phrase.

Finally, we plan to implement another version
of the hybrid system where GF grammars are ap-
plied at an later stage –after the English chunks are
translated into French by the SMT system. The
GF grammars will be used to to restore the agree-
ment for chunks like VP, RP and AP, like before.
The main difference is that due to an earlier use
of SMT, one can capture idiomatic constructions
better, and use GF just in the end for improving
syntactic correctness.
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Figure 2: Example where GF translates with the correct gender of the adjective and the SMT completes
the untraslated words.

España-Bonet, C., R. Enache, A. Slaski, A. Ranta,
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Abstract

We present a sub-sentential alignment al-
gorithm that relies on association scores
between words or phrases. This algorithm
is inspired by previous work on alignment
by recursive binary segmentation and on
document clustering. We evaluate the re-
sulting alignments on machine translation
tasks and show that we can obtain state-of-
the-art results, with gains up to more than
4 BLEU points compared to previous work,
with a method that is simple, independent
of the size of the corpus to be aligned, and
directly computes symmetric alignments.
This work also provides new insights re-
garding the use of “heuristic” alignment
scores in statistical machine translation.

1 Introduction

Sub-sentential alignment consists in identifying
translation units in sentence-aligned parallel cor-
pora, i.e. in texts in which each sentence has been
matched with its translation. This task constitutes
the first step in the process of training most data-
driven machine translation (MT) systems (statistical
or example-based). The most prominent approach
nowadays is phrase-based statistical machine trans-
lation (SMT), where the core model is a translation
table derived from sub-sentential mappings. This ta-
ble consists in a pre-computed list of phrase1 pairs,
where each (source, target) pair is associated with
a certain number of scores loosely reflecting the
likelihood that source translates to target.

The problem of identifying sub-sentential map-
pings from parallel texts, e.g. between isolated
words or n-grams of words, is well-known, and nu-
merous proposals have been put forward to perform
this task. Those methods roughly fall into two main

c© 2012 European Association for Machine Translation.
1In this context, a phrase is a sequence of words and does not
necessarily correspond to a syntactic phrase.

categories. On the one hand, the probabilistic ap-
proach, introduced by Brown et al. (1988), consid-
ers the problem of identifying links between words
or groups of words in parallel sentences. This ap-
proach consists in defining a probabilistic model of
the parallel corpus, the parameters of which are es-
timated by a global maximization process which si-
multaneously considers all possible associations in
the corpus. The goal is to determine the best set of
alignment links between all source and target words
of every parallel sentence pair. The most famous
representatives in this category are the IBM models
(Brown et al., 1993) for aligning isolated words,
which have given rise to an impressive series of
variants and amendments (see e.g. (Vogel et al.,
1996; Wu, 1997; Deng and Byrne, 2005; Liang
et al., 2006; Fraser and Marcu, 2007; Ganchev et
al., 2008), to cite a few). Generalizing word align-
ment models to phrase alignment proves to be a
much more difficult problem, and in the view of
work of Marcu and Wong (2002) and Vogel (2005),
such alignments are generally produced by heuristi-
cally combining asymmetric 1–n word alignments
(“oriented”) in both directions (Koehn et al., 2003;
DeNero and Klein, 2007). Once the set of align-
ment links is constituted, it is possible to assign
scores to each pair of segments extracted.

On the other hand, associative approaches (also
called heuristic by Och and Ney (2003)), were in-
troduced by Gale and Church (1991). They do
not rely on an alignment model: in order to detect
translations, they rely on independence statistical
measures such as, for instance, Dice coefficient,
mutual information (Gale and Church, 1991; Fung
and Church, 1994), or likelihood ratio (Dunning,
1993)—see also more recent work by Melamed
(2000) and by Moore (2005). Computations are
generally limited to a list of association candidates
precomputed using patterns and filters, for instance,
by focusing exclusively on the most frequent word
n-grams. In this approach, a local maximisation
process is used, where each sentence is processed
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independently. Alignment links can then be com-
puted, using for instance the greedy algorithm pro-
posed by Melamed (2000) (competitive linking).

The probabilistic approach is the most widely
used, mainly due to its tight integration with SMT,
of which it constitutes a cornerstone since the in-
troduction of IBM models (Brown et al., 1993).
The two approaches have shown complementary
strengths and weaknesses, as acknowledged by e.g.
Johnson et al. (2007), where phrase associations
extracted from word alignments are filtered out ac-
cording to statistical association measures.

Anymalign, introduced in (Lardilleux and Lep-
age, 2009; Lardilleux et al., 2011a), aims at ex-
tracting sub-sentential associations, addressing a
number of issues that are often overlooked. It can
process any number of languages simultaneously, it
does not make any distinction between source and
target, is amenable to massive parallelism, scales
easily, and is very simple to implement. Anyma-
lign’s association scores have proven to produce bet-
ter results than state-of-the-art methods on bilingual
lexicon constitution tasks (evaluation performed by
comparing word associations with reference dic-
tionaries). However, Anymalign’s phrase tables
are not as good as those obtained with standard
methods (evaluation performed with standard MT
metrics) (Lardilleux et al., 2011b).

One possible explanation for these contrasted re-
sults is that, Anymalign does not compute any align-
ment at the word or at the phrase level; instead, it
directly computes translation tables along with their
associated scores. Those tables have very different
profiles than those obtained with probabilistic meth-
ods, mainly in terms of their n-gram distribution
(Luo et al., 2011). In particular, despite recent im-
provements (Lardilleux et al., 2011b), the quantity
of long n-grams produced remains relatively small
compared with Moses’s translation tables.

In this paper, we complement Anymalign with a
simple alignment algorithm, so as to better under-
stand its current limitations. The resulting align-
ments improve Anymalign’s phrase tables to a point
where they can be used to obtain state-of-the art re-
sults. In passing, we also propose a computationally
cheap way to compute ITG alignments based on
arbitrary word level association scores.

The rest of this paper is organized as follows:
Section 2 describes the alignment method in detail,
Section 3 presents an evaluation on machine trans-
lation tasks and an analysis of the results, and Sec-
tion 4 concludes and discusses further prospects.

2 Description of the Method

In a nutshell, out method segments pairs of parallel
sentences in two parts, linking the two resulting tar-
get segments with their proper translation amongst
the two source segments (monotonous or inverted
translation), and repeats this process recursively on
the segment pairs thus obtained.

This work is strongly inspired by that of Wu
(1997) and Deng et al. (2006). The former in-
troduces inversion transduction grammars, which
generate synchronized binary parse trees in source
and target languages. This formalism models both
variable-length associations at leaf (terminal) nodes,
and reorderings (inversions) at any level of the parse
tree. As we are only interested in computing align-
ment based on arbitrary lexical association scores,
we will dispense here from using the full apparatus
of stochastic grammars, yielding algorithms that
are computationally much cheaper. The latter uses
a similar concept, where more or less coarse bi-
segments are extracted from non-sentence-aligned
parallel texts by iteratively recursively applying a
top-down binary segmentation algorithm. We repro-
duce the same approach here at the sentence level,
using different local association scores.

2.1 Alignment Matrix
Our starting point are (1) a sentence-aligned bitext;
and (2) a function w measuring the strength of the
translation link between any source and target pair
of words. Several definitions of w are possible; it is
nevertheless natural to define it endogenously from
word occurrences in the bitext. The scores we will
first use will be obtained using Anymalign’s output.
We will see later that they lead to better results than
scores obtained using other standard measures.

In the following, the score w(s, t) between a
source word s and a target word t is defined as
the product of the two translation probabilities
p(s|t)×p(t|s), produced by Anymalign:

w(s,c) = p(s|t)×p(t|s)
= ∑

N
n=1[[(s,t)∈(Sn,Tn)]]kn

∑
N
n′=1[[s∈Sn′ ]]kn′

× ∑
N
n=1[[(s,t)∈(Sn,Tn)]]kn

∑
N
n′=1[[t∈Tn′ ]]kn′

=
(∑

N
n=1[[(s,t)∈(Sn,Tn)]]kn)

2

(∑
N
n′=1[[s∈Sn′ ]]kn′)×(∑

N
n′=1[[t∈Tn′ ]]kn′)

where:
• [[x]] = 1 if x is true, 0 otherwise;
• N is the number of entries (source–target

phrase pairs) in Anymalign’s translation table;
• Sn (resp. Tn) is the source (resp. target) part of

an entry in the translation table;
• kn is the count associated to the pair (Sn, Tn) in

the translation table. This figure is not by itself
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Sn Cn kn

pays countries 151,190
pays country 17,717
pays tiers third countries 10,865
les pays countries 6,284
mon pays my country 4,057
ces pays these countries 3,742
pays . country . 2,007
état country 122

w(pays,country) = p(pays|country)×p(country|pays)
= 17,717 + 4,057 + 2,007

151,190 + 17,717 + 10,865 + 6,284 + 4,057 + 3,742 + 2,007

× 17,717 + 4,057 + 2,007
17,717 + 4,057 + 2,007 + 122

' 0.121

Figure 1: Computing a score between source word
pays and target word country from a subset of a
translation table produced by Anymalign with the
French and English parts of the Europarl corpus
(Koehn, 2005).

an indicator of the quality of the entry; it is just
the number of times the translation pair has
been produced by Anymalign (see (Lardilleux
et al., 2011a) for details).

This computation is illustrated on Figure 1.
What we do here is tantamount to a very simpli-

fied version of the algorithm that is used to train
standard translation models: starting with lexical
associations, we derive by heuristic means an opti-
mal (Viterbi) alignment, from which the translation
tables are finally computed. Our procedure is much
simpler, though, as we do not iterate the procedure
(like in EM training) and directly manipulate sym-
metric representations at the phrase level.

2.2 Segmentation Criterion
The segmentation criterion described hereafter is
inspired by the work of Zha et al. (2001) on docu-
ment clustering. Their problem consists in comput-
ing the optimal joint clustering of a bipartite graph
representing occurrences of terms inside a set of
documents. We adapt it to the search of the best
alignment between words of a source sentence and
those of a target sentence.

To this end, we consider a pair of sentences (S,T )
from the parallel corpus, where the source sentence
S is made up of I source words and the target sen-
tence T is made up of J target words: S = [s1 . . .sI]
and T = [t1 . . . tJ]. Moreover, we consider “split”
indices x and y which define a binary segmentation
of the source and target sentences (the “.” symbol
refers to the concatenation of word strings):

S = A. Ā with A = [s1 . . .sx−1] and Ā = [sx . . .sI]

T = B. B̄ with B = [t1 . . . ty−1] and B̄ = [ty . . . tJ]

B B̄
t1 . . . ty−1 ty . . . tJ

s1

A
... W (A,B) W (A, B̄)

sx−1
sx

Ā
... W (Ā,B) W (Ā, B̄)
sI

Figure 2: Schematic representation of the segmen-
tation of a pair of sentences S = A. Ā and T = B. B̄.

The choice of x and y will be guided by the sum W
of the association scores between each source and
target words of a block (X ,Y ) ∈ {A, Ā}×{B, B̄}:

W (X ,Y ) = ∑
s∈X ,t∈Y

w(s, t)

These notations are summarized in Fig. 2.
Then, we define the total score of a segmentation:

cut(X ,Y ) =W (X ,Ȳ )+W (X̄ ,Y )

Note that cut(X ,Y ) = cut(X̄ ,Ȳ ). In our case, a low
value indicates that the association scores between
the words of X and that of Ȳ on the one hand, and
between the words of X̄ and that of Y on the other
hand, are low; in other words, those two blocks are
unlikely to correspond to good translations, con-
trarily to (X ,Y ) and (X̄ ,Ȳ ). We would thus like
to identify the pair (x,y) that leads to the lowest
possible value of cut(X ,Y ).

As pointed out by Zha et al. (2001), this quantity
tends to produce unbalanced segments (document
clusters in their case) because of the absence of
normalisation, which warrants its replacement by:

Ncut(X ,Y ) = cut(X ,Y )
cut(X ,Y )+2×W (X ,Y ) +

cut(X̄ ,Ȳ )
cut(X̄ ,Ȳ )+2×W (X̄ ,Ȳ )

This variant adds a density constraint on (X ,Y ) and
(X̄ ,Ȳ ), which is partially satisfied by the introduc-
tion of the denominators in the above expression.
Its values are in the range [0,2].

Our problem eventually consists in determining
the pair (x,y) that minimizes Ncut. Although effi-
cient search methods exist and are commonly used
in graph theory, our “graphs” (pairs of sentences)
are small in practice: about 30 words per sentence
in average in the Europarl corpus used in the fol-
lowing experiments. We thus content ourselves
with determining the best segmentation through an
exhaustive enumeration.

2.3 Alignment Algorithm
We can now recursively segment and align a pair
of sentences. At each step, we test every pos-
sible pair (x,y) of indices in order to determine
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procedure align(S,T ) :
if length(S) = 1 or length(T ) = 1 :

link each word of S to each word of T
stop procedure

minNcut = 2
(X ,Y ) = (S,T )
for each (i, j) ∈ {2 . . . I}×{2 . . .J} :

if Ncut(A,B)< minNcut :
minNcut = Ncut(A,B)
(X ,Y ) = (A,B)

if Ncut(A, B̄ < minNcut :
minNcut = Ncut(A, B̄)
(X ,Y ) = (A, B̄)

align(X ,Y )
align(X̄ ,Ȳ )

Figure 3: Recursive alignment algorithm.

the lowest Ncut. The worst case happens when
the matrix is cut in the most unbalanced possible
way; the complexity of the algorithm is thus cubic
(O(I×J×min(I,J))) in the length of the input sen-
tences. Using a greedy strategy only delivers sub-
optimal solutions, yet it does so much faster than
exact ITG parsing, which is cubic in the product
I×J (Wu, 1997). For a given pair (x,y), two values
are computed: one corresponds to a monotonous
alignment (Ncut(A,B)) and the other one to an in-
version of the two segments (Ncut(A, B̄)). We then
apply the process recursively on each of the two
segment pairs that correspond to the minimal Ncut.
It ends when one of the segments contains only one
word and produces 1–n or n–1 alignments. In this
approach, all words are aligned. By considering
different stopping criteria, eg. based on thresholds
on Ncut, variants of the algorithm are readily ob-
tained, which enable to balance the granularity of
the alignment with its precision, by choosing to
build larger and safer blocks (m–n alignments) in-
stead of smaller and less sure ones. We leave this
for future work. Figure 3 presents the complete
algorithm, and Fig. 4 illustrates the process on two
actual examples. In the following, we refer to this
algorithm under the name of “Cutnalign.”

The algorithm itself is independent of the size
of the parallel corpus to align, because each sen-
tence pair is processed independently. Aligning a
corpus can thus easily be made parallel: the total
running time is divided by the number of available
processors. Another advantage is that the align-
ments produced are symmetric during the whole
process, contrary to more widely spread models
such as IBM models that produce better result when
run in both translation directions and their outputs
combined using heuristics.

3 Evaluation

3.1 Description of Experiments
Our alignment method is evaluated within a
phrase-based SMT system. We use the Moses
toolkit (Koehn et al., 2007), and data extracted
from the Europarl corpus (Koehn, 2005), in
three languages: Finnish–English (agglutinating
language–isolating language), French–Spanish, and
Portuguese-Spanish (very close languages). For
each pair, we use a training set made up of
350,000 sentence pairs (avg.: 30 words/sentence in
English), and development and test sets made up
of 2,000 sentence pairs each. The systems are opti-
mized with MERT (Och, 2003). Unless otherwise
specified, a lexicalized reordering model is used.
Translations are evaluated using BLEU (Papineni
et al., 2002) and TER2 (Snover et al., 2006).

Five approaches are compared:

MGIZA++ (Gao and Vogel, 2008), implements
the IBM models (Brown et al., 1993) and the HMM
of Vogel et al. (1996). Integrated to Moses, it re-
mains the reference in the domain. It is run with
default settings: 5 iterations of IBM1, HMM, IBM3,
and IBM4, in both directions (source to target and
target to source). The alignments are then made
symmetric and a translation table is produced from
the alignments using Moses tools (grow-diag-final-
and heuristic for phrase pair extraction).

Anymalign (Lardilleux et al., 2011a), used to di-
rectly build the translation tables. As this tool can
be stopped at any time, its running time is set so that
it runs for the same duration as MGIZA++. The
same experiment is repeated by varying the length
of output phrases from 1 to 4 (see (Lardilleux et al.,
2011b) for details). In the following, we refer to it
under the names “Anymalign-1” to “Anymalign-4.”
The reordering model used in this configuration is a
simple distance-based model, because Anymalign
alone cannot provide the information required for a
lexicalized reordering model.

Anymalign + Cutnalign: we apply the algo-
rithm described in previous section to each of the
four translation tables produced by Anymalign-1
to Anymalign-4. Although every intermediary seg-
mentation step (all possible rectangles in Fig. 4) ac-
tually corresponds to a phrase pair that could be ex-
tracted and fit in a phrase-table, in our experiments,
we only rely on terminal alignment points, that are
then passed to the Moses toolkit to build new trans-
lation tables (using again the grow-diag-final-and

2Contrary to BLEU, lower scores are better.
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the level of budgetary implementation ;
le 0.037 ε 0.001 ε ε ε

niveau ε 0.591 ε ε ε ε

d’ ε ε 0.003 ε ε ε

exécution ε ε ε ε 0.060 ε

budgétaire ε ε ε 0.659 ε ε

; ε ε ε ε ε 0.287

finally , what our fellow citizens are demanding is the right to information .
enfin 0.607 0.001 ε ε 0 ε ε 0 ε ε ε ε ε ε

, 0.001 0.445 ε ε ε ε ε ε ε 0.001 ε 0.001 ε 0.001
c’ ε ε 0.001 ε ε ε ε 0 0.036 0.001 ε ε ε ε

est ε ε 0.001 ε ε ε ε 0 0.223 0.016 ε 0.001 ε 0.001
un ε ε ε ε ε ε ε ε 0.005 ε ε ε ε ε

droit ε ε ε ε ε ε ε 0 ε ε 0.084 ε ε ε

à ε ε ε ε ε ε 0.001 ε 0.001 0.003 0.001 0.018 ε ε

l’ ε ε ε ε ε ε ε ε 0.002 0.009 ε 0.002 ε ε

information ε ε ε ε ε ε ε ε ε ε ε ε 0.499 ε

que ε ε 0.002 ε ε ε 0.001 ε 0.002 0.001 ε 0.001 ε ε

réclament 0 0 ε ε ε ε ε 0.152 ε ε 0 0 0 ε

nos ε ε ε 0.171 0.004 0.001 ε ε ε ε ε ε ε ε

concitoyens 0 ε ε 0.001 0.323 0.009 ε ε ε ε 0 ε 0 ε

. ε ε ε ε ε ε ε ε 0.001 0.001 ε ε ε 0.954

Figure 4: Two examples of segmentation-alignment. The number in each cell corresponds to the value of
the function w, with 0 < ε ≤ 0.001. A null value indicates that the two words never appear together in
the translation table. Alignment points retained by the algorithm, i.e. at maximum level of recursion, are
in boldface. In the first example, the translation is monotonous except for the name/adjective inversion
(exécution budgétaire/budgetary implementation), therefore most alignment links are along the diagonal.
The second example, more complex, attests for the inversion of propositions inside the sentence.

heuristic). This approach yields more phrase pairs
as it allows to extract together segments on both
sides of a split point, e.g. le niveau/the level.

Simple probabilities + Cutnalign: the purpose
of this configuration is to evaluate the choice of w,
rather than the algorithm itself. To this end, we
use a very simple association score: the probability
that a source word and a target word are transla-
tions of one another (product of the two translation
probabilities), where this probability is computed
from their co-occurrence counts over the training
corpus. The definition of w is thus the same as in
Sec. 2.1, with two minor differences: (1) counts
are directly computed over the training bitext; and
(2) kn = 1,∀n.

Anymalign + Cutnalign / MGIZA++: This is
a combination of the MGIZA++ and Anyma-
lign+Cutnalign approaches. We do this by taking
the union of the two alignment sets. In pratice,
we simply concatenate the two alignment files pro-
duced by the aligners, and duplicate the training
bicorpus so that we end up with a new, twice as
large, training bicorpus and alignment file, from
which the phrase table is extracted.

In terms of runtime, although Cutnalign is cur-
rently implemented in a high-level programming
language (Python) and its complexity is cubic in the

length of the sentence pairs to process, the fact that
each sentence pair can be aligned independently
makes it amenable to massive parallelism if numer-
ous CPUs are available.

3.2 Results
Results are in Table 1. For each task, using the ba-
sic version of Anymalign yields worse scores than
MGIZA++-based system, even though extending
the phrase length reduces this gap by roughly a half,
except for the Finnish–English pair. Those results
are in line with (Lardilleux et al., 2011b).

Cutnalign leads to significant gains in all con-
figurations: from 1.6 to 4.6 BLEU points (fr–en,
Anymalign-1 + Cutnalign), with an average gain
of 2.6 BLEU and 2.7 TER points. Anymalign
+ Cutnalign is still 1.1 to 1.6 BLEU points be-
low in Finnish–English relatively to MGIZA++ but
produces results of comparable quality in French–
English and Portuguese–Spanish.

The “simple probabilities + Cutnalign” configu-
ration produces intermediary quality results, gen-
erally between “basic” Anymalign and Anymalign
+ Cutnalign. This shows that the function w has a
significant impact on the behavior of the alignment
method. Assuming the function used in these ex-
periments is one of the simplest possible, there is
ample room here for improvements. Merging both
phrase tables is almost always the best strategy, at
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Task System BLEU
(%)

TER
(%)

Entries
(millions)

Length of
entries

Links Length of
extracted blocks

MGIZA++ 22.27 62.92 22.2 3.24 26 1.16

Anymalign-1 18.68 67.30 11.8 1.87
Anymalign-2 17.86 68.60 4.4 2.09
Anymalign-3 18.06 68.13 3.0 2.32
Anymalign-4 18.06 68.53 2.1 2.42

Anymalign-1 + Cutnalign 21.14 63.74 7.7 3.26 62 1.45
fi–en Anymalign-2 + Cutnalign 21.14 64.69 7.5 3.27 69 1.48

Anymalign-3 + Cutnalign 20.83 64.18 7.3 3.29 73 1.50
Anymalign-4 + Cutnalign 20.64 64.52 7.1 3.29 78 1.53

Simple prob. + Cutnalign 19.09 67.09 5.5 3.23 74 1.78

Anymalign-1 + Cutnalign / MGIZA++ 22.66 62.45 27.0 3.24 44 1.30
Anymalign-2 + Cutnalign / MGIZA++ 22.68 62.91 26.9 3.24 47 1.31
Anymalign-3 + Cutnalign / MGIZA++ 22.73 62.82 26.8 3.24 49 1.32
Anymalign-4 + Cutnalign / MGIZA++ 22.78 62.11 26.7 3.24 52 1.33

MGIZA++ 29.65 55.25 25.6 4.29 31 1.17

Anymalign-1 25.10 59.36 6.1 1.27
Anymalign-2 26.60 58.16 6.3 1.99
Anymalign-3 27.02 57.96 3.9 2.29
Anymalign-4 26.85 58.00 2.6 2.42

Anymalign-1 + Cutnalign 29.65 55.22 12.9 4.21 50 1.49
fr–en Anymalign-2 + Cutnalign 29.69 55.44 13.1 4.22 48 1.48

Anymalign-3 + Cutnalign 29.26 55.49 13.0 4.23 50 1.49
Anymalign-4 + Cutnalign 29.16 55.46 12.8 4.23 52 1.51

Simple prob. + Cutnalign 27.97 56.85 10.2 3.95 54 1.62

Anymalign-1 + Cutnalign / MGIZA++ 30.02 54.81 31.9 4.24 41 1.32
Anymalign-2 + Cutnalign / MGIZA++ 29.91 54.88 31.9 4.24 40 1.32
Anymalign-3 + Cutnalign / MGIZA++ 30.22 54.94 31.9 4.24 41 1.32
Anymalign-4 + Cutnalign / MGIZA++ 29.91 54.87 31.8 4.24 42 1.33

MGIZA++ 38.53 48.46 32.2 4.30 30 1.09

Anymalign-1 35.20 50.89 5.7 1.26
Anymalign-2 36.80 49.60 5.9 1.99
Anymalign-3 36.82 49.67 3.7 2.26
Anymalign-4 36.96 49.80 2.4 2.37

Anymalign-1 + Cutnalign 37.35 49.55 17.9 4.30 50 1.32
pt–es Anymalign-2 + Cutnalign 38.96 48.04 18.0 4.30 48 1.32

Anymalign-3 + Cutnalign 38.55 48.40 17.7 4.31 50 1.33
Anymalign-4 + Cutnalign 38.56 48.37 17.3 4.31 54 1.35

Simple prob. + Cutnalign 37.71 49.04 13.9 4.09 50 1.41

Anymalign-1 + Cutnalign / MGIZA++ 38.77 48.12 37.7 4.25 40 1.20
Anymalign-2 + Cutnalign / MGIZA++ 38.69 48.39 37.9 4.25 39 1.20
Anymalign-3 + Cutnalign / MGIZA++ 38.94 48.12 37.8 4.25 40 1.20
Anymalign-4 + Cutnalign / MGIZA++ 38.82 48.18 37.8 4.25 42 1.21

Table 1: Summary of results obtained in our experiments. The first two columns (BLEU and TER)
report performance in machine translation. The two middle columns diplay various characteristics of
the translation tables: the number of entries and their length in words. The last two columns present
characteristics of the alignments prior to the production of the translation table: average number of
alignment links per training sentence pair and average length of the source part of minimal blocks
extracted (translations of the phrases that are consistent with word alignments).
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the most of much larger models.

3.3 Analysis of Alignments
One motivation for proposing this new alignment
method is that Anymalign still lacks the ability to
extract long n-gram translations in sufficient quan-
tity. In this section, we study some characteristics
of the alignments thus produced (see Table 1).

Regarding translation tables first, we observe
that those obtained from Cutnalign contain many
more entries than those produced by Anymalign
alone3 (three times more in average), except for
Anymalign-1 in Finnish–English. Nevertheless,
they are still much smaller than tables obtained
from MGIZA++, as they contain twice less en-
tries in average. In addition, the average length
of those entries is almost equal to that of those
in MGIZA++’s translation tables, while those pro-
duced by Anymalign are much shorter: producing
a translation table from alignment links allows to
make up for the lack of long n-grams as desired.

Secondly, we study the alignment links them-
selves. The column “Links” of Table 1 shows that
our method produces more alignment links than
MGIZA++: between 1.5 and 3 times more, depend-
ing on the task. The last column gives the main
reason: alignment blocks extracted by our method,
i.e. rectangles obtained at maximal recursion depth,
are always longer than minimum blocks obtained
from MGIZA++’s alignments (+ 26% in average).
Since we systematically align all source words with
all target words in such a rectangle, and since all
words of a sentence pair are therefore necessarily
aligned, the total number of alignments produced is
naturally high. This also explains the fact that the
number of entries in our translation tables is always
much lower than those obtained from MGIZA++,
as the latter produces 0–1 alignments that are at
the origin of numerous phrases extracted during the
constitution of the table by Moses (grow-diag-final-
and heuristic by default) (Ayan and Dorr, 2006).
Despite this, alignments produced by our method
lead to state-of-the-art scores in two machine trans-
lation tasks over three in our experiments.

4 Conclusion

We have presented a sub-sentential alignment
method based on a recursive binary segmentation
process of the alignment matrix between a source
sentence and its translation. Inspired by work on

3These tables were produced by running Anymalign for an
identical amount of time in all configurations, which explains
why larger values of the length parameter lead to smaller
tables—see details in (Lardilleux et al., 2011b).

alignment by Wu (1997) and Deng et al. (2006)
and work on document clustering by Zha et al.
(2001), we have shown that despite its simplicity,
this method leads to state-of-the-art results in two
tasks over three in our experiments. When fed with
Anymalign’s scores, it yields significant gains (up
to 4.6 BLEU points in French–English) in com-
parison with Anymalign alone. These experiments
confirm that Anymalign’s main handicap concerns
the translation of long n-grams. A complementary
alignment step, strictly speaking, is thus desired
in order to improve its results in machine trans-
lation. The alignment method proposed here is
simple, symmetric with respect to the translation
direction, and the use of local computations makes
it scale up easily. Many improvements are possible,
amongst which the use of early stopping criteria
during segmentation of the alignment matrix so as
to trade alignment granularity for confidence; the
use more sophisticated metrics for scoring blocks,
or the exploration of richer (e.g. ternary) segmenta-
tion schemes, enabling to account for more complex
linguistic constructs.
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Abstract

Enriching statistical models with linguis-
tic knowledge has been a major concern
in Machine Translation (MT). In mono-
lingual data, adjuncts are optional con-
stituents contributing secondarily to the
meaning of a sentence. One can there-
fore hypothesize that this secondary status
is preserved in translation, and thus that
adjuncts may align consistently with their
adjunct translations, suggesting they form
optional phrase pairs in parallel corpora.
In this paper we verify this hypothesis on
French-English translation data, and ex-
plore the utility of compiling adjunct-poor
data for augmenting the training data of a
phrase-based machine translation model.

1 Introduction

Phrase-Based Statistical Machine Translation (PB-
SMT) (Koehn et al., 2003) exploits symmetrized
word alignments (Brown et al., 1993) to form
phrase pairs that capture the translation probabil-
ities of idiomatic expressions. However, data spar-
sity is a major issue for phrase-based systems. It
affects longer phrase pairs in particular, which are
overestimated by the unsmoothed heuristic counts.
Smoothing has been proposed to improve proba-
bility estimations in the phrase table (Kuhn et al.,
2006; Foster et al., 2006), and minimal phrase
pairs to alleviate data sparsity: see the tuples of
Schwenk (2007) and the minimal translation units
of Quirk and Menezes (2006). In both cases, these
new units of translation are utilized in an n-gram
translation model that allows to capture contextual
dependencies, and their estimates are smoothed.
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Morphology has also been proposed to reduce
data sparsity, either by integrating morphologi-
cal information into the translation model or as
a preprocessing step. For instance, Nießen and
Ney (2004) propose hierarchical lexicon models
in a German-English system, with feature func-
tions to integrate different levels of morphosyntac-
tic abstraction, from full word forms to lemmas,
whereas El Kholy and Habash (2010) present dif-
ferent morphological tokenization models for Ara-
bic.

In this work we propose to use adjuncts to aug-
ment and smooth training data for machine trans-
lation. The term ‘adjunct’ is used here to refer to
both clausal adjuncts and phrase modifiers, regard-
less of the nature of the modified category, e.g.,
verbal or nominal. As optional constituents that
further qualify a complete clause or phrase, ad-
juncts can be removed from or added to a mono-
lingual sentence without affecting its grammatical-
ity. This idea is embodied most visibly in Tree-
Adjoining Grammar (Joshi, 1983) where recursion
in syntax is factored out into auxiliary lexical ele-
ments that modify initial sentences by adjunction
operation. Here, we hypothesize that adjuncts, by
their secondary semantic status, are likely to be
preserved in translation. To our knowledge, this
constitutes the first study of adjunct alignment in
parallel data, though this idea is related to the Di-
rect Correspondence Assumption (DCA) of Hwa
et al. (2002). The DCA postulates that syntac-
tic relations, e.g., between heads and arguments
or between heads and modifiers, are preserved in
translation. Hwa et al. (2002) project English un-
labeled dependency parses on Chinese data and re-
port 30.1% precision and 39.1% recall for the Chi-
nese dependencies. Another related work is that of
Dorr et al. (2002), which measured structural di-
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vergence, in terms of predicate-argument-modifier
structure, by automatically detecting regular ex-
pressions in a Spanish corpus. The detected ex-
pressions were then verified manually, and are seen
as giving a lower bound on structural divergence.
The authors found that 11% of sentences contained
divergent structures, and 35% with relaxed regular
expressions.

We measured adjunct alignment on a French-
English parallel treebank, showing that English ad-
juncts tend to be consistent with word alignments
for machine translation and to be aligned to French
adjunct-like constituents. Section 2 presents crite-
ria to identify English adjuncts in phrase-structure
parses and provides alignment measures for these
adjuncts into French.

If adjuncts can be paired by word alignments,
they can be deleted from or inserted in translation
data, thus unfolding latent translation data. The re-
sulting data can then be used to smooth the original
distribution. In this work we start by investigat-
ing the effect of adjunct deletion, which is far sim-
pler than adjunct insertion. On the linguistic side,
adjunct insertion is complicated because modifiers
are subjected by their heads to lexical and syntacti-
cal constraints, e.g., verbs take adverbial modifiers
and nouns take adjectival modifiers. And on the
computational side, adjunct deletion can be done
in the phrase-based framework, whereas adjunct
insertion requires a synchronous grammar with in-
sertion/adjunction as operation, e.g., Synchronous
Tree-Adjoining Grammar, (Abeillé et al., 1990;
Shieber, 2007). In section 3 we show how adjunct-
pair deletion from parallel data allows us to gener-
ate more training data to smooth a PBSMT base-
line. Section 4 then provides experimental results
for the smoothed model. We conclude in Section 5.

2 Adjunct alignment between French
and English

As an illustration for adjunct alignment, consider
the sentence pair in Figure 1. The English sentence
contains three adjuncts that are translated as ad-
juncts in the French sentence. The example shows
that the paired adjuncts can be of a different syn-
tactical nature, as well as the phrases they appear
in. Here, “governing existing vehicles” is a verb
phrase while “pour les véhicules existants” is a
prepositional phrase; and “there must be rules”
is only globally equivalent to “il faut trouver des
règles”. In other words, adjunct pairing can occur

relatively independently of the syntactical realiza-
tion of the involved adjuncts and of the degree of
translation equivalence of the phrases they modify.

There must be rules governing existing vehicles too .

Il faut aussi trouver des règles pour les véhicules existants .

It is-necessary too to-find rules for the existing vehicles .

Figure 1: Example sentence pair with adjunct pairs

Conversely, adjuncts are not always preserved
in translation. For instance, Example 1 presents
a case of head swapping taken from (Dorr et al.,
2002).

(1) Yo
I

entro
enter

el
the

cuarto
room

corriendo
running

I run into the room

There the manner of motion, i.e., ‘running’, is ex-
pressed by the verbal head in the English sentence
and by a modifier in the Spanish sentence while
the direction, i.e., ‘into’, is expressed by the head
in Spanish and by a modifier in English. So, while
(Dorr et al., 2002) investigated structural diver-
gence in general and not only on modifiers, we can
expect that adjuncts are not always translated as
such in the target language.

Another limitation on adjunct alignment is not
linguistic but technical. In fact, we depend on
word alignments to align adjuncts into the target
language. Consequently, to take the example of
Figure 1, one can only know that the phrase “pour
les véhicules existants” is paired with “govern-
ing existing vehicles” if the word alignments are
able to align the semi-equivalent ‘governing’ and
‘pour’ properly. An unfavorable alignment in this
case might align the English phrase with, e.g., “les
véhicules existants”.

Finally, the method we follow to identify ad-
junct pairs in the data consists in first identify-
ing English adjuncts, before aligning them to their
French counterpart using word alignments. We
identify adjuncts using a phrase-structure parser,
which allows to quickly parse very large transla-
tion corpora, but does not directly annotate mod-
ifiers. Instead one can apply categorial and dis-
tributional criteria to identify constituents that are
likely to be adjuncts. We present our identifica-
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tion criteria in section 2.1, and adjunct alignment
experiments and results in section 2.2.

2.1 Identifying adjuncts and adjunct pairs
The identification criteria for the English adjuncts
are set by manually analysing the fifty first parses
of the English Europarl corpus, parsed with the
Charniak parser. Constituent categories that func-
tion as modifiers in most cases and given some dis-
tributional constraints are subsequently regarded
as adjuncts. The identification criteria are summed
up in Table 1. The tags are those of the Penn

category parent additional restriction

ADJP NP
JJ NP
NNx NP NN/NNS right sibling
VP NP
S NP
PP 6=PP
SBAR 6=VP
RB 6=ADVP
ADVP
PRN
NP adposed: left and right comma

Table 1: English-adjuncts identification criteria

Treebank1, except for NNx, which stands for
NN(P)(S). The English adjuncts thus identified are
paired by the GIZA++ word alignments to their
French counterpart. The phrase pairs that are con-
sistent with the word alignments are then assumed
to be pairs of adjuncts.

2.2 Adjunct alignment between English and
French

To assess how well English adjuncts are aligned to
French adjuncts, we analyzed adjunct alignment in
a parallel treebank. The French treebank was ob-
tained from the automatically annotated Europarl-
section of the ‘Arboratoire’ treebank2, and con-
tains 30421 sentences and parses that roughly cor-
respond to the beginning of the Europarl corpus.
The English treebank was obtained from the En-
glish Europarl Corpus with the Charniak parser.
After aligning both treebanks with the French and
English corpora and with the GIZA++ word align-
ments trained on the whole corpus and merged
with ‘grow-diag-final’, one obtains 13620
aligned parses, sentences and word alignments.
1ftp.cis.upenn.edu/pub/treebank/doc/
manual/root.ps.gz
2http://corp.hum.sdu.dk/arboratoire.html

For each English adjunct category, we aligned
English adjuncts to their French counterparts, and
measured the relative frequency of the following
cases: (1) adjuncts pairs that are not consistent
with the word alignments (nc/A) 3 ; (2) the French
counterpart could not be located in the parse (f?);
(3) the French counterpart is not consistent with
the parse (nc/P); (4) adjuncts aligned to the empty
string (f∅); (5) the French counterpart is consis-
tent with the French parse, i.e., it corresponds to
one or more complete constituents (c/P). Measure-
ments are reported in Table 2, along with the av-
erage number of English adjuncts per sentence (r),
and upper bounds (UB) for adjunct alignment into
French.

r nc/A f? nc/P f∅ c/P UB
(%) (%) (%) (%) (%) (%)

JJ 0.98 18.4 0.4 3.0 3.5 74.7 78.2
RB 0.31 35.1 0.8 3.1 5.1 55.9 61.0
ADVP 0.63 24.0 0.9 4.9 6.4 63.9 70.3
SBAR 0.41 26.2 0.9 6.5 0.5 66.0 66.5
S 0.03 27.3 0.9 6.4 0.6 64.8 65.4
VP 0.09 30.4 0.8 6.5 0.9 61.5 62.4
PP 2.05 23.7 0.8 9.0 1.4 65.0 66.4
NNx 0.28 22.9 0.5 9.3 1.9 65.5 67.4
ADJP 0.10 26.9 0.7 9.1 1.0 62.3 63.3
PRN 0.04 19.3 4.3 10.6 5.9 59.9 65.8
NP 0.03 11.5 1.7 17.2 0.7 68.8 69.5

Table 2: English-French adjunct alignment

Depending on the category, 11.5% to 35.1%
of the English adjuncts lead to a phrase pair
that is not consistent with the word alignments.
Low alignment-consistency for the RB category is
due in part to discontinuous alignments as, e.g.,
‘not’/‘ne . . . pas’. A second informative mea-
sure for adjunct alignment is the proportion of
aligned French phrases that are not consistent with
the French parse, i.e., that fall across constituent
boundaries. The worse results are obtained for
the parenthetical PRN and adposed NP’s and are
caused by the the lack of punctuation handling of
the French parse, which results in wrong attach-
ments. The latter issue also concerns the categories
PP, ADJP and NNx . Consequently, figures for
these categories can be partially imputed to parsing
quality. What remains are English adjuncts align-
ing to zero, one or more French constituents, with
3A phrase pair is consistent with word alignments iff none
of the words in one of the two phrases is aligned outside the
other phrase, see also (Koehn et al., 2003).
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figures varying between 61.0% for RB and 78.2%
for JJ. We interpret these figures as an upper bound
on adjunct alignment under word alignments, and
with the restriction that our identification criteria
also include a portion of false adjuncts.

To try and answer how often aligned, parse-
consistent French constituents are also adjuncts,
we then looked at their categorial tag(s). Depend-
ing on the category, English adjuncts have 52 to
1952 different projections on the French side. This
has to do with the number of tags used by the
Arboratoire treebank, 37, all of which but one ap-
pear in the projections, in combination with a flat
parse structure. To simplify the analysis, we only
looked at the three most frequent projections for
each category. Results are displayed in Table 3,
showing a fairly high dispersion of the projections:
in the worst case of VP, the three first projections
cover only 38.6% of all 229 cases. In the best case
with RB, 84.1% of adjuncts are covered.

category three most frequent projections (%) LB

JJ ADJ - 69.0 N - 10.1 NUM - 3.0 64.8
RB ADV - 78.5 ADJ - 3.5 N - 2.1 51.1
ADVP ADV - 60.4 PP - 5.8 ADJ - 3.0 50.6
SBAR FCL - 35.1 PP - 6.2 NP - 4.3 30.6
S PP - 45.7 ICL - 6.3 PRP ICL - 2.2 35.7
VP ICL - 18.6 FCL - 10.2 V-PCP2 PP- 9.8 30.2
PP PP - 55.1 PP PP - 7.0 NP - 3.5 44.0
NNx N - 35.2 ADJ - 26.6 PP - 14.5 28.8
ADJP ADJP - 29.7 PAR - 9.4 N ADJ - 6.6 29.5
PRN NUM - 29.9 N - 11.6 NP - 10.5 37.0
NP NP - 28.6 PROP - 24.6 PROP NP - 11.2 45.0

Table 3: Most frequent French projections

The most frequent projections illustrate that En-
glish adjunct constituents tend to be aligned to
French constituents of comparable nature. The
only noticeable anomaly is that of NNx aligning to
N in French. French uses much less nominal qual-
ifiers than English, and a closer look reveals that in
most cases, the NNx constituent was translated by
a PP modifier in French, but that the word align-
ments aligned it to the PP’s nominal constituent,
instead of the entire PP.

With the exclusion of the NNx→N derivation,
taking the proportion of parse-consistent French
constituents with the three most frequent projec-
tions, and adding it to the proportion of null-
aligned English adjuncts gives a lower bound (LB)
on adjunct alignment. The resulting lower-bound
figures displayed in Table 3 could be much refined.
On one hand, we assume here, based on a succinct
qualitative analysis of the data, that all first three

projections, excepted NNx→N, actually concern
French adjuncts; on the other hand, considering
more projections for each category is bound to in-
crease figures.

3 Smoothing a PBSMT model by
factoring out adjuncts

Figure 2 shows a schematic view of the proce-
dure to smooth a phrase-based model by adjunct-
pair deletion. We train a baseline using the Moses
toolkit (Koehn et al., 2007). Besides, the training
data and the word alignments trained on this data
are used to generate new training data by adjunct-
pair deletion; Section 3.1 explains how this is
done. We then execute part of the Moses training
to extract and score phrase pairs from the gener-
ated data. Finally, the resulting model is interpo-
lated with the baseline as explained in section 3.2.

Baseline
training data

//

��

Adjunct-pair
deletion

// Generated
training data

��
Moses

Model training

��

Moses
partial training

��
Baseline

phrase pairs

&&NNNNNNNNNNN

Generated
phrase pairs

xxppppppppppp

Smoothed
model

Figure 2: Building a smoothed model

3.1 Training-data generation
We identified 4.9M English adjuncts in the 0.95M
parsed sentences of the English Europarl corpus,
3.7M of which lead to consistent phrase pairs. For
each sentence pair, we try to generate as many
sentence pairs and associated word alignments as
there are combinations of adjunct pairs. Data
growth is then exponential, and we obtain 95M
possible adjunct combinations, though more than
half of these contain overlapping adjuncts. To fur-
ther limit the amount of generated data, combina-
tions are filtered based on the distance between ad-
juncts. This filtering is combined with measures to
control the quality of the generated data. These
measures lead to the generation of 9.4M sentence
pairs, which can be further brought down by a
language-model filter. Next we flush out the de-
tails of the filtering methods and explain how we
interpolate the model trained on the original data
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with the model trained on the thus generated data.

Distance-based filtering
Deleting adjunct-pair combinations allows to ob-
tain more phrase pairs than would be possible by
deleting adjunct pairs separately. However, as
phrase length is typically limited in phrase-based
models, there is no benefit in deleting combina-
tions of distant adjunct pairs. We therefore only
considered combinations in which all English ad-
juncts are separated by less than lM − 1 tokens,
where lM is the maximum phrase length. Note that
using only the distance between English adjuncts
relies on the assumption that French adjuncts will
be distant if their English counterparts are.

Adjunct-gap junction correction
As adjuncts can be marked typographically, typ-
ically by surrounding commas, we try to prevent
adjunct deletion from resulting in incorrect se-
quences of punctuation marks. A sequence of at
least two of the following tokens is considered in-
correct, as is the occurrence of any of these tokens
at the start of a sentence:

, . : ; ? ! - .. ...

We try to remove misplaced punctuation marks as
follows: if punctuation is aligned to the empty
string or if it is aligned to something together with
some other token, then it is deleted; if punctuation
is aligned to a punctuation mark, and no other to-
ken is aligned to that punctuation mark, then punc-
tuation is deleted on both sides. Sentence pairs
that contain sequences of incorrigible punctuation
marks are discarded.

Conversely, one also uses punctuation to try and
increase the number of potentially interesting ad-
junct pairs: If a given adjunct pair is found not to
be consistent with word alignments, one tries to
extend it to adjoining punctuation.

A second measure aiming at improving the qual-
ity of the generated data consists in ensuring that if
an English adjunct is deleted just after the indefi-
nite article ‘a’/‘an’, the form of the article is mod-
ified to account for the first letter of the new fol-
lowing word: ‘a’ is changed to ‘an’ if it is now fol-
lowed by a vowel, and likewise for the form ‘an’.

Language-model filter
A final filtering measure consists in comparing the
language-model probability PLM of each gener-
ated French sentence f and English sentence e
with that of the French sentence f0 and the English

sentence e0 they are generated from. Sentences are
corrected for length, and an additional threshold k
is used to control the amount of generated data.
Accordingly, only those sentence pairs that satisfy
the following equations are actually generated:

PLM (e)1/|e| ≥ k · PLM (e0)1/|e0| (1)

PLM (f)1/|f | ≥ k · PLM (f0)1/|f0| (2)

3.2 Model smoothing
The baseline’s translation model is smoothed by
linear interpolation with the model trained on the
generated data, following Equation 3.

φI(s̄|t̄) = λφB(s̄|t̄) + (1− λ)φA(s̄|t̄) (3)

where φB(s̄|t̄) and φA(s̄|t̄) are the translation
probability distributions in the baseline and the
new model, respectively. The probability distribu-
tions are normalized to ensure model consistency
4 .

We used either a constant interpolation param-
eter λ or one inspired from the Good-Turing esti-
mate. In this case, the probability mass allocated
to the probability distributions φA(•, t̄) increases
with the relative frequency of single-occurrence
phrase pairs with a constituent t̄. The interpolation
parameter λ(t̄) is defined by:

1− λ(t̄) =
n1

n1 + N
(4)

where n1 is the count of single-occurrence phrase
pairs, and N the total count of phrase pairs with
a constituent target phrase t̄. As most target con-
stituent phrases in the baseline are associated with
singleton phrase pairs, adding n1 to the denomi-
nator of Equation 4 ensures that 1 − λ(t̄) never
reaches 1. To prevent the opposite, 1 − λ(t̄) is set
to 10−4 by default.

The phrase-pair tables contain both translation
probability estimates conditioned on the target
phrases, and inverse translation probability esti-
mates conditioned on the source phrases. Interpo-
lation is performed for both distributions.

Probabilities in the reordering model are esti-
mated individually for each phrase pair, conse-
quently one can directly enrich the reordering ta-
ble with the new model’s table without smoothing.
The enriched reordering model consists therefore
of the baseline model and of the new model’s re-
ordering probabilities for the phrase pairs in A−B.
4The normalization factor is λ, 1 or 1 − λ, depending on
whether the conditioned target phrase is known to the base-
line model only, to both models, or to the new model only.
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4 Experiments

The basic set-up for the experiments uses the 2007
Workshop on Machine Translation (WMT07)
baseline’s training data. The generated train-
ing data is obtained with a language-model filter
threshold k = 0.7, yielding 4M sentence pairs.
Models are built to decode from French to English.
The tuning parameters of the baseline are re-used
for the smoothed models.

We used four test sets: the in-domain WMT07
test set devtest, the out-of-domain WMT07 test
set nc-test, an adjunct-poor test set adjpoor
and a second out-of-domain test set hansards
derived from the Hansards corpus.

The adjpoor test set is derived from
devtest by adjunct-pair deletion, following the
same procedure as for the training data: The new
test set contains the sentence pairs that are gener-
ated by removing combinations of adjunct pairs in
devtest, without replication of the original sen-
tence pairs. The language-model threshold is set to
1.0 in order to enhance the quality of the generated
sentence pairs while limiting their number. The
resulting test set consists of 8586 sentence pairs.
While not all sentence pairs are equally grammati-
cal, the test set allows to compare the performance
of the generated models and of the baseline on
adjunct-poor data.

The hansards test set consists of the 2000
first non-comment sentence pairs of the Hansards’
House Debates Test Set, where non-comment sen-
tence pairs are defined as ones for which the En-
glish sentence ends with a period. The selected
sentence pairs are tokenized and lowercased as for
the WMT07 test sets.

4.1 Results
Table 4 reports the BLEU scores obtained by the
baseline and the smoothed models when varying
the amount of generated data with the language-
model filter, and using two interpolation parame-
ters, λ = 0.999 or the Good-Turing inspired λGT .

The smoothed models perform only slightly bet-
ter than the baseline on the in-domain test set
devtest, but significantly 5 on the adjpoor
test set. We found that giving more weight to the
generated data, using λ = 0.99 and λ = 0.9, de-
5Significance was measured at p = 0.05 through approximate
randomization, using FastMtEval:
http://www.computing.dcu.ie/˜nstroppa/
softs/fast_mt_eval.tgz.

devtest adjpoor nc-test hansards

baseline 32.47 33.18 24.41 22.24

TDG = 1M :
λ = 0.999 32.47 33.31 24.42 22.18
λGT 32.50 33.30 24.44 22.09
TDG = 4M :
λ = 0.999 32.52 33.35 24.38 22.16
λGT 32.51 33.49 24.42 22.12

Table 4: BLEU scores in basic set-up

creased model performance. The benefit of gener-
ating more training data is seen best on adjpoor
with λGT . In the rest of this document, results are
reported for a model smoothed with λGT .

Table 5 reports the BLEU scores obtained by the
baseline and a smoothed model with λGT when
trained on the first 10000 sentence pairs of the nor-
mal training set. With a small training set, the

devtest adjpoor nc-test hansards

baseline 25.94 26.24 15.77 16.56
smoothed 25.97 26.16 15.67 16.66

Table 5: BLEU scores with a small training set

smoothed models still perform but slightly better
than the baseline. However, they now fail to out-
perform the baseline on the adjpoor test set.

To assess whether the lack of improvement
could be related to the asymmetry of the adjunct-
deletion process, we used the generated data to
smooth an English-to-French model, but this pro-
vided inconclusive again.

We found that the smoothed model could per-
form significantly better than the baseline, both on
devtest and adjpoor, if one uses the tuning
parameters of the smoothed model instead of those
of the baseline. Results are given in Table 6.

devtest adjpoor nc-test hansards

baseline 32.31 33.56 24.55 22.27
smoothed 32.50 33.79 24.46 22.27

Table 6: Effect of retuning

The language model used by the decoder is
trained on the training data of the baseline, and
as such it may penalize new phrase pairs. As a
last experiment, we interpolated a language model
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trained on the baseline data with one trained on
the generated data, with an interpolation parameter
value of 0.999. We did not retune the model, but
re-used instead the tuning parameters of the base-
line with a language model trained on it. Results
are reported in Table 7. These results are nearly

devtest adjpoor nc-test hansards

baseline 32.47 33.18 24.42 22.23
smoothed 32.52 33.50 24.40 22.10

Table 7: Effect of an interpolated language model

identical to those of Table 4, indicating that there is
no benefit in using an interpolated language model.

4.2 Results Analysis
To understand why the smoothed model shows
only a minor improvement over the baseline, we
looked at the repartition of new phrase pairs at dif-
ferent stages of decoding, and we measured the
proportion of test sentences affected by smoothing.

Model contents While the deletion of adjunct
pairs allows to generate many new phrase pairs,
only few of them are selected by the decoder. Ta-
ble 8 gives the size of the smoothed model and the
repartition of its phrase pairs at three stages: in the
training table, in the test-set filtered table, and in
the phrase pairs used by the decoder. Phrase pairs
are partioned in the following categories: phrase
pairs contained in the baseline’s training data only;
phrase pairs contained both in the baseline’s train-
ing data and the generated data; generated phrase
pairs providing new translation options for source
phrases that are known to the baseline; generated
phrase pairs containing a source phrase unknown
to the baseline.

table base. shared trans. new
size only options input

(%) (%) (%) (%)

training 67.1M 10.4 52.0 7.2 30.4
filtered 4.84M 10.0 72.9 17.0 0.2
decoding 26.7k 1.4 98.4 0.0 0.2

Table 8: Model contents

When tables are filtered for decoding, the
proportion of phrase pairs providing new input
phrases shrinks, showing that the smoothed model
brings proportionally little input phrase pairs that
match the test data. Nearly all phrase pairs used for

decoding are shared by the baseline and the gener-
ated table, while none of the generated phrase pairs
with new translation options are used. It may be in-
teresting to note that regardless of their origin, all
the phrase pairs used at decoding have a target con-
stituent that is used both by baseline and generated
phrase pairs. Consequently, even when a generated
phrase pair with a new input is used, it provides the
system with an existing translation option.

Effect on output translation As the contribu-
tion of the enriched models in terms of phrase pairs
is minimal, it is interesting to see how many out-
put sentences actually differ from the baseline. Ta-
ble 9 gives the number of sentences with a dif-
ferent translation and the associated BLEU scores
for each test-set in the basic set-up. When transla-
tion output is identical, one distinguishes sentences
with an identical or a different segmentation.

devtest adjpoor nc-test hansards

6= translation 645 3722 687 597
BLEU base 29.73 29.71 22.95 20.77
BLEU smoothed 29.81 30.31 22.99 20.44

6= segmentation 488 2504 440 460
= segmentation 867 2360 880 943
BLEU 34.88 36.38 26.10 23.84

Table 9: Effect of the models on output translation

Table 9 shows that although the enriched model
contributes few new phrase pairs, output transla-
tion is different for 30% to 43% sentences, indicat-
ing that the smoothed probability estimates lead to
a different choice of output phrases. This is also
reflected by the number of identical translations
with a different segmentation (22% to 29%). Note
that differences seem very localized, as they tend
to concern sequences of two phrases only.

If one only considers different translations, the
improvement of the smoothed model over the
baseline on devtest is slightly higher than over-
all, but still not significant. It does however indi-
cate that smoothing helps to improve results.

5 Conclusion

We presented projection figures for English ad-
juncts into French adjunct-like categories, report-
ing upper-bound values varying between 61.0%
to 78.2% depending on the adjunct category, and
lower-bound values between 28.8% and 64.8%.

Besides, we presented a novel way of enriching
a PBSMT model by factoring out adjuncts. We
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found that a model enriched in this manner only
leads to a minor improvement over the baseline.
Our system could be improved, notably by extend-
ing the class of adjuncts to account for other op-
tional constituents that do not have the status of
modifiers, e.g., coordinated elements.

However the main hurdle for our system is
that one can only remove adjuncts, and not add
any. Consequently, our system performs best on
adjunct-poor data, but that is not generally the na-
ture of translation data. Therefore we think that it
would be interesting to use adjuncts as a label in a
basic SCFG as that of Chiang (2005).

Finally, it would be interesting to investigate the
effect of adjunct-pair deletion on other language
pairs. While we relied on structural similarity be-
tween French and English to align adjuncts, the no-
tion of adjunct is not only syntactical but also has
semantic, and therefore cross-linguistic value. Fu-
ture research might tell whether there is more to
gain from adjunct-pair deletion on language pairs
that are harder to translate.
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Abstract

We show in an empirical study that not
only did all cross-lingual alternations of
verb frames across Chinese–English trans-
lations fall within the reordering capacity
of Inversion Transduction Grammars, but
more surprisingly, about 97% of the alter-
nations were expressible by the far more
restrictive Linear Transduction Grammars.
Also, about 71% of the cross-lingual verb
frame alternations turn out to be mono-
tonic even for diverse language pairs such
as Chinese–English. We also observe that
a source verb frame alternation pattern
translates into a small subset of the possi-
ble target verb frame alternation patterns,
based on the construction of the source sen-
tence and the frame set definitions. As a
part of our evaluation, we also present a
novel linear time algorithm to determine
whether a particular syntactic alignment
falls within the expressiveness of Linear
Transduction Grammars. To our knowl-
edge, this is the first study that attempts
to analyze the cross-lingual alternation be-
havior of semantic frames and the extent of
their coverage under syntax-based machine
translation formalisms.

1 Introduction
In this paper we present a first empirical study on

the cross-lingual verb frame alternations by align-
ing semantic role fillers in parallel sentences. We
evaluate how many of these alignments fall within
the expressiveness of two well known syntax based
machine translation formalisms: Inversion Trans-
duction Grammars (Wu, 1997) and Linear Trans-
duction Grammars (Saers, 2011). As a part of our
evaluation, we discuss the reordering of semantic
roles within a frame and across frames within a sen-
tence. We also present a novel algorithm to deter-
mine whether there exists a canonical parse for an
alignment under Linear Transduction Grammars.

© 2012 European Association for Machine Translation.

While recent years have seen continued improve-
ments in the accuracy of SMT using tree-structured
and syntactic models (Wu, 1997; Wu and Chi-
ang, 2009; Wu, 2010; Wu and Fung, 2009b,a),
only a few attempts (Wu and Fung, 2009b) have
been made towards using semantic roles to guide
SMT. Recent studies (Wu and Fung, 2009a) show
that most of the glaring errors made by statistical
machine translation systems are a result of con-
fused semantic roles which result in serious mis-
understanding of the essential meaning. Seman-
tic roles have also been successfully used in eval-
uating translation utility (Giménez and Màrquez,
2007, 2008; Callison-Burch et al., 2007, 2008; Lo
and Wu, 2011a,b). However, no effort has been
made to identify the reordering of semantic role
fillers across languages. Such an analysis is inter-
esting for two reasons: (1) to determine how much
reordering we really need in order to preserve mean-
ing while translating, and (2) to determine which
existing syntactic SMT models have an inherent
bias towards such a reordering. The first reason
helps us determine an upper bound on the expres-
siveness and hence the computational complexity
of the syntactic models. The second enables us to
choose syntactic SMT models that can be adapted
to incorporate semantic knowledge. Such a system
should theoretically be able to capture semantically
valid syntactic generalizations, thereby improving
translation accuracy.

To fulfill the above requirements, we evaluate
two well known syntax-based machine translation
formalisms: Inversion Transduction Grammars or
ITGs (Wu, 1997) and Linear Transduction Gram-
mars or LTGs (Saers, 2011). As discussed in Wu
(1997), ITGs allow nearly all possible reorderings
(22 out of 24) given up to four semantic role la-
bels within a semantic frame. Further, various
forms of empirical confirmation for the effective-
ness of ITG expressivity constraints (Zens and Ney,
2003; Zhang and Gildea, 2005, 2004) motivate us
to choose it as a likely candidate. Though ITGs are
far more constraining than other higher order syn-
tax directed transduction grammars and IBM mod-
els, it would be interesting to see how far an even
more constrained model is able to handle reorder-
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ings of semantic role fillers. For this purpose, we
choose LTGs which are bilingual generalizations of
linear grammars and highly constrained compared
to the ITGs (Saers et al., 2011).

In order to identify reorderings that produce se-
mantically good translations, one should approach
the task of aligning semantic role fillers carefully.
Such an alignment should accurately match at least
the corresponding basic event structure “Who did
what to whom, when, where and why” in both
source and target languages in order to preserve
meaning (Pradhan et al., 2004). Further, a com-
plete analysis of the syntactic alignments generated
as a result of aligning semantic role fillers entails ex-
amining the reordering of roles both within a frame
and across all the frames in one sentence. The pos-
sibility that an exact alignment might not exist at
all even for semantically valid translations should
also be considered.

In this paper, we present an empirical study
of the semantic reorderings as a result of align-
ing cross-lingual semantic role fillers. We also de-
termine to what extent the alignment constraints
of ITGs and LTGs permit such reorderings. We
use semantically annotated Chinese–English paral-
lel resources and manually align the semantic role
fillers. In order to identify the alignments permit-
ted by LTGs we propose a novel linear time al-
gorithm. Our results indicate that ITGs permit all
the syntactic reordering occurring from aligning se-
mantic role fillers. Interestingly, we also show that
about 97% of the alignments are handled by LTGs.
We also observe that all the verb frame alterna-
tions of semantic frames fall within the reordering
capability of both LTGs and ITGs.

The rest of the paper is organized as follows. In
the next section, we state and prove an algorithm
to determine whether an alignment corresponding
to a given permutation can be parsed by a bracket-
ing linear transduction grammar. In section 3, we
describe our experimental setup. Results and the
conclusion follow in sections 4 and 5.

2 LTG parsability algorithm
In this section, we present a linear time algorithm

to determine whether or not there exists a canoni-
cal parse for an alignment under LTGs. Although,
LTGs are restricted forms of ITGs, the algorithm
for determining whether a permutation correspond-
ing to an alignment can be parsed by a LTG is
not a special case of the linear time skeleton al-
gorithm for binarization of synchronous grammars
(Huang et al., 2009). The linear time skeleton algo-
rithm builds canonical binarization trees by reduc-
ing greedily but such an approach would not work
for a LTG. For example, the permutation [3, 2, 0, 1]
which can be parsed by an LTG reduces to 2-3, 0-1
on the stack which cannot be further reduced.

We propose an algorithm that makes use of a
technique similar to top-down parsing of bisen-
tences using linear transduction grammars. The
algorithm is as shown in the procedure parsable.
In order to prove the correctness of the algorithm,
we use the definition of permuted sequence from
Huang et al. (2009) but we redefine proper split in
the context of BLTGs. The proof is as follows:
Definition 1. A permuted sequence is a per-
mutation of consecutive integers. If a permuted
sequence of sequence a can be split into the con-
catenation of a permuted sequence b and a single
element of permutation α such that a = (b;α) or
a = (α;b), then the corresponding split is called
the proper split of a.

The definition of a proper split implicitly im-
poses the constraints of a linear transduction gram-
mar. Restricting one of the elements in a split to
be a single element in the permutation is equiv-
alent to allowing at most one nonterminal in the
right hand side of productions. The definition of
a permuted sequence enforces the projection con-
straints of transduction grammars by allowing no
gaps in the reorderings within a constituent.
Lemma 1. A split a = (b;α) or a = (α;b) is
proper if and only if α = max(a) or α = min(a).

Proof. We prove both the forward and reverse im-
plications as follows:

1. If (b;α) is a proper split of a, then b is a per-
muted sequence. From Definition 1, all the
elements in b should be consecutive.Hence α
is either greater than all the elements in b or
less than all the elements in b which implies
α = max(a) or α = min(a) respectively. Simi-
lar conclusions can be made for the case when
a = (α;b).

2. If α = max(a) and there exists a split of a such
that a = (b;α), then b is a permuted sequence
from [min, . . . ,max− 1]. This makes (b;α) a
proper split. Similarly, when α = min(a), b is
a permuted sequence from [min+ 1, . . . ,max]
and (b;α) is a proper split. The case when
a = (α;b) is similar.

Lemma 2. If a is a permuted sequence covering
[min, . . . ,max], and there exists a proper split of
a such that a = (b;α) or a = (α;b), then b is a
permuted sequence covering [min, . . . ,max − 1] or
[min+ 1, . . . ,max].

Proof. From Lemma 1, α = max(a) or α = min(a).
Therefore, b covers the range [min, . . . ,max − 1]
or [min + 1, . . . ,max] according to whether α is
max(a) or min(a) respectively.
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Procedure parsable(a,min,max)
input : A permuted sequence a of range [min, . . . ,max]
output: true or false depending on the whether or not a is BLTG parsable
begin

if max−min+ 1 = 1 then // base case
return true

else
if first(a) = min then // a = [α : b]

shift(a) // remove the first element of a
return parsable(a,min+ 1,max)

else if first(a) = max then // a = ⟨α : b⟩
shift(a)
return parsable(a,min,max− 1)

else if last(a) = min then // a = ⟨b : α⟩
pop(a) // remove the last element of a
return parsable(a,min+ 1,max)

else if last(a) = max then // a = [b : α]
pop(a)
return parsable(a,min,max− 1)

else
// no proper split exists
return false

Definition 2. A permuted sequence a is said to be
parsable if:

1. a is a permuted sequence of size 1 i.e., a = (α)

2. there exists a proper split of a containing a
permuted sequence b, which is also parsable.

This is a recursive definition and associates a hi-
erarchical tree structure with each permutable se-
quence. The tree structure is equivalent to the bi-
parse tree which parses the alignment represented
by the permutable sequence. For the sake of com-
pleteness, we define the parse tree below:
Definition 3. A parse tree t(a) of a parsable se-
quence a is either:

1. α if a = (α), or

2. [α t(b)] if a = (α;b) and α = min(a), or

3. ⟨t(b) α⟩ if a = (α;b) and α = max(a), or

4. [t(b) α] if a = (b;α) and α = max(a), or

5. ⟨α t(b)⟩ if a = (b;α) and α = min(a) where
t(b) is the parse tree of b.

We use the same notation as Wu (1997) for rep-
resenting the straight and inverted configurations.
We also note that there might exist more than one
parse tree for a parsable sequence but we are inter-
ested only in whether or not there exists at least
one parse tree.

Theorem 1. Procedure parsable runs in time lin-
ear to the length of the input and succeeds (i.e.,
returns true) if and only if the input permuted se-
quence a is parsable.

Proof. 1. If the procedure returns true, then a is
binarizable as we can recover a parse tree from
the algorithm.

2. If a is parsable, then the procedure must re-
turn true.

We prove this by a complete induction on n,
the length of a.

Base case: n = 1, trivial. Assume that the
condition holds for all n′ < n.

From Definition 2, if a permuted sequence is
parsable then there exists a proper split. We
check for all possible values of α in a proper
split (see Lemma 1 and Definition 1). By in-
duction hypothesis, the procedure succeeds as
the procedure is called on a permuted sequence
of length n− 1 after the first split.

As the procedure is recursively called a max-
imum of n times where n is the length of a
and each procedure call takes O(1) time, the
algorithm is linear with respect to the length
of the input. The total complexity is O(n).
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Figure 1: An example of nested semantic role fillers

3 Experimental setup
3.1 Semantic role alignment

As a first step in our experiment, we would like
to identify semantic role fillers in the target lan-
guage sentence that match the basic event struc-
tures of “Who did what to whom, when, where
and why” in both source and target sentences. We
use a randomly sampled subset of 100 sentence
pairs from the Chinese–English parallel corpus de-
rived from Phase 2.5 of the DARPA GALE pro-
gram. The Chinese and English sentences are an-
notated with gold-standard semantic roles in Prop-
bank Style and belong to the news wire genre. We
use a bilingual speaker to manually align the se-
mantic roles. We do not attempt to automatically
align semantic role fillers with identical semantic
role labels in a frame as the gold standard annota-
tion was done monolingually leading to a possibil-
ity of mismatch between the source and target role
fillers.

The aligner was instructed to align role fillers
that are precise translations of each other. First
the predicates corresponding to different frames in
source and target sentences are aligned. For each
aligned predicate, the role fillers for the frame mod-
ifiers are aligned. We assume that if there is not an
exact match between predicates in source and tar-
get sentences, none of the role fillers for the other
modifiers can be aligned. Such a scenario would oc-
cur only when the source sentence is paraphrased
using a totally different construction in the target
language and we ignore such sentence pairs. We
only found one such example in our sample and it
is shown below:

Source: 报道说，今年以来英国有关征收 “绿色税”
的争论和猜测不断。

Gloss: Report said , this year throughout Britain re-
lated levying “green tax” ’s controversy and speculation
did not stop .

Target: According to the report , “green taxes ”
have come under constant controversy and speculation in
Britain this year .

One can notice that both source and target sen-
tences convey the same semantic information but
have no predicates that can be aligned. While the
source sentence has two predicates 征收 (levy) and
不断 (did not stop), none of them match with the
predicate in the target sentence which is “come”.
We assume that such constructions are rare enough
in parallel corpora and treat them as an exception
rather than a rule.

We also do not align partially matching seman-
tic role fillers i.e., semantic role fillers that do not
contain the same level of information. We have ob-
served that such a mismatch primarily occurs due
to the independent annotation of the source and
target corpora.

3.2 Extracting semantic reorderings
We extract the semantic reordering information

from the manually aligned semantic role fillers both
within a single frame and across all the frames in
a sentence. While extracting the reorderings we
ignore the tokens that: (1) correspond to an un-
aligned semantic role filler and, (2) are not anno-
tated with any semantic role. Tokens that are not
annotated with any semantic role perform the task
of providing the syntactic structure to the meaning
contained in the semantic role fillers in a sentence.
As our goal is primarily to identify the kind of re-
orderings necessary to preserve meaning we do not
deal with these tokens.

Semantic role fillers may contain nested semantic
frames. So a bispan corresponding to a semantic
role filler alignment might contain bispans corre-
sponding to other semantic roles. This leads to
a hierarchical or a compositional syntactic align-
ment between source and target sentences. How-
ever, preserving the compositionality of the syn-
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Figure 2: An example of a semantic alignment not parsable by LTG

tactic alignments adds little value in understand-
ing the syntactic reordering necessary to preserve
meaning. For example, if a semantic role filler con-
tains a nested semantic frame (or frames) then all
the semantic information contained in the encom-
passing role filler is captured by the role fillers in
the nested frame (or frames). An example is shown
in figure 1.

So we extract an alignment permutation by iden-
tifying the mapping between disjoint semantic role
fillers among all the frames in a sentence. We did
not encounter any non-disjoint alignments between
the role fillers, and we could successfully extract
a permutation from all the sentence pairs. In the
next stage of the experiment we evaluate whether
a given permutation falls within the reordering ca-
pacity of ITGs and LTGs.

3.3 Evaluating alignments
We evaluate the alignments of the semantic role

fillers both within a frame and across all the frames
in a sentence. The reordering within a frame indi-
cates the relation between the cross-lingual verb
frame alternation patterns. We also extract the
alignments of disjoint semantic role fillers across
all the frames in the sentence pairs as discussed
in the previous subsection. In both the cases, we
determine whether or not there exists a canonical
parse for the alignment using an ITG or an LTG.
For this purpose we use the shift reduce algorithm
proposed in (Huang et al., 2009) for ITGs and the
algorithm proposed in Section 2 for the LTGs.

4 Results
We observed that all the cross-lingual alterna-

tions of verb frames fall within the reordering ca-
pability of both LTGs and ITGs. We did not find
any semantic frames which had more than four
arguments (including the predicate) in our sam-
ple. Both LTGs and ITGs are capable of gener-
ating all possible alternations for semantic frames
up to three arguments. In the case where there
were four arguments we did not encounter any
examples where the role fillers formed an inside-
out ([2, 0, 3, 1] or [1, 3, 0, 2]) which both LTGs and
ITGs cannot generate, nor did we find constituent
swapping ([2, 3, 0, 1]) or serial inversion ([1, 0, 3, 2])

which LTGs cannot generate. Note that this result
corresponds to the alignment of semantic role fillers
within one frame. The alignment of semantic role
fillers across all the semantic frames in a sentence
is discussed in the next subsection.

4.1 LTGs have high semantic alignment
coverage

We observed that the alignment of the semantic
role fillers across all the frames in a sentence fall
within the reordering capacity of ITGs for all the
sentence pairs in our sample. We did not find any
translations of semantic frames wherein the role
fillers formed an inside-out alignment. This ob-
servation is consistent with the universal language
hypothesis of ITGs (Wu, 1997).

Surprisingly, for about 97% of the sentences, the
generated alignments could be expressed by the far
more restrictive Linear Transduction Grammars.
There were only three sentence pairs that had re-
ordering of verb frame alternations which could not
be parsed by an LTG. All the alignments that could
not be parsed by an LTG contained the serial in-
version permutation pattern which can be parsed
by an ITG but not by an LTG. Figure 2 shows an
example.

In Figure 2, the order of the arguments in two ad-
jacent semantic frames is inverted. Although, the
alternation of each semantic frame can be indepen-
dently parsed by an LTG, the reordering caused
by these alternations at the sentence level cannot
be parsed. All the alignments in our sample, that
could not be parsed an LTG exhibited similar pat-
tern.

Further, we noticed that for about 71% of the
sentences, the alignments were monotonic. It is
interesting to note that despite reordering at a sur-
face level, the parts that carried the semantic infor-
mation remained in the same order in both source
and target sentences. A possible reason for such a
high percentage of monotonic alignments could be
the similarity in the word orders of Chinese and En-
glish as both languages follow a subject-verb-object
construction. Further empirical testing is needed
to determine whether or not this observation holds
true for language pairs with a difference in word
order.
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Though these sentence pairs are an example of
the limitation of LTGs to express reordering that
occurs in natural languages, it is interesting to note
that the serial inversion alignment pattern was in-
frequent in our sample and there is no occurrence
of the constituent swapping alignment pattern.

4.2 Topicalization versus fluency

We noticed that reordering of semantic role fillers
depends on factors deeper than the syntactic struc-
ture of the source sentence. It depends on whether
the translation aims to capture the intentional or
the extentional semantics of the source sentence.
This results in some interesting trade-offs that
could be made between topicalization and fluency.
Consider the sentence pair in Figure 2. The source
sentence contains three semantic frames with pred-
icates 谈好 (negotiated), 使 (cause) and 受益 (bene-
fited) whereas the translation contains only two se-
mantic frames corresponding to the predicates ne-
gotiate and benefit.

Source: 借贷双方预先谈好的这份标准协议文本将
使中美两国共同受益。

Gloss: Borrower and lender both sides pre-negotiated
DE/的 this standard agreement form will cause China US
two countries together receive benefit .

Translation: This standard agreement form pre-
negotiated by the two sides of the borrower and the lender
will benefit both China and the US .

Alternative translation: This standard agree-
ment form pre-negotiated by the two sides of the borrower
and the lender will result in both China and the US getting
benefited .

In the second frame the vp in the Chinese sen-
tence undergoes a dative alternation upon transla-
tion as the double-object construction (np-np) for
the verb benefit, is less fluent and possibly awk-
ward in English. One could argue that the pro-
posed translation is not semantically equivalent to
the source sentence because “a difference in the
syntactic form always spells a difference in mean-
ing” (Goldberg, 1995). We provide an alternative
translation which preserves the topicalization on
the possession facet and the possessor rather than
on the transfer. While the permutation generated
by aligning the source and target sentences cannot
be parsed by an LTG ([2, 1, 0, 4, 3]), the alterna-
tive translation generates a permutation that can
be parsed ([2, 1, 0, 3, 4, 5]).

While both translations manage to convey the
meaning in the source sentence correctly, one fo-
cuses on fluency and the other on preserving the
topicalization. It is not our purpose to compare the
translation quality in both cases but to provide an
example of the subtle transformation of semantics
that occurs while translating and how they affect
reordering.

4.3 Verb frame alternation patterns
We studied how alternation patterns change

when verb frames are translated from one lan-
guage to another. If the alternation of the trans-
lated verb frame can be estimated based on the
source language alternation, it might provide in-
formation as to how the target language sentence
should be constructed, rather than solely relying on
the surface reordering rules. Although Schulte im
Walde (2000) showed that verbs can be clustered
into semantic categories based on their alterna-
tion behavior, little work has been done towards
understanding cross-lingual verb frame alternation
patterns. As a first step towards understanding
the cross-lingual alternation behavior, we collected
some statistics and performed a rudimentary qual-
itative analysis on the alternation patterns of the
target language given a source language alternation
pattern.

We observed that for about 77% of the semantic
frames, the alternation pattern is preserved when
translated and for about 4%, the target alternation
pattern was a permutation of the source pattern.
Surprisingly, for about 19% of the frames, the tar-
get frame alternation pattern had a different label
which was not present in the source frame. For ex-
ample, the [arg0 : action] pattern in Chinese gets
converted into [arg1 : action] in English. Table 1
shows the counts for the target alternation patterns
for some of the frequently occurring source alterna-
tions.

A given source alternation pattern is aligned only
to a small subset of the possible target frame al-
ternations. For Chinese–English, the alternation
pattern remains the same in most cases which
could be attributed to the similarity in word or-
der. From Table 1, one can observe that the
[arg0 : action : arg1], the most frequent source al-
ternation pattern, remains unaltered 88 out of 97
times.

In cases where the target alternation pattern was
a permutation of the source pattern, we observed a
difference in the voice of the source and target sen-
tences. In most cases, the Chinese sentence in ac-
tive voice was translated into an English sentence
in passive voice. In a few cases, translation de-
manded a reordering of the source alternation pat-
tern as English had no equivalent construction. For
example, in Chinese, when a verb qualifies a noun
the verb comes after the noun, while in English it
comes before. Hence the phrase信心增强 (confidence
increased) translates into strengthened confidence in
English.

For sentence pairs where the source and target
alternation patterns differed in labels, we noticed
that there were some inconsistencies in the annota-
tion. The sentence pairs were manually annotated
with the frame sets defined for Chinese and English
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Zh/En alt. patterns [arg0:action:arg1] [arg0:action [action:arg1] [arg1:action] Sum
[arg0:action:arg1] 88 0 0 0 88
[arg0:action] 0 11 0 0 11
[action:arg1] 0 3 39 1 43
[arg1:action] 0 12 6 3 21
[action:arg2] 0 1 5 0 6
[arg0:action:arg2] 3 0 0 0 3
[action:arg4] 0 1 1 0 2
[arg1:action:arg2] 3 0 0 0 3
[arg1:action:arg4] 3 0 0 0 3
Sum 97 28 51 4

Table 1: Frequency of source and target alternation pattern occurrence

in the Propbank (Palmer et al., 2005). We argue
that it is due to the limitation of frame set defini-
tions as they were defined to be consistent within
one language but not across languages. For exam-
ple, in the frame set definition of 死于 (died of), the
arg0 is the entity who dies, while in the frame set
definition of its translation die, the deceased is arg1
and there is no arg0 defined. Similar observations
could be made for most of the sentence pairs which
differed in source and target alternation labels.

As our initial analysis of cross-lingual verb frame
alternation patterns suggests that patterns in one
language align with only a restricted subset of pat-
terns in the other language, we believe that it might
be possible to learn the target frame alternation
patterns given a source frame alternation pattern.
However, it is worth noting that it is important to
deal with the inconsistencies in the frame set defi-
nitions across languages before one attempts such
a task. Larger scale experiments are needed in or-
der to reliably identify the relation between source
and target alternation patterns.

5 Conclusion
In this paper, we reported a first empirical study

of cross-lingual verb frame alternations and made
the following observations: (1) the alignments of
the semantic role fillers fall within the reordering
capacity of ITGs for all the sentences, (2) even
highly constrained models such as LTGs are ca-
pable of parsing most of these alignments and (3)
there appears to be a correlation between the al-
ternation patterns of the source and target verb
frames. We also presented a novel algorithm to de-
termine whether or not a permutation falls within
the reordering constraints of LTGs.

The first two observations indicate that align-
ments of parts that carry the semantic informa-
tion in sentences (i.e., predicates and semantic role
fillers) do not warrant a highly expressive model.
Further, since the evaluated models have an inher-
ent bias towards generating these alignments, the
constraints they enforce would be useful if one were

to automatically align and/or induce semantic role
fillers from parallel sentences. It would be interest-
ing to evaluate the performance of the alignments
generated by using the semantic role fillers as an-
chors.

Our observation about the verb frame alterna-
tion patterns suggests that it might be possible to
predict the target frame alternation pattern given
a source frame alternation pattern which would be
useful for aligning the verb frames. Although a
qualitative evaluation indicated that source sen-
tence construction and frame set definitions can af-
fect target alternation pattern, further evaluation
is needed in order to reliably identify features that
affect alternation patterns.

As for future work, we think it is interesting to
explore methods to incorporate semantic frames in
generating robust alignments. It would also be in-
teresting to see whether cross-lingual alternation
patterns provide information about verb classes
in the bilingual case similar to Schulte im Walde
(2000).
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Abstract

The performance of Phrase-Based Statis-
tical Machine Translation (PBSMT) sys-
tems mostly depends on training data.
Many papers have investigated how to cre-
ate new resources in order to increase
the size of the training corpus in an at-
tempt to improve PBSMT performance.
In this work, we analyse and characterize
the way in which the in-domain and out-
of-domain performance of PBSMT is im-
pacted when the amount of training data
increases. Two different PBSMT systems,
Moses and Portage, two of the largest par-
allel corpora, Giga (French-English) and
UN (Chinese-English) datasets and several
in- and out-of-domain test sets were used
to build high quality learning curves show-
ing consistent logarithmic growth in per-
formance. These results are stable across
language pairs, PBSMT systems and do-
mains. We also analyse the respective im-
pact of additional training data for esti-
mating the language and translation mod-
els. Our proposed model approximates
learning curves very well and indicates the
translation model contributes about 30%
more to the performance gain than the lan-
guage model.

1 Introduction

With the growing availability of bilingual parallel
corpora, the past two decades saw the development
and widespread adoption of statistical machine
translation (SMT) models. Given a source (“for-
eign”) language sentence f and a target (“english”)

c© 2012 European Association for Machine Translation.

language translation e, the relationship between e
and f is modelled using a statistical or probabilis-
tic model which is estimated from a large amount
of textual data, comprising bilingual and monolin-
gual corpora. The most popular class of SMT sys-
tems is Phrase-Based SMT (PBSMT, (Koehn et al.,
2003)).

In this paper, we are concerned with analyzing
and characterizing the way in which the perfor-
mance of PBSMT models evolves with increasing
amounts of training data. In the SMT community,
it is a common belief that learning curves follow
logarithmic laws. However, there are few large-
scale systematic analyses of the growth rate of the
PBSMT performance. Early work (Al-Onaizan
et al., 1999) used a relatively small training set
and perplexity as evaluation metric. (Koehn et
al., 2003) and (Suresh, 2010) show that BLEU
score has a log-linear dependency with training
corpus size, but this is limited to 350k training
sentence pairs. Learning curves were also pre-
sented in order to motivate the use of active learn-
ing for MT (Bloodgood and Callison-Burch, 2010;
Haffari et al., 2011). They attempt to address
the challenge of “diminishing returns” in learn-
ing MT, although this is again done with small
training corpora (<90k sentence pairs), and, on a
log-scale, performance seems again to increase lin-
early. (Brants et al., 2007) produced a large-scale
study, but focused on the language model training
only, with billions of (monolingual) tokens.

The first complete and systematic analysis of
PBSMT learning curves was obtained by (Turchi
et al., 2008) using the Spanish-English Europarl,
and recently extended to larger training data and
more systems by (Turchi et al., 2011). In their
work, accurate learning curves obtained over a
large range of data sizes confirm that performance

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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grows linearly in the log domain.
The reason why relatively few systematic stud-

ies have been reported may be that producing ac-
curate learning curves up to large data sizes with
state-of-the-art systems requires the use of high
performance computing in a carefully set up envi-
ronment. This may seem dispensable when typical
SMT research is usually focused on maximizing
the performance that can be extracted from a given
data set, rather than analysing how this perfor-
mance evolves. However, we believe that the anal-
ysis and quantification of the way machine transla-
tion systems learn from data are important steps to
identify critical situations which affect the overall
translation performance. We also wish to charac-
terize PBSMT performance up to data sizes more
typical of current large-scale bilingual corpora.

In the following we pursue three purposes:

1. We confirm, in a systematic way, previous
findings that PBSMT performance gains con-
stant improvements for each doubling of the
data. This holds across systems, language
pairs and over a large range of data sizes.

2. We show that, somewhat surprisingly, this
extends to out-of-domain data, although the
growth is weaker in that case.

3. We analyse and quantify the relative impor-
tance of training data in language and trans-
lation model training, and show that the latter
contributes about 30% more to the gains in
performance.

In contrast with previous work, we build our
learning curves using two of the largest available
parallel training sets: the French-English Giga cor-
pus and the Chinese-English UN corpus. In addi-
tion to being large corpora, these also cover two
very distinct language pairs. We also use two PB-
SMT systems: Moses (Koehn et al., 2007) and
Portage (Ueffing et al., 2007). Finally, we analyze
in- and out-of-domain learning curves in order to
better understand and investigate the growth rate.

The following section gives a quick overview
of the models and systems we used in our exper-
iments. We then briefly describe the experimen-
tal settings and data we used. Section 4 shows
and analyzes the learning curves we obtained on
French-English and on Chinese-English, and sec-
tion 5 presents our results on the relative impor-
tance of LM and TM in the performance increase.

2 Translation Models and Systems

The standard phrase-based machine translation
systems which we analyse here rely on a log-linear
model and a set of baseline features functions.
Translations of a source sentence f is obtained by:

ê(f) = argmax
e

∑
i

λihi(e, f).

where the hi(e,a, f) are feature functions involv-
ing both the source and target sentences, and the λi

are the weights of those feature functions. Typical
examples of feature functions that compose a basic
phrase-based MT system are:

• phrase translation feature, e.g.:
hT (e, f) =

∑
k log p(fk|ek);

• language model feature, e.g.:
hL(e, f) =

∑
j log p(wj |wj−1, . . . w1)

• distortion feature, e.g.:
hD(e, f) =

∑
k ‖start(fk) - end(fk−1)− 1‖

• Word penalty and/or phrase penalty features.

where ek and fk are contiguous subsequences of
words in the source and target sentences and wj

are target words.
Parameter estimation is crucial for both the

translation and language model features. Con-
ditional probabilities are estimated from a large
training corpus using empirical counts and vari-
ous smoothing strategies. In addition, the weights
λi are also estimated from a (usually disjoint) cor-
pus of source and target sentence pairs. The size
and composition of the training data will therefore
have an influence on the quality of the predictions
ê through the estimation of both the log-linear pa-
rameters and the feature functions.

Note that alternate models such as hierarchi-
cal (Chiang, 2007) or syntax based (Zollman
and Venugopal, 2006) have been developed and
could also be studied. However their use on the
large scale necessary for creating accurate learning
curves would require solving a number of prac-
tical issues and we focus instead on the straight
PBSMT approach, which has been shown in re-
cent MT evaluations (Callison-Burch et al., 2009;
Callison-Burch et al., 2011) to offer competitive
performance.
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2.1 PBSMT Software
Several software packages are available for train-
ing PBSMT systems. In this work, we use
Moses (Koehn et al., 2007) and Portage (Ueffing
et al., 2007), two state-of-the-art systems capa-
ble of learning translation tables, language mod-
els and decoding parameters from one or several
parallel corpora. Moses is a complete open-source
phrase-based translation toolkit available for aca-
demic purposes, while Portage is a similar pack-
age, available to partners of the National Research
Council Canada.

Given a parallel training corpus, both perform
basic preprocessing (tokenization, lowercasing,
etc.) if necessary, and build the various com-
ponents of the model. Both use standard exter-
nal tools for training the language model, such
as SRILM (Stolcke, 2002). Moses uses GIZA++
(Och and Ney, 2003) for word alignments, while
Portage uses an in-house IBM model and HMM
implementation. The parameters of the log-linear
models are tuned using minimum error rate train-
ing (MERT, (Och, 2003)).

Earlier experiments performed on the Europarl
corpus with both systems showed (Turchi et al.,
2011) that despite small differences in observed
performance, both systems produce very similar
learning curves.

3 Experimental Setting

3.1 Corpora
We experiment with large corpora in two language
pairs: French-English and Chinese-English.

For French-English, we use the Giga corpus
(Callison-Burch et al., 2009) to provide the train-
ing, development and one in-domain test set. As
out-of-domain test set, we use two different sam-
ples from the EMEA corpus (Tiedemann, 2009),
which contains parallel documents from the Eu-
ropean Medicines Agency, and two News test
sets from the 2009 (Callison-Burch et al., 2009)
and 2011 (Callison-Burch et al., 2011) editions
of the Workshop on Statistical Machine Transla-
tion, containing news articles drawn from a variety
of sources and languages in different periods and
translated by human translators.

For Chinese-English, we use various parallel
corpora obtained from the Linguistic Data Con-
sortium for the NIST evaluations. The train-
ing, development and in-domain test sets are
sampled from the United Nations corpus (UN,

src Training Set Sentences Words
fr Giga 18.276 M 482,744k
ch UN 4.968 M 163,960k

Dev. Set
fr Giga 1,000 62k
ch UN 2,000 32k

Test Set
fr Giga 3,000 109k
fr Emea 3,051 45.4k
fr Emea2 3,051 46.7k
fr News 2009 2,489 70.7k
fr News 2011 3,030 85.1k
ch UN 10,000 332k
ch HKH 5,000 153k
ch NIST 1,357 42k
ch News 10,317 320k

Table 1: Number of sentences and words (source
side) for the training, dev and various test sets.

LDC2004E12). As out-of-domain test sets, we
used a sample from the Hong-Kong Hansard
(HKH, LDC2000T50), a corpus of Chinese News
translations (LDC2005T06) and the NIST 2008
Chinese evaluation set (LDC2009E09). Basic
statistics are given in Table 1.

In order to analyse the way MT performance
evolves with increasing data, we subsample (with-
out replacement) the training sets at various sizes,
averaging performance (estimated by BLEU, cf.
section 3.3) over several samples. Learning curves
are then obtained by plotting the average BLEU
score, with error bars, as training data sizes in-
creases. The relatively large amount of sentences
in most test sets will allow us to reduce the uncer-
tainty on the estimated test error, therefore produc-
ing smaller error bars.

For the French-English data, we followed the
methodology proposed in (Turchi et al., 2008) and
sampled 20 different sizes representing 5%, 10%,
etc. of the original training corpus. Due to the
large size of the corpus, only three random subsets
are sampled at each size. For the Chinese-English
dataset, we sampled at sizes corresponding to one
half, one quarter, etc. down to 1/512th (∼ 0.2%)
of the full size. At each size we produced 10 ran-
dom samples. Each random subsample produces
a model (cf. below) which is used to translate the
various test sets. The learning curves will there-
fore cover the range from around 900 thousand
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to 18.3 million sentences for French-English, and
from around 10 thousand to 5 million sentences for
Chinese-English.

Note that the corpora, in addition to differing
in language pair, also differ in domain and ho-
mogeneity. The UN data contains only material
from the United Nations, covering a wide range
of themes, but fairly homogeneous in terms of
style and genre. The Giga corpus, on the other
hand, was obtained through a targeted web crawl
of bilingual web sites from the Canadian govern-
ment, the European Union, the United Nations,
and other international organizations. In addition
to covering a wide range of themes, they also con-
tain documents with different styles and genres.
Moreover, we estimated in an independent study
that the rate of misaligned sentence pairs in the
Giga corpus is as high as 13%.

The choice of source languages is driven by the
desire to analyze two very different languages and
by the scarcity of large publicly available bilingual
corpora, especially outside European languages.
UN data is also available in Russian or Arabic, but
by definition would be the same domain and ho-
mogeneity as the Chinese-English corpus.

3.2 PBSMT System Training
For both systems, Portage and Moses, we used the
basic configuration and features: phrase extraction
is done by aligning the corpus at the word level
(IBM models 1, 2, 3 and 4 for Moses, HMM and
IBM2 models for Portage), the parameters of the
log-linear model are set using an implementation
of Och’s MERT algorithm (Och, 2003), n-gram
language modelling uses Kneser-Ney smoothing
(3-gram using SRILM for Moses and 4-gram for
Portage) and the maximum phrase length is 7 to-
kens. In Portage, phrase pairs were filtered so that
the top 30 translations for each source phrase were
retained. In both systems, the MERT algorithm
was independently run on each sampled training
set for each experiment.

Note that we expect that there will be differ-
ences in the quality of the translation depending on
the source language. However, we are not so much
interested in the actual translation performance as
in the way this performance evolves with increas-
ing data under various conditions.

3.3 Evaluation metrics
We report performance in terms of BLEU score
(Papineni et al., 2001), the well accepted and

widespread automatic MT metric. We are well
aware that maximizing BLEU may neither be nec-
essary for, nor guarantee good translation perfor-
mance, and that automatic MT metrics may not
tell the whole story as far as translation quality is
concerned. However, our systematic study aims at
characterizing the behaviour of PBSMT systems
that are built by maximizing such metrics, and this
maximization is part of the learning system we an-
alyze. Deriving learning curves for human evalu-
ations of translation quality would be interesting,
but is clearly impractical at his point.

4 Learning Curve Analysis

We now present the results obtained under the gen-
eral framework outlined above.

We stress that in these experiments, we focus on
the growth rate of the learning curves. In particu-
lar we are interested in 1) confirming that learning
curves have logarithmic growth, and 2) possible
differences between domains, languages and sys-
tems. A common, but poorly supported belief in
PBSMT is that each doubling of the data yields a
more or less constant increase in performance. In
order to analyze and support this belief, we show
all learning curves on a log scale, where we can
check if the curve has a linear behaviour.

Note that sampling without replacement results
in an increasing overlap between samples as their
sizes grow. The size of the error bars therefore de-
creases as the training set size grows, because the
training sets, and therefore the resulting models,
are not independent. This must be kept in mind,
although we still believe that the presence of error
bars helps to better understand the stability of the
MT system’s performance.

The resulting learning curves are shown in Fig-
ures 1 and 2 for the French-English and Chinese-
English data, respectively. The plots show the
performance, averaged over samples (marks, con-
nected with dotted lines), the error bars (vertical
lines) indicating the natural variance in the perfor-
mance, and a least-squares linear fit of these points
(dashed or solid line). It is very clear that the learn-
ing curves are almost exactly linear on the log scale
in most cases (Chinese-English and most French-
English curves). The EMEA 2 and News 2009
curves display a worse fit, but the empirical results
are within error bars of the linear fit, showing that
the deviation from linearity is not statistically sig-
nificant. The instability in these last two curves
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Figure 1: French-English learning curves obtained
using the Giga corpus for training Moses on five
test sets: one in-domain and four out-of-domain.

may actually be due to the fact mentioned earlier
that the dependency between the performance esti-
mates increases for large training sizes, which may
lead to an increasing bias in the average.

These results confirm the findings of (Turchi et
al., 2008) and extend them to more language pairs
and much larger data sizes. These experiments
supports the following claims:

• The increase in performance for PBSMT sys-
tems is essentially constant for each doubling
of the data, over a wide range of training data
sizes. Note that the growth does not seem to
slow down as we near 20M training sentence
pairs.

• A corollary of that first claim is that minor,
even statistically significant increases in per-
formance due to model “tweaking” are likely
to be dwarfed by moderate increases in data
sizes. For our Chinese system, for example, a
10% increase in data produces a 0.43 BLEU
gain.

• On a linear scale, however, the addition of
massive amounts of data from the same do-
main will result in diminishing improvements
(“diminishing returns”) in the performance
after an initial fast growth (Turchi et al., 2008;
Bloodgood and Callison-Burch, 2010).

• Interestingly, the general shape of the learn-
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Figure 2: Chinese-English learning curves ob-
tained using the UN corpus for training Portage
on four test sets: one in-domain and three out-of-
domain.

ing curves is essentially the same across dif-
ferent language pairs, different PBSMT sys-
tems, and also over different sources of test
data (in-domain or out-of-domain).

• In particular, although the performance on
out-of-domain data may greatly suffer (cf.
Figure 2), the rate of increase is still linear
in the log domain, up to large data sizes.

In order to quantify these findings, we estimate
the gain per each doubling of the training set size
by fitting a simple linear model on the learning
curves in the log domain. For the Chinese-English
data, each doubling of the data yields a gain of
around 2.1 BLEU points on the in-domain data,
and only 0.6 on the out-of-domain test sets. For
the French-English data, the BLEU gain per train-
ing data doubling is around 1.5 points for the in-
domain data, 1.1 for the EMEA test sets and 0.6
for the News test sets.

One may wonder why the out-of-domain EMEA
test sets yield such high learning curves. Although
the EMEA data comes from a European agency,
we have verified that the sentences it contains are
not contained in the Giga corpus. However, it turns
out that the EMEA data is actually fairly easy to
translate. The language is relatively constrained
and repetitive, sentences are much shorter (on av-
erage∼15 words against more than 28 for the other
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corpora), and the number of out-of-vocabulary
words much lower than in the other test sets.

By contrast, all out-of-domain learning curves
on Chinese-English are much lower than the in-
domain curves (we have corroborated this with a
dozen different test sets taken from various sources
available for NIST evaluations, but omitted here
for clarity). We believe this reflects differences be-
tween the sources of our training data. The UN
corpus covers a number of topics but is very ho-
mogeneous and rather limited in genre. By con-
trast, the Giga corpus contains a wide range of doc-
uments covering many themes and genres. As a
consequence, any test set that does not come from
the UN data is distinctively different and “far” out-
of-domain. On the other hand, it is not inconceiv-
able that even for French text that does not come
from the same sources, the larger and more diverse
Giga corpus provides some measure of overlap in
topics and genre.

5 Relative Importance of TM and LM

In the previous Section, experiments have been run
using the same training set size for language and
translation models. However, there is a large dif-
ference in the cost of training data for language
and translation models. The former can be trained
using monolingual data only while the latter re-
quires bilingual texts. In recent years, several
parallel corpora have been produced, e.g. Eu-
roparl (Koehn, 2005), JRC Acquis (Steinberger et
al., 2006), and others, but they are not comparable
to the amount of freely available monolingual data.

(Brants et al., 2007) have shown that perfor-
mance improves linearly with the log of the num-
ber of tokens in the language model training set
when this quantity is huge (from billions to tril-
lions of tokens). In this section, we are interested
in understanding the trade-off between the train-
ing data size used to build language and transla-
tion models, as well as in how performance is af-
fected by that difference. We propose a mathemat-
ical model to estimate the variation in BLEU score
according to the size of the training data used by
the language model vs. that use by the translation
model. The previous section shows that the over-
all performance of a PBSMT system grows in the
logarithm of the training data size. We therefore
modelled this relation in the following way:

BLEU(dLM , dTM ) =
αLM ∗ log2(dLM ) + αTM ∗ log2(dTM ) + ε

where dLM is the amount of training data used to
build the language model, dTM is the amount of
training data used to build the Translation Model.
αLM and αTM are weighting factors that identify
the contribution of language and translation train-
ing data to the BLEU score, and ε is the residual.
Note that when dLM = dTM , we recover a simple
logarithmic relationship between performance and
data size, as illustrated in the previous section.

In order to evaluate the relation between the
amount of training data used to build language
and translation models we estimate αLM and αTM

from data. We focus on the French-English data,
and use the training data subsets at every 10% of
the full data size (10%, 20%, etc.), using the same
development and test sets as before. One instance
of a PBSMT model is learned for each combina-
tion of language and translation training data sizes,
and we compute the resulting BLEU on the test
sets. We estimate the parameters αLM and αTM

using multivariate linear regression based on least
squares (Draper and Smith, 1981), with the BLEU
scores as response variables and the log values of
the LM and TM training sizes as explanatory vari-
ables. This is done for three French-English test
sets: the in-domain Giga, Emea and News 2009.
The Emea2 and News 2011 test sets were qualita-
tively very similar.

We estimated the weighting factors using all the
data. The results in Table 2 empirically confirm
the common belief that adding data to the transla-
tion model is more important than to the language
model (αTM > αLM ). The values of αLM and
αTM vary across the test sets, and correspond to
an increase of 1 to 1.3 BLEU point per doubling of
the training data for the LM and 1.2 to 1.8 BLEU
point per doubling for the TM. However, the ratio
is rather stable, indicating that the relative impor-
tance of the TM w.r.t. the LM is stable across do-
mains. Not surprisingly, the more similar the test
set is to the training data, the larger is the BLEU
point growth. Our results are qualitatively com-
patible with the observations reported in a tutorial
by (Och, 2005), although the increments in BLEU
with each doubling of the training data size are
reported 0.5 and 2.5 points for the language and
translation models, respectively, in the context of
Arabic-English translation. The ratio we observed
in our experiments is lot more favourable to the
language model.

In order to validate this finding, we performed
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Test Set αLM αTM αTM/αLM

Giga 0.0133 0.0182 1.368
Emea 0.0134 0.0168 1.2563

News 2009 0.0097 0.0122 1.2532

Table 2: Empirical estimation of the contributions
αLM and αTM of the LM and TM, respectively, (ε
is smaller than 1×10−4), in BLEU per log2 in size.
Experiments have been performed independently
on the three test sets.

two simple experiments where we added a fairly
large, 10 million sentence corpus of monolingual
data (not included in the Giga corpus) to our LM
training data, starting with around 5 million sen-
tence of bilingual data from the Giga corpus. This
produced a 1.79 BLEU increase in performance
on News 2009 and 1.38 BLEU increase on News
2011, which is roughly consistent with a tripling
in LM training data size according to the rate esti-
mated in Table 2 (0.97× log2 3 ≈ 1.54).

6 Discussion

Although limited to two language pairs, our results
investigate the behaviour of PBSMT as a learn-
ing system over a range of different conditions:
very different language pairs, in-domain and out-
of-domain data, differing level of corpus homo-
geneity. etc. We emphasize that obtaining system-
atic and accurate learning curves requires a signif-
icant effort, even with an high performance com-
puting architecture (Figure 2 requires translating
more than 3 million test sentences with 91 mod-
els).

The learning curves obtained here suggest that,
on an absolute (linear) scale, performance gains
per fixed amount of additional data decrease. The
diminishing improvements in performance after an
early fast growth was also reported by (Uszkoreit
et al., 2010) who mined the Web to extract very
large sets of parallel documents. Starting with two
corpora (French/Spanish to English) similar in di-
mensions to the Giga training set and using the
News 2009 test sets, they report that adding more
than 4,800 M words from a different domain re-
sulted in relative small performance gains (< 2
BLEU points).

On a log-scale, on the other hand, there is no
sign that performance gains decrease as we keep
doubling the training corpus size, at least up to
20M sentence pairs. Note that although usual

MT metrics have natural bounds (0 for error-based
metrics such as TER, 1 for BLEU), this has little
practical relevance to the results presented here.
Indeed, assuming we could extrapolate the very
stable growth rates observed here, taking the per-
formance of the out-of-domain HKH test set to
where the in-domain UN data starts (for 10k sen-
tence pairs only) would require close to 180 billion
sentence pairs. For all practical purpose, we would
run out of data long before we reached even half of
the theoretical maximum BLEU score.

Finally, the analysis of the relative importance
of TM and LM estimation shows that the trans-
lation model contributes about 30% more to the
increase in performance than the language model.
Considering the crucial role of the phrase table in
the translation process, this contribution is maybe
less than one would expected. This means that the
massive addition of training data to the language
model has a substantial impact in terms of perfor-
mance, as shown by (Brants et al., 2007). It is in-
teresting that the ratio of αTM and αLM seems sta-
ble across different domains. The relation between
the translation and language model contribution to
the final BLEU score does not change whether we
translate in- or out-of-domain data.

7 Conclusion

Using state-of-the-art Phrase-Based Statistical
Machine Translation packages and large parallel
corpora, we derived very accurate learning curves
for a number of language pairs and domains. Our
results suggest that performance, as measured by
BLEU, increases by a constant factor for each
doubling of the data. Although that factor varies
depending on corpus and language pair, this re-
sult seems consistent over all experimental con-
ditions we tried. Our findings confirm the results
reported for example by (Brants et al., 2007) and
(Och, 2005), and extend and complete the findings
of (Turchi et al., 2008).

We propose a study of how performance is influ-
enced by difference sizes of data used for training
the language and translation models. Our model
gives more importance to the translation model
than the language model every doubling of train-
ing data, but we are lot more favourable to the lan-
guage model compared to other reported results in
the literature.

Even if we do not currently provide any result
that is immediately actionable to improve current
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PBSMT performance, we believe it is important
to analyse and quantify the way Machine Transla-
tion systems learn. In addition, the markedly dif-
ferent rates of performance increase for in-domain
and out-of-domain data may provide a clue to bet-
ter characterise the suitability of a MT model to
translate a given test set. Investigating features
that help us differentiate out-of-domain from in-
domain data may prove very useful to improve
practical performance of PBSMT systems.
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Abstract

In this paper, we propose novel exten-
sions of hierarchical phrase-based systems
with a discriminative lexicalized reorder-
ing model. We compare different fea-
ture sets for the discriminative reorder-
ing model and investigate combinations
with three types of non-lexicalized re-
ordering rules which are added to the hi-
erarchical grammar in order to allow for
more reordering flexibility during decod-
ing. All extensions are evaluated in stan-
dard hierarchical setups as well as in se-
tups where the hierarchical recursion depth
is restricted. We achieve improvements
of up to +1.2 %BLEU on a large-scale
Chinese→English translation task.

1 Introduction

Lexicalized reordering models are a common com-
ponent of standard phrase-based machine trans-
lation systems. In hierarchical phrase-based
machine translation, reordering is modeled im-
plicitely as part of the translation model. Hierar-
chical phrase-based decoders conduct phrase re-
orderings based on a one-to-one relation between
the non-terminals on source and target side within
hierarchical translation rules. Non-terminals on
source and target side are linked if they result from
the same valid phrase being cut out at their posi-
tion during phrase extraction. Usually neither ex-
plicit lexicalized reordering models nor additional
mechanisms to perform reorderings that do not re-
sult from the application of hierarchical rules are
integrated into hierarchical decoders.

c© 2012 European Association for Machine Translation.

In this work, we augment the grammar with
more flexible reordering mechanisms based on
additional non-lexicalized reordering rules and
integrate a discriminative lexicalized reordering
model. This kind of model has been shown to
perform well when being added to the log-linear
model combination of standard phrase-based sys-
tems. We present an extension of a hierarchical
decoder with the discriminative reordering model
and evaluate it in setups with the usual hierarchical
grammar as well as in setups with a shallow hier-
archical grammar. The shallow grammar restricts
the depth of the hierarchical recursion. Two dif-
ferent feature sets for the discriminative reorder-
ing model are examined. We report experimental
results on the large-scale NIST Chinese→English
translation task. The best translation quality is
achieved with combinations of the extensions with
additional reordering rules and with the discrim-
inative reordering model. The overall improve-
ment over the respective baseline system is +1.2
%BLEU / -0.6 %TER absolute in the standard setup
and +1.2 %BLEU / -0.5 %TER absolute in the shal-
low setup.

2 Related Work

Hierarchical phrase-based translation was pro-
posed by Chiang (2005). Iglesias et al. (2009) and
in a later journal publication Gispert et al. (2010)
present a way to limit the recursion depth for hi-
erarchical rules by means of a modification to the
hierarchical grammar. Their work is of interest to
us as a limitation of the recursion depth affects the
search space and in particular the reordering capa-
bilities of the system. It is therefore basically an-
tipodal to some of the techniques presented in this
paper, which allow for even more flexibility during
the search process by extending the grammar with

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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specific non-lexicalized reordering rules. Combi-
nations of both techniques are possible, though,
and in fact Iglesias et al. (2009) also investigate
a maximum phrase jump of 1 (MJ1) reordering
model. In the MJ1 experiment, they include a swap
rule, but simultaneously withdraw all hierarchical
phrases.

Vilar et al. (2010) extend a hierarchical phrase-
based system with non-lexicalized rules that per-
mit jumps across whole blocks of symbols and
report improvements on a German→English Eu-
roparl task. Their technique is inspired by conven-
tional phrase-based IBM-style reordering (Zens et
al., 2004). In an Arabic→English NIST setup,
Huck et al. (2011) try a similar reordering exten-
sion, but conclude that it is less helpful for their
task. Other groups attempt to attain superior mod-
eling of reordering effects in their hierarchical sys-
tems by examining syntactic annotation, e.g. Gao
et al. (2011).

He et al. (2010a) combine an additional BTG-
style swap rule with a maximum entropy based
lexicalized reordering model and achieve improve-
ments on the Chinese→English NIST task. Their
approach is comparable to ours, but their reorder-
ing model requires the training of different classi-
fiers for different rule patterns (He et al., 2010b).
Extracting training instances separately for several
patterns of hierarchical rules yields a dependence
on the phrase segmentation. In the more general
approach we propose, the definition of the fea-
tures is independent of the phrase boundaries on
the source side.

In standard phrase-based systems, lexicalized
reordering models are a commonly included com-
ponent. A widely used variant is the orientation
model as implemented in the Moses toolkit (Till-
mann, 2004; Koehn et al., 2007) which distin-
guishes monotone, swap, and discontinuous phrase
orientations. Galley and Manning (2008) suggest
a refinement of the same model. A discrimina-
tively trained lexicalized reordering model as the
one employed by us has been exmanined in a stan-
dard phrase-based setting by Zens and Ney (2006).

3 Shallow-1 Grammar

Gispert et al. (2010) propose a limitation of the re-
cursion depth for hierarchical rules with shallow-n
grammars. The main benefit of the limitation is a
gain in decoding efficiency. Moreover, the mod-
ification of the grammar to a shallow version re-

stricts the search space of the decoder and may
be convenient to prevent overgeneration. We will
investigate reordering extensions to both standard
hierarchical systems and systems with a shallow-1
grammar, i.e. a grammar which limits the depth of
the hierarchical recursion to one. We refer to this
kind of rule set and the parses produced with such
a grammar as shallow, in contrast to the standard
rule set and parses which we denote as deep.

In a shallow-1 grammar, the generic non-
terminal X of the standard hierarchical approach
is replaced by two distinct non-terminals XH and
XP . By changing the left-hand sides of the rules,
lexical phrases are allowed to be derived from XP
only, hierarchical phrases from XH only. On all
right-hand sides of hierarchical rules, the X is re-
placed by XP . Gaps within hierarchical phrases
can thus be filled with contiguous lexical phrases
only, not with hierarchical phrases. The initial rule
is substituted with

S → 〈XP∼0,XP∼0〉
S → 〈XH∼0,XH∼0〉 ,

(1)

and the glue rule is substituted with

S → 〈S∼0XP∼1, S∼0XP∼1〉
S → 〈S∼0XH∼1, S∼0XH∼1〉 .

(2)

4 Reordering Rules

In this section we describe three types of reorder-
ing extensions to the hierarchical grammar. All
of them add specific non-lexicalized reordering
rules which facilitate a more flexible arrangement
of phrases in the hypotheses. We first present a
simple swap rule extension (Section 4.1), then we
suggest two different extensions with several ad-
ditional rules that allow for more complex jumps
(Section 4.2) or very constrained jumps (Sec-
tion 4.3). Furthermore, variants for deep and shal-
low grammars are proposed.

4.1 Swap Rule
4.1.1 Swap Rule for Deep Grammars

In a deep grammar, we can bring in more re-
ordering capabilities by adding a single swap rule

X → 〈X∼0X∼1,X∼1X∼0〉 (3)

supplementary to the standard initial rule and glue
rule. The swap rule allows adjacent phrases to be
transposed.
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An alternative with a comparable effect would
be to remove the standard glue rule and to add
two rules instead, one of them being as in Equa-
tion (3) and the other a monotonic concatenation
rule for the non-terminal X which is symmetric to
the swap rule. The latter rule acts as a replace-
ment for the glue rule. This is the approach He et
al. (2010a) take. Our approach to keep the stan-
dard glue rule has however one advantage: We are
still able to apply a maximum length constraint to
X . The maximum length constraint restricts the
length of the yield of a non-terminal. The lexical
span covered by X is typically restricted to 10 to
make decoding less demanding in terms of com-
putational resources. We would still be able to add
a monotonic concatenation rule to our grammar in
addition to the standard glue rule. Its benefit is
that it entails more symmetry in the grammar. In
our variant, sub-derivations which result from ap-
plications of the swap rule can fill the gap within
hierarchical phrases, while no mechanism to carry
out the same in a monotonic manner is available.
In the deep grammar, we refrain from adding a
monotonic concatenation rule as recursive embed-
dings are possible anyway. We nevertheless tried
the variant with the additional monotonic concate-
nation rule in a supplementary experiment (cf. Sec-
tion 6.2.2) to make sure that our assumption that
this rule is dispensable is correct. We were not
able to obtain improvements over the setup with
the swap rule only.

4.1.2 Swap Rule for Shallow Grammars
In a shallow grammar, several directions of in-

tegrating swaps are possible. We decided to add a
swap rule and a monotonic concatenation rule

XP → 〈XP∼0XP∼1,XP∼1XP∼0〉
XP → 〈XP∼0XP∼1,XP∼0XP∼1〉

(4)

supplementary to the standard shallow initial rules
and glue rules. The swap rule allows adjacent lex-
ical phrases to be transposed, but not hierarchi-
cal phrases. Here, we could as well have used
XH as the left-hand side of the rules. As we
chose XP and thus allow for embedding of sub-
derivations resulting from applications of the swap
rule into hierarchical phrases, which is not pos-
sible with sub-derivations resulting from applica-
tions of hierarchical rules in a shallow grammar,
we also include the monotonic concatenation rule
for symmetry reasons. A constraint can again be

applied to the number of terminals spanned by both
XP and XH . With a length constraint, building
sub-derivations of arbitrary length by applying the
rules from Equation (4) is impossible.

4.2 Jump Rules, Variant 1

Instead of employing a swap rule that transposes
adjacent phrases, we can adopt more complex ex-
tensions to the grammar that implement jumps
across blocks of symbols. Our first jump rules vari-
ant is inspired by Vilar et al. (2010), but is a gen-
eralization that facilitates an arbitrary number of
blocks per sentence to be jumped across.

4.2.1 Jump Rules for Deep Grammars

In a deep grammar, to enable block jumps, we
include the rules

S → 〈B∼0X∼1, X∼1B∼0〉 †

S → 〈S∼0B∼1X∼2, S∼0X∼2B∼1〉 †

B → 〈X∼0, X∼0〉
B → 〈B∼0X∼1, B∼0X∼1〉 ‡

(5)

in addition to the standard initial rule and glue rule.
The rules marked with † are jump rules that put
jumps across blocks (B ) on source side into ef-
fect. The rules with B on their left-hand side en-
able blocks that are skipped by the jump rules to be
translated, but without further jumps. Reordering
within these windows is just possible with hierar-
chical rules. Note that our rule set keeps the con-
venient property of the standard hierarchical gram-
mar that the initial symbol S needs to be expanded
in the leftmost cells of the CYK chart only.

A binary jump feature for the two jump rules (†)
may be added to the log-linear model combination
of the decoder, as well as a binary feature that fires
for the rule that acts analogous to the glue rule,
but within blocks that is being jumped across (‡).
A maximum jump width can be established by ap-
plying a length constraint to the non-terminal B . A
distance-based distortion model can also easily be
implemented by computing the span width of the
non-terminal B on the right-hand side of the jump
rules at each application of one of them.

4.2.2 Jump Rules for Shallow Grammars

In a shallow grammar, block jumps are realized
in the same way as in a deep one, but the number
of rules that are required is doubled.

315



We include

S → 〈B∼0XP∼1, XP∼1B∼0〉 †

S → 〈B∼0XH∼1, XH∼1B∼0〉 †

S → 〈S∼0B∼1XP∼2, S∼0XP∼2B∼1〉 †

S → 〈S∼0B∼1XH∼2, S∼0XH∼2B∼1〉 †

B → 〈XP∼0, XP∼0〉
B → 〈XH∼0, XH∼0〉
B → 〈B∼0XP∼1, B∼0XP∼1〉 ‡

B → 〈B∼0XH∼1, B∼0XH∼1〉 ‡

(6)

in addition to the standard shallow initial rules and
glue rules.

4.3 Jump Rules, Variant 2
As a second jump rules variant, we try an approach
that follows (Huck et al., 2011) and allows for very
constrained reorderings. At most one contiguous
block per sentence can be jumped across in this
variant.

In a deep grammar, to enable constrained block
jumps with at most one jump per sentence, we re-
place the initial and glue rule by the rules given in
Equation (7):

S → 〈M∼0,M∼0〉
S → 〈S∼0M∼1, S∼0M∼1〉 ‡

S → 〈B∼0M∼1,M∼1B∼0〉 †

M → 〈X∼0, X∼0〉
M → 〈M∼0X∼1,M∼0X∼1〉 ‡

B → 〈X∼0, X∼0〉
B → 〈B∼0X∼1, B∼0X∼1〉 ‡

(7)

In these rules, the M non-terminal represents a
block that will be translated in a monotonic way,
and the B is a “back jump”. We omit the exposi-
tion for shallow grammars as deducing the shallow
from the deep version of the rules is straightfor-
ward from our previous explanations.

We add a binary feature that fires for the rules
that act analogous to the glue rule (‡). We further
conform to the approach of Huck et al. (2011) by
additionally including a distance-based distortion
model (dist. feature) that is computed during de-
coding whenever the back jump rule (†) is applied.

5 Discriminative Reordering Model

Our discriminative reordering extensions for hi-
erarchical phrase-based machine translation sys-
tems integrate a discriminative reordering model

e1

e2

e3

f1 f2 f3

Figure 1: Illustration of an embedding of a lexical
phrase (light) in a hierarchical phrase (dark), with
orientations scored with the neighboring blocks.

that tries to predict the orientation of neighboring
blocks. We use two orientation classes left and
right, in the same manner as described by Zens
and Ney (2006). The reordering model is applied
at the phrase boundaries only, where words which
are adjacent to gaps within hierarchical phrases are
defined as boundary words as well. The orienta-
tion probability is modeled in a maximum entropy
framework. We investigate two models that differ
in the set of feature functions:

discrim. RO (src word) The feature set of this
model consists of binary features based on the
source word at the current source position.

discrim. RO (src+tgt word+class) The feature
set of this model consists of binary features
based on the source word and word class
at the current source position and the target
word and word class at the current target
position.

Using features that depend on word classes pro-
vides generalization capabilities. We employ 100
automatically learned word classes which are ob-
tained with the mkcls tool on both source and tar-
get side.1 The reordering model is trained with the
Generalized Iterative Scaling (GIS) algorithm with
the maximum class posterior probability as train-
ing criterion, and it is smoothed with a gaussian
prior.

For each rule application during hierarchical
decoding, we apply the reordering model at all

1mkcls is distributed along with the GIZA++ package:
http://code.google.com/p/giza-pp/
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boundaries where lexical blocks are placed side
by side within the partial hypothesis. For this
purpose, we need to access neighboring bound-
ary words and their aligned source words and
source positions. Note that, as hierarchical phrases
are involved, several block joinings may take
place at once during a single rule application.
Figure 1 gives an illustration with an embed-
ding of a lexical phrase (light) in a hierarchi-
cal phrase (dark). The gap in the hierarchical
phrase 〈f1f2X∼0, e1X∼0e3〉 is filled with the lex-
ical phrase 〈f3, e2〉. The discriminative reordering
model scores the orientation of the lexical phrase
with regard to the neighboring block of the hier-
archical phrase which precedes it within the target
sequence (here: right orientation), and the block of
the hierarchical phrase which succeeds the lexical
phrase with regard to the latter (here: left orienta-
tion).

The way we interpret reordering in hierarchi-
cal phrase-based translation keeps our model sim-
ple. We are basically able to treat the orientation
of contiguous lexical blocks in almost exactly the
same way as the orientation of phrases in stan-
dard phrase-based translation. We avoid the usage
of multiple reordering models for different source
and target patterns of rules that is done by He et al.
(2010b).

6 Experiments

We present empirical results obtained with the ad-
ditional swap rule, the jump rules and the discrim-
inative reordering model on the Chinese→English
2008 NIST task.2

6.1 Experimental Setup

We employ the freely available hierarchical trans-
lation toolkit Jane (Vilar et al., 2010) to set up our
systems. In our experiments, we use the cube prun-
ing algorithm (Huang and Chiang, 2007) to carry
out the search. A maximum length constraint of 10
is applied to all non-terminals but the initial sym-
bol S . We work with a parallel training corpus of
3.0M Chinese-English sentence pairs (77.5M Chi-
nese / 81.0M English running words). Word align-
ments are created by aligning the data in both di-
rections with GIZA++ and symmetrizing the two
trained alignments (Och and Ney, 2003). The lan-
guage model is a 4-gram with modified Kneser-

2http://www.itl.nist.gov/iad/mig/tests/
mt/2008/

Ney smoothing which was trained with the SRILM
toolkit (Stolcke, 2002).

Model weights are optimized against BLEU with
Minimum Error Rate Training on 100-best lists.
We employ MT06 as development set to tune the
model weights, MT08 is used as unseen test set.
The performance of the systems is evaluated using
the two metrics BLEU and TER. The results on the
test set are checked for statistical significance over
the baseline. Confidence intervals have been com-
puted using bootstrapping for BLEU and Cochran’s
approximate ratio variance for TER (Leusch and
Ney, 2009).

6.2 Experimental Results

The empirical evaluation of our reordering exten-
sions is presented in Table 1. We report translation
results on both the development and the test cor-
pus. The figures with deep and with shallow rules
are set side by side in separate columns to facilitate
a direct comparison between them. All the setups
given in separate rows exist in a deep and a shallow
variant.

The shallow baseline is a bit worse than the
deep baseline. Adding discriminative reorder-
ing models to the baselines without additional re-
ordering rules results in an improvement of up to
+0.6 %BLEU / -0.6 %TER (in the deep setup).
The src+tgt word+class feature set for the dis-
criminative reordering model altogether seems to
perform slightly better than the src word feature
set. Adding reordering rules in isolation can also
improve the systems, in particular in the deep
setup with the swap rule or the second jump
rules variant. However, extensions with both re-
ordering rules and discriminative lexicalized re-
ordering model provide the best results, e.g. +1.0
%BLEU / -0.5 %TER with the system with deep
grammar, swap rule, binary swap feature and dis-
crim. RO (src+tgt word+class) and +1.2 %BLEU /
-0.5 %TER with the system with shallow gram-
mar, swap rule, binary swap feature and discrim.
RO (src+tgt word+class). The second jump rules
variant performs particularly well in combination
with a deep grammar and the discrim. RO (src+tgt
word+class) model, with an improvement of +1.2
%BLEU / -0.6 %TER absolute over the deep base-
line. This system provides the best translation
quality of all the setups investigated in this paper.
With a shallow grammar, the combinations of the
discrim. RO with the swap rule outperforms both
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MT06 (Dev) MT08 (Test)
deep shallow deep shallow

BLEU TER BLEU TER BLEU TER BLEU TER
[%] [%] [%] [%] [%] [%] [%] [%]

Baseline 32.6 61.2 31.4 61.8 25.2 66.6 24.9 66.6
+ discrim. RO (src word) 32.9 61.3 31.6 61.8 25.4 66.3 25.2 66.6
+ discrim. RO (src+tgt word+class) 33.0 61.3 31.6 61.6 25.8 66.0 25.1 66.3
+ swap rule 32.8 61.7 31.8 62.1 25.8 66.6 25.0 67.0

+ discrim. RO (src word) 33.0 61.2 32.5 61.4 25.8 66.1 26.0 66.2
+ discrim. RO (src+tgt word+class) 33.1 61.2 32.6 61.4 26.0 66.1 26.1 66.3
+ binary swap feature 33.2 61.0 32.1 61.8 25.9 66.2 25.7 66.5

+ discrim. RO (src word) 33.1 61.3 32.4 61.4 26.0 66.1 26.1 66.3
+ discrim. RO (src+tgt word+class) 33.2 61.3 32.9 61.0 26.2 66.1 26.1 66.1

+ jump rules, variant 1 32.9 61.3 32.1 62.4 25.6 66.4 25.1 67.5
+ discrim. RO (src word) 32.9 61.1 31.9 62.0 25.8 66.0 25.1 66.9
+ discrim. RO (src+tgt word+class) 33.2 61.0 32.1 62.0 25.9 66.1 25.6 66.5
+ binary jump feature 32.8 61.3 31.9 61.7 25.7 66.3 25.2 66.7

+ discrim. RO (src word) 32.8 61.3 32.2 61.9 25.8 66.1 25.2 66.7
+ discrim. RO (src+tgt word+class) 33.1 61.2 32.3 62.0 26.0 66.1 25.5 66.7

+ jump rules, variant 2 + dist. feature 33.0 61.5 31.5 62.0 25.8 66.5 25.3 66.3
+ discrim. RO (src word) 33.2 60.8 31.6 61.9 26.2 65.8 25.2 66.4
+ discrim. RO (src+tgt word+class) 33.2 61.0 31.7 62.1 26.4 66.0 25.5 66.3

Table 1: Experimental results for the NIST Chinese→English translation task (truecase). On the test set,
bold font indicates results that are significantly better than the baseline (p < .1).

jump rules variants.
We proceed with discussing some supplemen-

tary results obtained with the deep grammar that
are not included in Table 1. The results for Sec-
tions 6.2.2 through 6.2.4 can be found in Table 2.

6.2.1 Dropping Length Constraints
In order to find out if we lose performance by

applying the maximum length constraint of 10 to
all non-terminals but the initial symbol S during
decoding, we optimized systems with no length
constraints. When we drop the length constraint in
the baseline setup, we observe no improvement on
the dev set and +0.3 %BLEU improvement on the
test set. Dropping the length constraint in the sys-
tem with deep grammar, swap rule, discrim. RO
(src+tgt word+class) and binary jump feature re-
sults in +0.2 %BLEU / -0.2 %TER on the dev set,
but no improvement on the test set.

6.2.2 Monotonic Concatenation Rule
In this experiment, we add a monotonic concate-

nation rule

X → 〈X∼0X∼1,X∼0X∼1〉 (8)

as discussed in Section 4.1.1 to the system with
deep grammar, swap rule, binary swap feature and

discrim. RO (src+tgt word+class). As we pre-
sumed, the monotonic concatenation rule does not
improve the performance of our system.

6.2.3 Distance-Based Distortion Feature

Our second jump rules variant includes a
distance-based distortion feature (dist. feature). To
make sure that the good performance of the jump
rules variant 2 extension compared to jump rules
variant 1 is not simply due to this feature, we also
tested it in the best setup with our first jump rules
variant. Adding the distance-based distortion fea-
ture does not yield an improvement over that setup.
We tried such a feature with the swap rule as well
by just computing the length of the yield of the
left-hand side non-terminal at each swap rule ap-
plication. Here again, adding the distance-based
distortion feature does not yield an improvement.

6.2.4 Discriminative Reordering for
Reordering Rules Only

Instead of applying the discriminative reorder-
ing model at all rule applications, the model can
as well be used to score the orientation of blocks
only if they are placed side by side within the tar-
get sequence by selected rules. We conducted ex-
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deep
MT06 (Dev) MT08 (Test)
BLEU TER BLEU TER
[%] [%] [%] [%]

Baseline 32.6 61.2 25.2 66.6
+ no length contraints 32.6 61.5 25.5 66.6
+ swap rule + bin. swap feat. + discrim. RO (src+tgt word+class) 33.2 61.3 26.2 66.1

+ no length contraints 33.4 61.1 26.2 66.3
+ monotonic concatenation rule 33.2 61.6 26.0 66.4
+ dist. feature 33.4 61.4 26.2 66.2
+ discrim. RO scoring restricted to swap rule 33.1 61.4 26.0 66.4

+ jump rules 1 + bin. jump feat. + discrim. RO (src+tgt word+class) 33.1 61.2 26.0 66.1
+ dist. feature 33.2 61.1 25.9 66.1
+ discrim. RO scoring restricted to jump rules 32.8 61.3 25.9 66.3

Table 2: Supplementary experimental results with the deep grammar (truecase).

deep shallow
Baseline Best Swap System Baseline Best Swap System

used hierarchical phrases 25.8% 32.0% 17.8% 24.0%
used lexical phrases 45.8% 40.0% 47.6% 44.7%
used initial and glue rules 28.4% 26.8% 34.6% 29.5%
used swap rules - 1.2% - 1.8%
applied swap rule in sentences - 295 (22%) - 446 (33%)

Table 3: Statistics on the rule usage for the single best translation of the test set (MT08).

periments in which the discriminative reordering
scoring is restricted to the swap rule or the explicit
jump rules (marked as † in Eq. 5), respectively. The
result is in both setups slightly worse than the re-
sult with the discriminative reordering model ap-
plied to all rules.

6.3 Investigation of the Rule Usage

To figure out the influence of the swap rule on the
usage of different types of rules in the translation
process, we compare in Table 3 the baseline sys-
tems (deep and shallow) with the systems using
the swap rule, binary swap feature and discrim. RO
(denoted as Best Swap System in the table). As ex-
pected, the deep systems use in general more hi-
erarchical phrases compared to the shallow setups.
However, adding the swap rule causes an increased
usage of hierarchical phrases and less applications
of the glue rule. The swap rule by itself makes up
the smallest part, but is employed in 22% (deep)
and 33% (shallow) respectively of the 1357 test
sentences.

6.4 Translation Examples

Figure 2 depicts a translation example along with

its decoding tree from our system with deep gram-
mar, swap rule, binary swap feature and discrim.
RO (src+tgt word+class). The example is taken
from the MT08 set, with the four reference trans-
lations “But it is actually very hard to do that.”,
“However, it is indeed very difficult to achieve.”,
“But to achieve this point is actually very diffi-
cult.” and “But to be truly frank is, in fact, very
difficult.”. The hypothesis does not match any of
the references, but still is a fully convincing En-
glish translation. Note how the application of the
swap rule affects the translation. Our baseline sys-
tem with deep grammar translates the sentence as
“but to do this , it is in fact very difficult .”.

7 Conclusion

We presented novel extensions of hierarchical
phrase-based systems with a discriminative lexi-
calized reordering model. We investigated com-
binations with three variants of additional non-
lexicalized reordering rules. Our approach shows
significant improvements (up to +1.2 %BLEU)
over the respective baselines with both a deep and
a shallow-1 hierarchical grammar on a large-scale
Chinese→English translation task.
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X

.X

X

X

很难

,其实

X

做到这点

但

S

X

.X

X

achieve this

X

X

it is very difficult to

, in fact ,

but

Figure 2: Translation example from the system
with deep grammar, swap rule, binary swap fea-
ture and discrim. RO (src+tgt word+class).
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Abstract

This paper presents a novel approach
to pivot-based machine translation (MT):
while the state-of-the-art uses two statisti-
cal systems, this proposal treats the second
system as a black box. Our approach ef-
fecively provides pivot-based MT to target
languages for which no suitable bilingual
corpora are available to build statistical
systems, as long as any other kind of MT
system is available. We experiment with
an algorithm that uses two features to find
the best translation: the translation score
provided by the first system and fluency of
the final translation. Despite its simplicity,
this approach yields significant improve-
ments over the baseline, which translates
the source sentences using the two MT sys-
tems sequentially. We have experimented
with two scenarios, technical documenta-
tion in Romance languages and newswire
in Slavic languages, obtaining 11.88% and
13.32% relative improvements in terms of
BLEU, respectively.

1 Introduction

Pivot-based machine translation (MT) refers to the
use of an intermediate language, called pivot lan-
guage (PL), to translate from the source (SL) to the
target language (TL). Unlike typical MT systems,
which translate directly from SL to TL, pivot-
based systems translate sequentially from SL to
PL and then from PL to TL. The main motivation
for building pivot-based MT systems is the lack of
language resources for a language pair SL–TL, in

c© 2012 European Association for Machine Translation.

contrast with the availability of such resources for
both language pairs SL–PL and PL–TL.

Much of the research carried out in pivot-based
MT concentrates on a scenario where the transla-
tion both from SL to PL and from PL to TL is car-
ried out by statistical machine translation systems
(SMT). It is also often assumed that the developer
has access not only to the output of the systems
but also to their internal data structures. Hence, for
these methods to work, bilingual corpora for both
SL–PL and PL–TL are required in order to train
the corresponding SMT systems.

Our research concentrates on pivot-based MT
for cases where there is no access to the internals
of the second system (PL to TL), i.e. we treat it
as a black box: only the output translations pro-
duced by this system are available. Because of this
our approach is applicable to a much broader set
of scenarios than the current state-of-the-art; i.e.
it can be applied when there is no access to the
internals of the second system, which is the case
for many online MT systems, or when the second
system does not provide the required data (such as
n-best lists), which is the case for many rule-based
machine translation systems (RBMT).

The remainder of this paper is organised as fol-
lows. Section 2 presents an overview of the state-
of-the-art for pivot-based MT. This is followed by
the description of our methodology. Subsequently,
we carry out the evaluation and present the results
of the proposal. Finally, we conclude and outline
lines of future work.

2 Related Work

Pivot-based strategies that use SMT systems can
be classified into three categories (Wu and Wang,
2009): phrase table multiplication (also known as
triangulation), transfer (also referred to as cascade)

Proceedings of the 16th EAMT Conference, 28-30 May 2012, Trento, Italy
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and synthetic corpus.
Phrase table multiplication methods (Wu and

Wang, 2007; Cohn and Lapata, 2007) induce a new
SL–TL translation model by combining the cor-
responding translation probabilities of the transla-
tions models for SL–PL and PL–TL.

The transfer method (Utiyama and Isahara,
2007; Khalilov et al., 2008) translates the text
in the SL to the PL using a SL–PL translation
model and then to the TL using a PL–TL transla-
tion model. A source sentence s can be translated
into n PL sentences. Each of these n sentences can
then be translated into m TL sentences. Therefore
we have n×m translation candidates which can be
rescored using the translation scores from both the
SL–PL and PL–TL models. The translation that
gets the highest ranking is considered to be the best
translation.

The synthetic corpus method (Gispert and
Mariño, 2006; Bertoldi et al., 2008; Utiyama et
al., 2008) obtains a SL–TL corpus using the SL–
PL or the PL–TL corpora. One way to do this is
to translate the PL sentences in the SL–PL corpus
into TL with the PL–TL system. Another possi-
bility is to translate the PL sentences in the PL–TL
corpus into SL with the SL–PL system. Obviously,
both methods could be applied and the two result-
ing synthetic corpora be merged into a single SL–
TL corpus.

Wu and Wang (2009) compare the performance
of the phrase table multiplication, transfer and syn-
thetic corpus methods. They also present a hybrid
method that combines RBMT and SMT to fill up
the data gap, assuming the SL–PL and PL–TL cor-
pora are independent. In this approach, RBMT
systems are used to translate the PL sentences in
the SL–PL or PL–TL corpus into TL or SL sen-
tences, respectively. Then these synthetic corpora
can be used to enrich the initial SL–PL and PL–TL
corpora so that the SMT systems can take advan-
tage of the availability of additional bilingual data.

System combination has also been exploited to
improve pivot-based MT. Wu and Wang (2009)
build systems following the three aforementioned
approaches (phrase table multiplication, transfer
and synthetic corpus) and combine the outputs
produced by the different systems. Leusch et al.
(2010) generate intermediate translations in sev-
eral PLs, then translate them separately into the
TL, and finally generate a consensus translation
out of all of them.

The closest research strand to the work pre-
sented in this paper is the transfer method. The
main difference is that the transfer method uses n-
best lists and features from both systems and lan-
guage pairs (SL–PL and PL–TL) in order to obtain
the best translation while our proposal only has ac-
cess to the n-best list and to internal features of the
MT system for the language pair SL–PL. In our
approach we treat the MT system for PL–TL as a
black box. Because of this its application is wider:
while the state-of-the-art requires access to the in-
ternals of this system, ours does not.

3 Methodology

In this section we introduce our methodology to
perform pivot-based MT. We use a SMT system
to translate from SL to PL (System1 from here
onwards) and any kind of MT system to translate
from PL to TL (System2).

For each source sentence we obtain the best
n translations (n-best list) produced by System1
from SL to PL. Then we translate this n-best list
from PL to TL using System2. Finally we select
the best of these n translations in TL, using fea-
tures from three different sources: (i) system in-
ternal features from System1, (ii) output from Sys-
tem1 (translations in PL) and (iii) output from Sys-
tem2 (translations in TL). In other words, we re-
rank the n-best list of translations in PL produced
by System1 based on features of this system (and
the translations in PL) but also using features from
the output of System2 (the translations in TL).

The method uses two features in order to per-
form re-ranking:

• −ts, the translation score assigned by Sys-
tem1 to translations from SL into PL. This
is an internal confidence measure common in
SMT decoders. It is a log probability in the
range [−∞, 0]). We take its negative (range
[0,∞]); the lower the value the better the
translation is considered to be.

• log2(perp), the fluency of the translation pro-
duced by System2 in the TL. This is the loga-
rithm of the perplexity given by a language
model, in the range [0,∞]. The lower the
value, the better the fluency is considered to
be.

The translations of the n-best list from PL to TL
are scored using these two features according to
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equation 1. The best translation (the one with the
lowest score) is kept.

score = (−ts) · α+ log2(perp) · (1− α) (1)

The parameter α, which can take any value in
the interval [0, 1], assigns complementary weights
to the two features. An iterative process is fol-
lowed in order to find the optimal value of α in the
development set. The pseudocode of the algorithm
is shown in Algorithm 1.

Algorithm 1 Find optimal α
scorebest ← 0
αbest ← 0.5
α← 0.5
depth← 1
max depth← 16
while depth < max depth do
α1 ← α+ 0.5

2depth

α2 ← α− 0.5
2depth

score1 ←MT score at α1

score2 ←MT score at α2

if score1 = score2 then
break

end if
α← α of max(score1, score2)
if scorebest < max(score1, score2) then
scorebest ← max(score1, score2)
αbest ← α

end if
depth = depth+ 1

end while
return αbest

The procedure starts with α = 0.5 (the average
value in the range [0, 1]). At each step it calculates
the scores of the translations selected when using
α1 = α− 0.5

2depth
and α2 = α+ 0.5

2depth
, sets as new

α the one for which the MT score is higher be-
tween the two, increments the value of depth and
starts again. The procedure stops when the maxi-
mum value of depth is reached or when both MT
scores at α1 and α2 are equal. The best value of α
selected during the procedure is then used to select
the translations for the test set.

4 Evaluation

4.1 Experimental Setting
The experiments have been carried out for two
scenarios (involving different languages and do-

mains). The first scenario translates from Ital-
ian (SL) to Catalan (TL), passing through Spanish
(PL). The test set consists of technical documenta-
tion data. We refer to this scenario as it–es–ca. The
second scenario involves English as the SL, Bul-
garian as the PL and Macedonian as the TL. The
test set consists of newswire data. This scenario is
referred to as en–bg–mk.

For System1 we use the phrase-based SMT
Moses (Koehn et al., 2007)1 in both scenar-
ios. This system is trained and tuned on Eu-
roparl (Koehn, 2005)2 Italian–Spanish for the first
scenario and Europarl English–Bulgarian for the
second. The corpora are tokenised and lower-
cased, and sentences where the source or the
target is longer than 40 words are discarded.
From the sentences extracted, we set aside 1,000
as development set for parameter tuning using
MERT (Och, 2003) and we use the rest for train-
ing, i.e. 1,278,411 sentences for Italian–Spanish
and 196,113 for English–Bulgarian.

For each SL sentence we obtain the n-best (up
to 3,000) PL translations. We ensure that all trans-
lations in the n-best list are different (using the
Moses parameter distinct). In order to obtain
different translations, Moses considers the best n ·
m translations (m = 200), therefore it is not guar-
anteed that n different translations will be found
(in fact, for some sentences we obtain a number
of translations slightly lower than n). Apart from
this, we use Moses’ default settings. The transla-
tions in PL are recased using Moses’ built-in re-
caser trained on the target side of the SL–PL train-
ing data.

For System2 in both scenarios we use Aper-
tium, a RBMT system that uses a shallow-
transfer engine (Forcada et al., 2011).3 We
use Apertium systems developed for Spanish–
Catalan (Corbı́-bellot et al., 2005) and Bulgarian–
Macedonian (Rangelov, 2011).

The development and test sets for it–es–ca are
extracted from the KDE4 multilingual documen-
tation corpus in the OPUS project (Tiedemann,
2009).4 The Italian–Catalan bilingual corpus con-
tains 146,372 sentence pairs. We discarded sen-
tence pairs where the source or target side is

1http://www.statmt.org/moses/
2http://www.statmt.org/europarl/
3http://www.apertium.org/
4http://urd.let.rug.nl/tiedeman/OPUS/
KDE4v2.php
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shorter than 10 words5 or longer than 30,6 where
the difference of number of words between the
source and target sentences is higher than 10% as
well as sentences that contain URLs, Copyright
notices and source code. This leads to a candidate
set of 6,927 sentences, from it we randomly se-
lected 1,000 sentences for development and 1,000
for test. The development set is used for the tuning
procedure shown in Algorithm 1.

The development and test sets for en–bg–mk are
taken from the SETimes multilingual corpus (Ty-
ers and Alperen, 2010).7 The development set con-
tains 1,000 sentences whilst the test set holds 1,003
sentences.

5-gram word-based Language Models (LMs)
are built for the TL with the IRSTLM toolkit (Fed-
erico et al., 2008)8 using modified Kneser-Ney
smoothing (Chen and Goodman, 1996). We use
two monolingual corpora for the TL in the first
scenario: one in-domain, from the KDE4 corpus,
which consists of 53,776 sentences from the Cata-
lan side which are not present in the aforemen-
tioned development nor test sets and one out-of-
domain, consisting on up to 800,000 sentences
gathered from news monolingual sources. A sin-
gle monolingual corpus is used for the second sce-
nario, in this case in-domain as it consists of sen-
tences from the SETimes corpus. Up to 150,000
sentences are used.

Two automatic MT metrics are used to evalu-
ate our approach, these are BLEU (Papineni et
al., 2002) and NIST (Doddington, 2002). Statis-
tical significance tests are carried out using paired
bootstrap resampling (Koehn, 2004) with ARK’s
code.9 Sentence-level scores for the oracles are
computed with smoothed BLEU.10 BLEU is also
used as the MT score to tune the procedure shown
in Algorithm 1.

4.2 Experiments

4.2.1 Baseline and Oracles
First we establish the baseline, which consists

of combining the two MT systems sequentially in
a cascade fashion, i.e. for each source sentence this
5Those sentences are usually not fluent sentences but menu
items, isolated terms, etc.
6Such long sentences are not ideal for potential tasks such as
word alignment.
7http://opus.lingfil.uu.se/SETIMES.php
8http://hlt.fbk.eu/en/irstlm
9http://www.ark.cs.cmu.edu/MT/
10ftp://jaguar.ncsl.nist.gov/mt/
resources/mteval-v13a.pl

is the translation by System2 of the best translation
obtained by System1.

In order to determine the margin for improve-
ment that can be attained when taking into con-
sideration all the translations in the n-best list, we
have developed an oracle system which yields the
maximum reachable score. The oracle is based on
the one described in (Och et al., 2004) where only
one reference translation is available; for each sen-
tence, it translates all the translations in the n-best
list in PL with System2 into TL, scores BLEU at
sentence level, and picks the translation with the
highest score. Finally it builds a set in the TL with
the translation picked for each sentence and scores
BLEU at document level.

Table 1 shows the BLEU and NIST scores for
the baselines and the oracles for both scenarios and
for different sizes of the PL n-best list (100, 1,000,
2,000 and 3,000). Apart from the absolute scores,
for each metric and oracle we report its relative im-
provement over the baseline (in columns labelled
∆%).

For the first scenario, the oracle is almost 6 ab-
solute points higher than the baseline (0.2878 vs
0.2289) according to BLEU with just 100 sen-
tences in the n-best list. Incrementing the list
to 1,000 sentences yields approximately 2.5 ad-
ditional BLEU points (0.3133 vs 0.2878). This
can be incremented by almost 3.5 further points
by considering the top 2,000 translations (0.3476
vs 0.3133); this is 11.87 absolute points over the
baseline (0.3476 vs 0.2289) or a 51.86% relative
improvement. In comparison, having access to the
best 3,000 translations brings about only modest
further improvements: about half a BLEU point
over the oracle that uses 2,000 translations (0.3525
vs 0.3476).

Sustained improvements are reported also by
NIST, although they are lower (the maximum rela-
tive improvement is 24.29%).

A similar pattern is observed for the second
scenario. In this case the relative improvements
are even higher; 44.66% for 100-best, 68.02% for
1,000-best and almost 75% both for 2,000-best and
3,000-best in terms of BLEU.

The results clearly indicate that methods that
exploit the n-best list to translate from PL to TL
have potential to improve performance consider-
ably over the baseline. Given the similar results
obtained when using 2,000-best and 3,000-best
lists and taking into consideration the computa-
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Scenario MT system n-best size BLEU ∆% NIST ∆%

it–es–ca
Baseline - 0.2289 0.00 5.6706 0.00
Oracle 100 0.2878 25.73 6.2778 10.70
Oracle 1,000 0.3133 36.87 6.5884 16.19
Oracle 2,000 0.3476 51.86 6.9909 23.28
Oracle 3,000 0.3525 54.00 7.0482 24.29

en–bg–mk
Baseline - 0.1104 0.00 4.3274 0.00
Oracle 100 0.1597 44.66 5.1126 18.14
Oracle 1,000 0.1855 68.02 5.4734 26.48
Oracle 2,000 0.1931 74.90 5.5646 28.59
Oracle 3,000 0.1927 74.55 5.4222 25.30

Table 1: MT scores for the baselines and oracles

tional cost involved, we consider lists of 2,000-best
sentences for the rest of the experiments.

4.2.2 Pivot Systems

We now turn to our pivot systems that rank
translation output according to SL–PL translation
score and TL perplexity (rather than oracle selec-
tion). We evaluate the pivot method using dif-
ferent LMs. For the first scenario there are four
systems that use out-of-domain LMs (newswire)
made up of a different number of sentences: News-
100k (100,000), News-200k (200,000), News-
500k (500,000) and News-800k (800,000). Finally
there is a system that uses an in-domain LM, KDE-
50k, derived from 50,000 sentences of the KDE
corpus.

Regarding the second scenario, we have built
three in-domain LMs, using 50,000 (SET-50k),
100,000 (SET-100k) and 150,000 (SET-150k) sen-
tences from the SETimes corpus. The results ob-
tained according to the BLEU and NIST met-
rics and the improvements over the baseline using
2,000-best lists are shown in Table 2.

The results obtained by the pivot systems us-
ing out-of-domain LMs are slightly higher than the
baseline (except for the BLEU score for the system
News-100K, which is slightly lower). However,
only the NIST score for the system News-800K is
significantly better than the baseline (p = 0.05).

Although using a much smaller LM, the sys-
tem that uses an in-domain LM made up of 50,000
sentences from the KDE corpus reaches notably
higher scores, achieving almost 3 absolute BLEU
points over the baseline (0.2561 vs 0.2289, or
11.88% relative improvement). Both the BLEU
and NIST scores are statistically significantly bet-
ter than the baseline (p = 0.01). As the testset

comes from a very specific and technical domain,
having a LM from that same domain (even if it is
rather small) to re-rank the translations proves to
be very useful.

All the pivot systems for the second scenario
obtain significantly better scores compared to the
baseline (p = 0.01). The highest improvement is
achieved by SET-150k (13.32% relative and 1.47
absolute in terms of BLEU).

For all the runs using out-of-domain LMs, the
value of α is very high (the values range from
0.9453 to 0.9824), meaning that almost all the
weight to choose the best translation is given to
the feature that measures translation score in PL,
while the one that measures fluency in the TL re-
mains marginal (1 − α, see equation 1). As the
original n-best list is sorted by translation score,
we can expect that in these runs most sentences se-
lected are very near the top of this list; hence the
results do not differ much from the baseline. Con-
versely, the value of α is considerably lower for the
runs using in-domain LMs; 0.8125 for KDE-50k in
the first scenario, even lower values for the second
scenario, in the range [0.5390, 0.6250]. This sug-
gests that the fluency in TL plays a more important
role in the selection of translations from the n-best
list when using an in-domain LM. More details on
this are provided in Section 4.3, where the results
are analysed.

4.3 Analysis
We provide an analysis of all the systems evaluated
by looking at the distribution of the ranking posi-
tions of the sentences selected in the n-best lists.
For each of the systems we report on the following
statistical measures:

• Minimum (min), the rank of the highest sen-
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Scenario MT system α BLEU ∆% NIST ∆%

it–es–ca
News-100k 0.9453 0.2283 -0.26 5.6739 0.05
News-200k 0.9551 0.2301 0.52 5.6909 0.35
News-500k 0.9824 0.2299 0.43 5.6844 0.24
News-800k 0.9824 0.2300 0.48 5.6853 0.25
KDE-50k 0.8125 0.2561 11.88 6.0130 6.03

en–bg–mk
SET-50k 0.6250 0.1238 12.14 4.4060 1.81
SET-100k 0.5390 0.1245 12.77 4.4085 1.87
SET-150k 0.5469 0.1251 13.32 4.4115 1.94

Table 2: MT scores for the pivot method

tence picked by the method.

• Maximum (max), the rank of the lowest sen-
tence picked by the method.

• Mean, the average value of the ranking posi-
tions of the sentences chosen by the method.

• Standard deviation (stddev), the standard de-
viation from the average of the sentences se-
lected.

Table 3 provides these values for the oracle sys-
tems over the different sizes of the n-best list (100,
1,000, 2,000 and 3,000). The high values of the
max and stddev show that the oracles select sen-
tences from the whole range of translations avail-
able in the n-best lists. At least one of the low-
est ranked translations was taken for 100-best (max
99), while one very near the end of the list was se-
lected from 1,000-best (max 999 and 998), 2,000-
best (max 1,990 and 1,995) and 3,000-best (max
2,997 and 2,995).

n-best
min max mean stddev

size

it–
es

–c
a 100 0 99 17.53 27.34

1,000 0 999 192.31 279.54
2,000 0 1,990 472.34 579.35
3,000 0 2,997 716.36 880.05

en
–b

g–
m

k 100 0 99 39.66 29.95
1,000 0 998 400.10 297.25
2,000 0 1,995 818.78 611.48
3,000 0 2,995 1,002.88 862.01

Table 3: Statistics for oracles

Table 4 shows the statistics for the pivot sys-
tems. The previous hypothesis that systems us-
ing out-of-domain LMs select most sentences very
near the top due to the very high value of α is

corroborated here by the statistical measures. Al-
though the systems have access to 2,000 transla-
tions, the lowest ranked sentence picked by one
of the systems using an out-of-domain LM (News-
100k) is at position 133, while two of them (News-
500k and News-800k) do not even select any trans-
lation beyond a rank as high as 9. The very low
values of the mean, which range from 0.18 to 1.51,
indicate that most translations are taken from the
very highest ranked sentences.

The statistics are very different for the systems
that use in-domain LMs. The values in this case
resemble much more the pattern observed for the
statistics shown for the oracles (Table 3). These
systems do extract translations from all the range
of ranks as indicated by the values of the lowest
translation selected (1,990 for KDE-50k, 1,998 for
systems using LMs built on SETimes), which are
figures similar to those reported for the 2,000-best
oracles (1,990 for es–it–ca and 1,995 for en–bg–
mk). The high values of both the mean (214.65
for the first scenario and [615.25, 801.17] for the
second) and the standard deviation (420.99 for the
first scenario and [585.17, 593.20] for the second)
confirm this trend.

LM min max mean stddev

it–
es

–c
a News-100k 0 133 1.51 6.84

News-200k 0 88 0.97 4.00
News-500k 0 9 0.19 0.69
News-800k 0 9 0.18 0.66
KDE-50k 0 1,990 214.65 420.99

en
–b

g–
m

k SET-50k 0 1,998 615.25 585.17
SET-100k 0 1,998 801.17 593.20
SET-150k 0 1,998 784.55 588.19

Table 4: Statistics for pivot systems
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5 Conclusions and Future Work

This paper has presented, to the best of our knowl-
edge, the first pivot-based MT methodology in
which the second MT system is treated as a black
box.

Compared to the state-of-the-art, our methodol-
ogy is applicable to a broader set of scenarios, as
no access to the internals of the second system is
required. This opens the applicability of MT pivot-
based approaches to target languages for which no
suitable bilingual corpora to build PL–TL SMT
systems are available, as long as there is any kind
of PL–TL MT system available.

We have presented a method which exploits two
types of features: internal of the system that trans-
lates from SL to PL, and from the output of the fi-
nal TL translation. An algorithm that uses two fea-
tures (translation score of the first system and per-
plexity of the final translation) is presented. Com-
plementary weights are given to the features and
the optimal values are tuned on the development
set. The source code that implements this proce-
dure is available under the GPL-v3 license.11 The
data used in the experiments is also available.

We have evaluated this approach comparing it
to a baseline, which consists of translating the in-
put sentences using the two MT systems sequen-
tially. We have experimented with two scenarios
that involve different language families and do-
mains, technical documentation in Romance lan-
guages and newswire in Slavic languages, obtain-
ing up to 11.88% and 13.32% relative improve-
ments in terms of BLEU, respectively.

Using just two features yields significant im-
provements for both scenarios, but the scores ob-
tained by the oracles indicate that there is still
considerable room for improvement, e.g. for
the 2,000-best configuration, the best pivot-based
systems (KDE-50k and SET-150k) obtain 0.2561
and 0.1251 BLEU points, while the oracles yield
0.3476 and 0.1931 (over 9 absolute points better in
the first case and nearly 7 in the second).

Therefore we plan to extend the methodology
presented here in several ways. First, we will ex-
plore other possible features, looking for example
at features successfully used in other MT-related
tasks, such as (He et al., 2010). Second, we will
experiment with other algorithms that allow us to
combine an arbitrary number of features in order to
11http://nclt.computing.dcu.ie/˜atoral/
#Resources

rescore the translations. Finally, the methodology
will be applied to different MT systems, language
pairs and domains in order to further validate the
applicability of this approach.
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