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Abstract 

SAP has been heavily involved in the 

implementation and deployment of ma-

chine translation (MT) within the compa-

ny since the early 1990s. In 2013, SAP 

initiated an extensive proof of concept 

project, based on the statistical MT sys-

tem Moses (Koehn, et al., 2007), in col-

laboration with the external implementa-

tion partner CrossLang. The project fo-

cused on the use of Moses SMT as an aid 

to translators in the production process. 

This paper describes the outcome of the 

productivity evaluation for technical 

documents pertaining to SAP’s Rapid 

Deployment Solutions (RDS), which was 

performed as part of this proof of concept 

project. 

1 Background and Project Description 

The use of machine translation at SAP dates back 

to the early 1990s. Originally the rule-based ap-

proach was deployed mainly for the translation 

of technical troubleshooting documents (SAP 

Notes), test cases, documentation, training mate-

rials, and as a gist translation tool for customer 

messages. MT systems used were METAL 

(German-English/English-German) and Logos 

(English-French mainly), followed by the next 

generation system Lucy LT (for these same lan-

guages). In 2012, SAP started experimenting 

with statistical machine translation (SMT). A 

prototype system was built at SAP Language 

Services (SLS) for the Chinese-to-English and 

English-to-Chinese language pairs. This proto-

type was based on the Moses SMT technology. 

In 2013, SLS initiated a more extensive proof of 

concept project, again based on Moses, in col-

laboration with the external implementation part-
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ner CrossLang. The project focused on the use of 

Moses SMT as an aid to translators in the pro-

duction process. In that context CrossLang de-

veloped a plugin for SDL Trados Studio, thus 

enabling a seamless integration of Moses SMT 

into the SDL Trados Studio environment. MT 

suggestions were provided to translators during 

the proof of concept projects in addition to trans-

lation memory (TM) segments, which translators 

were free to accept, edit or discard just as they 

would TM matches. The overall timeline for the 

project was rather ambitious as all project phases 

(MT engine development, piloting, evaluation 

and engine improvement) had to be run between 

July and December 2013. In 2014, the SLS MT 

team will take additional steps to align machine 

translation landscapes and further extend the MT 

offering to various usage scenarios and more 

content types. 

The proof of concept projects were carried out 

for two different content types: sap.com and RDS 

(Rapid Deployment Solutions) texts. While 

sap.com materials are typically texts used for 

SAP’s official website, RDS texts are technical 

documents related to SAP’s RDS product offer-

ing. Consequently the former content type can be 

classified as being of a more creative nature and 

thus more marketing-like than the latter, which is 

more technical by nature and hence more similar 

to documentation. The present paper will focus 

on the RDS content type. 

The language scope of the proof of concept 

phase comprised the eight target languages Chi-

nese, French, German, Italian, Japanese, Portu-

guese (Brazil), Russian and Spanish with source 

language English as well as the respective re-

verse language directions. However, the evalua-

tions subject to this paper were carried out only 

for the target languages Chinese, French, Ger-

man, and Russian. 

For each language pair and content type Mo-

ses engines were built in three iterations: 

 Iteration 1: Engines built with content 

type-specific data only (in-domain en-

gines) 
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 Iteration 2: Engines built with a combi-

nation of content type-specific data and 

general SAP-related data to which do-

main adaptation techniques were applied 

(in-domain engines + domain adaptation) 

 Iteration 3: Systems built in iteration 2 

enhanced with natural language pro-

cessing (NLP) components and tech-

niques (in-domain engines + domain ad-

aptation + NLP) 

The size of the training data sets used for the 

relevant engines ranged from approximately 1 

million to nearly 2 million tokens for sap.com 

and from roughly 2.2 million to 5.5 million to-

kens for the RDS content type. 

While a total of more than 150 Moses engines 

were built throughout the project phase, not all of 

them could be run through the human evaluation 

rounds due to time and budget constraints. In-

stead, the best-performing systems for each con-

tent type and language pair were selected for 

human evaluation. 

2 Evaluation Setup 

In the proof of concept project, we looked at the 

machine translation output from different per-

spectives, which is reflected in the various types 

of evaluation that were performed: (i) engine 

development progress (automatic evaluation), (ii) 

translation quality (adequacy and fluency evalua-

tion), (iii) translation productivity increase poten-

tial (productivity evaluation), and (iv) translation 

process (pilot projects). 

The main goal of the automatic evaluations was 

to measure development progress. At the begin-

ning of the project different test sets, each consist-

ing of 1000 sentences, were extracted per content 

type and per language pair. Those test sets were 

held out of the training data and were used to score 

the engines after each development iteration. Three 

metrics were used for scoring: BLEU (Papineni, 

Roukos, Ward, & Zhu, 2002), METEOR 

(Banerjee & Lavie, 2005), and TER (Snover, Dorr, 

Schwartz, Micciulla, & Makhoul, 2006). 

As automatic evaluation metrics are known to 

not always be reliable indicators of users’ appre-

ciation of the machine translation output quality, 

the automatic assessments were complemented 

with human judgments. With the adequacy & 

fluency evaluations, the focus was on the linguis-

tic quality of the translations. With this evalua-

tion we tried to answer the question ‘how good is 

the translation?’. Two aspects of the translation 

were assessed: (i) in how far did the machine 

translation system succeed in transferring the 

meaning of the source sentence (adequacy), and 

(ii) in how far did the machine translation output 

respect the formal rules of the target languages 

(fluency). For both of these aspects, informants 

rated 400 machine translated sentences on a scale 

of 1 to 5, where 1 equals very poor performance 

and 5 excellent performance. For this evaluation, 

informants were linguists (professional and expe-

rienced translators). As with the automatic evalu-

ations, sentences used for evaluation were kept 

apart from the training data. 

With the productivity evaluation we tried to 

assess to what extent productivity increases 

might be obtained by using automated translation 

as an aid to speed up human translation. To eval-

uate this, informants were given a mix of (i) sen-

tences pre-translated with MT, (ii) sentences 

without translation suggestion, and (iii) sentences 

with translations taken from the TM. The main 

reason for including the latter type of segments 

was to get an indication of the informants’ possi-

ble bias against MT. Informants were asked to 

review and correct the translation of those sen-

tences for which a translation was provided (MT 

or TM), and to come up with a translation from 

scratch for those sentences for which no transla-

tion was provided. In the background, the time 

informants spent on editing the translation output 

or translating the sentence was recorded. Record-

ed times were then used to calculate the average 

throughput for sentences in each of the categories 

(MT post-editing, TM match review, and transla-

tion from scratch). The sentences used in this 

evaluation were the same as those used for the 

adequacy and fluency evaluations and the in-

formants taking part in this evaluation were pro-

vided by SAP’s regular translation vendors. 

When it comes to incorporating MT into the 

translation production process, a common con-

cern is that the use of MT will negatively influ-

ence the quality of the translation output. The 

main objective of the pilot projects, finally, was 

to assess whether end-users of the translations 

would effectively notice quality differences be-

tween translations produced as the result of post-

editing MT output and translations produced the 

traditional way. At the same time, the pilot pro-

jects served as a means to assess the complexity 

of integrating MT into the existing translation 

processes at SAP. To evaluate these aspects, MT 

was integrated into a real translation project, 

namely the translation of an update of existing 

contents for both content types in the pilot pro-

ject. Sets of about 400 sentences per language 
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were processed by SAP’s regular translation 

vendors in two ways: once with a translation 

suggestion from MT and once as translation from 

scratch. The resulting translation variants were 

then compared and ranked by SAP employees in 

the target language countries. 

3 Evaluation Results 

Because of the space constraints for this paper, 

we will limit the discussion of the evaluation re-

sults to the adequacy/fluency evaluations and 

productivity evaluations of one particular content 

type, i.e. RDS. We discuss these results per eval-

uation type. 

3.1 Adequacy/Fluency Evaluations 

Table 1 shows the average ratings across inform-

ants for adequacy and fluency for all evaluated 

language pairs and the difference between the 

average adequacy and fluency ratings. 
 En-to-De En-to-Fr En-to-Ru En-to-Zh 

Adequacy 4.11 4.16 3.54 3.89 

Fluency 3.77 3.73 3.35 3.81 

Difference 0.34 0.43 0.19 0.07 

Table 1: RDS Adequacy/Fluency Results 

Table 1 shows that the adequacy and fluency 

ratings vary per language, with the German and 

French output scoring best in terms of adequacy 

and the German and Chinese output scoring best 

as far as fluency is concerned. The lowest scores, 

both for adequacy and fluency, were observed 

for Russian. 

The biggest difference between the adequacy 

and fluency rating was noted for the French out-

put; the smallest difference for the Chinese MT 

translations. 

3.2 Productivity Evaluations 

Tables 2 through 5 show, for the four language 

pairs that were evaluated, the throughput per cat-

egory per informant (in words per hour) and the 

productivity increase that is obtained by compar-

ing the throughput for post-editing against that 

for translation. 
 Translation MT Post-

editing 

Full match 

revision 

Productivi-

ty increase 

Informant 1 288 358 458 24% 

Informant 2 206 341 388 66% 

Informant 3 347 599 1023 73% 

Average 280 433 623 54% 

Table 2: RDS Productivity Results En-to-De 

For the English-to-German language pair, we 

observed an average productivity increase of 54% 

across informants for the RDS content type. A 

striking observation regarding the productivity 

evaluation for this content type is that, on aver-

age, 48% of the exact matches that were included 

in the evaluation set were changed by the inform-

ants. Informant 2 changed as much as 63% of the 

segments (i.e. 25 out of 40), which explains why 

his throughput for full match review is relatively 

lower than that of the other two informants. 
 Translation MT Post-

editing 

Full match 

revision 

Productivi-

ty increase 

Informant 1 531 906 1340 70% 

Informant 2 451 628 617 39% 

Informant 3 328 712 932 117% 

Average 437 749 963 76% 

Table 3: RDS Productivity Results En-to-Fr 

For the English-to-French language pair, we 

observed an average productivity increase of 76% 

across informants. Looking at the results more 

closely, we found that there are considerable dif-

ferences between the results of the different in-

formants. For this content type, there is a differ-

ence of 78 percentage points between the increase 

noted for informant 3 (117%) and that noted for 

informant 2 (39%). We found evidence of the po-

tential productivity gains in the fact that on aver-

age 40% of the segments with machine translation 

output remained unchanged. The lower increase 

noted with informant 2 might be explained by this 

informant having a more critical attitude towards 

MT. This becomes apparent when looking at the 

change rate for full match review segments. In-

formant 2 changed 58% (i.e. 23 out of 40) of the 

exact matches from TM as opposed to 50% for 

informant 1 and 35% for informant 3. 
 Translation MT Post-

editing 

Full match 

revision 

Productivi-

ty increase 

Informant 1 335 534 1541 59% 

Informant 2 951 1833 4608 93% 

Informant 3 296 443 889 50% 

Average 527 936 2346 67% 

Table 4: RDS Productivity Results En-to-Ru 

For the English-to-Russian language pair, we 

observed an average productivity increase of 

67% across informants. Although the average 

increase might be a little inflated by the high in-

crease reported for informant 2, the fact that on 

average 41% of the sentences in the evaluation 

set was left unchanged by the informants, pro-

vides a good basis for explaining the observed 

increases. Interesting to see is that, compared to 

the languages already discussed, the Russian in-

formants were less tempted to change full match-

es (on average only 28% were changed as op-

posed to 48% for both German and French). 
 Translation MT Post-

editing 

Full match 

revision 

Productivi-

ty increase 

Informant 1 266 333 453 25% 

Informant 2 325 473 739 46% 

Informant 3 264 312 420 18% 

Average 285 373 537 30% 

Table 5: RDS Productivity Results En-to-Zh 
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For the English-to-Chinese language pair, we 

observed an average productivity increase of 

30% across informants. Again, we found that 

informants were very much inclined to change 

full match segments: on average 49% of the 

segments got changed. Whereas the change rate 

in the full match review category for the English-

to-German and English-to-French languages 

pairs were found to be similar, the degree of 

change was a lot higher for the English-to-

Chinese language pair (similarity score for full 

match review of 81.80) than for the language 

pairs discussed above (94.14 for English-to-

German and 90.47 for English-to-French). This 

suggests that either the informants were very 

“picky” or that there was a problem with the 

quality of the TM. Further investigation revealed 

that the latter was the case. 

4 Conclusions 

The overall results of the quality evaluation as 

measured in the adequacy and fluency assess-

ment appear rather encouraging across language 

pairs with a distribution of average scores be-

tween 3.35 and 4.16. There were, however, no-

ticeable differences between individual lan-

guages with German and French scoring particu-

larly well and Russian performing comparatively 

poorly in that part of the evaluation program. 

Apart from differing quality levels between the 

MT engines built for the various language pairs 

the fact that there is always an element of subjec-

tivity involved in human quality judgments may 

serve as an explanation for this observation. 

Besides the assessment of quality perception, 

another important question addressed in the 

evaluation rounds was obviously whether MT 

actually speeds up translation in the production 

process. As could be seen in the previous section, 

this question requires a differentiated answer de-

pending on the target language, the main reasons 

for this being not only the varying quality levels 

of the engines for each language but also the fact 

that cultural aspects may impact the acceptance 

and hence perceived usefulness of machine trans-

lation as a translation aid. This became particu-

larly apparent in the evaluation rounds for the 

target languages Russian and Chinese, where 

results of human quality and productivity evalua-

tion were somewhat contradictory. However, this 

does not substantially affect the overall trend 

revealed by the productivity evaluation, which 

did prove clear productivity gains for all lan-

guages. 

This observation was confirmed by the translation 

vs. post-editing comparison in the pilot project 

evaluation (not discussed in this paper), which 

showed that the use of MT did not seem to have a 

negative impact on the quality of the final transla-

tions. As such translations produced with the help 

of MT were in no instance rated as being of lower 

quality than translations done from scratch. In 

fact quite the contrary was observed: For all lan-

guages a clear preference for translations result-

ing from MT plus post-editing could be estab-

lished. This could be explained by the technical 

nature of RDS contents, where adequacy and flu-

ency are considered more important than style 

and hence informants were less inclined to edit 

the MT output. 

Finally it needs to be stressed that the evalua-

tion results presented in this paper only reflect a 

snapshot of the quality of the engines built at the 

point in time the pilot and evaluation projects 

were conducted. Detailed system improvement 

activities are currently underway at SAP in order 

to further optimize MT engines and reach the 

defined quality levels for the various MT usage 

scenarios in the company. 
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