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Abstract

This paper is about improving the quality
of Arabic-English statistical machine trans-
lation (SMT) on dialectal Arabic text us-
ing morphological knowledge. We present a
light-weight rule-based approach to producing
Modern Standard Arabic (MSA) paraphrases
of dialectal Arabic out-of-vocabulary (OOV)
words and low frequency words. Our ap-
proach extends an existing MSA analyzer with
a small number of morphological clitics, and
uses transfer rules to generate paraphrase lat-
tices that are input to a state-of-the-art phrase-
based SMT system. This approach improves
BLEU scores on a blind test set by 0.56 abso-
lute BLEU (or 1.5% relative). A manual error
analysis of translated dialectal words shows
that our system produces correct translations
in 74% of the time for OOVs and 60% of the
time for low frequency words.

1 Introduction

Much work has been done on Modern Standard Ara-
bic (MSA) natural language processing (NLP) and
machine translation (MT). In comparison, research
on dialectal Arabic (DA), the unstandardized spoken
varieties of Arabic, is still lacking in NLP in general
and MT in particular. In this paper we address the is-
sue of MT out-of-vocabulary (OOV) terms and low
frequency terms in highly dialectal Arabic text.

We present a light-weight rule-based approach to
producing MSA morphological paraphrases of DA
OOV words and low frequency words. However, we
don’t do lexical translation. Our approach extends
an existing MSA analyzer to two DA varieties (Lev-
antine and Egyptian) with less than 40 morphologi-

cal clitics. We use 11 morphological transfer rules
to generate paraphrase lattices that are input to a
state-of-the-art phrase-based statistical MT (SMT)
system. Our system improves BLEU scores on a
blind test set by 0.56 absolute BLEU (or 1.5% rela-
tive). A manual error analysis of translated dialectal
words shows that our system produces correct trans-
lations in 74% of the time for OOVs and 60% of the
time for low frequency words.

The rest of this paper is structured as follows:
Section 2 is related work, Section 3 presents linguis-
tic challenges and motivation, Section 4 details our
approach and Section 5 presents results evaluating
our approach under a variety of conditions.

2 Related Work

Dialectal Arabic NLP Much work has been done
in the context of MSA NLP (Habash, 2010). Specif-
ically for Arabic-to-English SMT, the importance of
tokenization using morphological analysis has been
shown by many researchers (Lee, 2004; Zollmann
et al., 2006; Habash and Sadat, 2006). In contrast,
research on DA NLP is still in its early stages: (Ki-
lany et al., 2002; Kirchhoff et al., 2003; Duh and
Kirchhoff, 2005; Habash and Rambow, 2006; Chi-
ang et al., 2006). Several researchers have explored
the idea of exploiting existing MSA rich resources
to build tools for DA NLP, e.g., Chiang et al. (2006)
built syntactic parsers for DA trained on MSA tree-
banks. Such approaches typically expect the pres-
ence of tools/resources to relate DA words to their
MSA variants or translations. Given that DA and
MSA do not have much in terms of parallel cor-
pora, rule-based methods to translate DA-to-MSA
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or other methods to collect word-pair lists have been
explored. For example, Abo Bakr et al. (2008) intro-
duced a hybrid approach to transfer a sentence from
Egyptian Arabic into MSA. This hybrid system con-
sisted of a statistical system for tokenizing and tag-
ging, and a rule-based system for constructing dia-
critized MSA sentences. Moreover, Al-Sabbagh and
Girju (2010) described an approach of mining the
web to build a DA-to-MSA lexicon. In the con-
text of DA-to-English SMT, Riesa and Yarowsky
(2006) presented a supervised algorithm for online
morpheme segmentation on DA that cut the OOVs
by half.

Machine Translation for Closely Related Lan-
guages Using closely related languages has been
shown to improve MT quality when resources are
limited. Hajič et al. (2000) argued that for very close
languages, e.g., Czech and Slovak, it is possible
to obtain a better translation quality by using sim-
ple methods such as morphological disambiguation,
transfer-based MT and word-for-word MT. Zhang
(1998) introduced a Cantonese-Mandarin MT that
uses transformational grammar rules. In the context
of Arabic dialect translation, Sawaf (2010) built a
hybrid MT system that uses both statistical and rule-
based approaches for DA-to-English MT. In his ap-
proach, DA is normalized into MSA using a dialec-
tal morphological analyzer. This use of “resource-
rich” related languages is a specific variant of the
more general approach of using pivot/bridge lan-
guages (Utiyama and Isahara, 2007; Kumar et al.,
2007). In the case of MSA and DA variants, it
is plausible to consider the MSA variants of a DA
phrase as monolingual paraphrases (Callison-Burch
et al., 2006; Habash, 2008; Du et al., 2010).

This paper presents results on a rule-based sys-
tem to generate alternative paraphrases for DA OOV
words and low frequency words to help improve
SMT from highly dialectal Arabic to English. Our
work is most similar to Sawaf (2010)’s approach to
DA normalization into MSA, although we shy away
from the term in our work since we do not produce a
single MSA version of the input to pass on to MSA-
English MT. Instead we pass multiple paraphrases
(or alternative normalizations) as a lattice to an SMT
system, in a manner similar to Du et al. (2010). Cer-
tain aspects of our approach are similar to Riesa

and Yarowsky (2006)’s, in that we use morpholog-
ical analysis for DA to help DA-English MT; but
unlike them and similar to Sawaf (2010), we use a
rule-based approach to model DA morphology. Our
morphological analysis implementation is quite sim-
ilar to the approach taken by Abo Bakr et al. (2008),
which extend existing MSA analyzers through rules;
however, unlike them, we are not interested in gen-
erating MSA per se, but rather to use it as a bridge
to English MT. Our interest in OOV words is simi-
lar to Habash (2008), who compared multiple tech-
niques for handling MSA OOVs; however, unlike
him, we target dialectal phenomena and we use lat-
tices as input to the SMT system. Also related is the
recent work by Nakov and Ng (2011), who use mor-
phological knowledge to generate paraphrases for a
morphologically rich language, Malay, to extend the
phrase table in a Malay-to-English SMT system.

3 Challenge and Motivation

We are primarily interested in improving Arabic-
English SMT on highly dialectal text. This partic-
ular type of text has many challenges. We discuss
these challenges and motivate our research approach
with an analysis of DA OOV terms in a state-of-the-
art SMT system.

3.1 Arabic Linguistic Challenges
The Arabic language poses many challenges for
NLP. Arabic is a morphologically complex language
which includes rich inflectional morphology, ex-
pressed both templatically and affixationally, and
several classes of attachable clitics. For exam-
ple, the Arabic word Aî

	
EñJ.

�
JºJ
�ð w+s+y-ktb-wn+hA1

‘and they will write it’ has two proclitics (+ð w+
‘and’ and +� s+ ‘will’), one prefix -ø



y- ‘3rd per-

son’, one suffix 	
àð- -wn ‘masculine plural’ and one

pronominal enclitic Aë+ +hA ‘it/her’. Additionally,
Arabic is written with optional diacritics that primar-
ily specify short vowels and consonantal doubling.
The absence of these diacritics together with the lan-
guage’s complex morphology lead to a high degree
of ambiguity: the Buckwalter Arabic Morphological

1Arabic transliteration is presented in the Habash-Soudi-
Buckwalter scheme (Habash et al., 2007): (in alphabetical or-
der) AbtθjHxdðrzsšSDTĎςγfqklmnhwy and the additional sym-
bols: ’ Z, Â


@, Ǎ @


, Ā

�
@, ŵ 

ð', ŷ Zø', h̄ �
è, ý ø.
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Analyzer (BAMA), for instance, produces an average
of 12 analyses per word. Moreover, some letters in
Arabic are often spelled inconsistently which leads
to an increase in both sparsity (multiple forms of the
same word) and ambiguity (same form correspond-
ing to multiple words), e.g., variants of Hamzated
Alif,


@ Â or @


Ǎ, are often written without their

Hamza (Z ’): @ A; and the Alif-Maqsura (or dotless
Ya) ø ý and the regular dotted Ya ø



y are often used

interchangeably in word final position (Kholy and
Habash, 2010). Arabic complex morphology and
ambiguity are handled using tools for disambigua-
tion and tokenization (Habash and Rambow, 2005;
Diab et al., 2007). For our SMT system, we pre-
process the Arabic text so that it is tokenized in
the Penn Arabic Treebank tokenization (Maamouri
et al., 2004), Alif/Ya normalized and undiacritized.
These measures have an important effect on reduc-
ing overall OOV rate (Habash, 2008).

3.2 Dialectal Arabic Challenges

Contemporary Arabic is in fact a collection of vari-
eties: MSA, which has a standard orthography and
is used in formal settings, and DAs, which are com-
monly used informally and with increasing presence
on the web, but which do not have standard or-
thographies. There are several varieties of DA which
primarily vary geographically, e.g., Levantine Ara-
bic, Egyptian Arabic, etc. DAs differ from MSA
phonologically, morphologically and to some lesser
degree syntactically. The differences between MSA
and DAs have often been compared to Latin and the
Romance languages (Habash, 2006). The morpho-
logical differences are most noticeably expressed in
the use of clitics and affixes that do not exist in
MSA. For instance, the Levantine Arabic equivalent
of the MSA example above is AëñJ.

�
JºJ
kð w+H+y-

ktb-w+hA ‘and they will write it’. The optionality
of vocalic diacritics helps hide some of the differ-
ences resulting from vowel changes; compare the
diacritized forms: Levantine wHayuktubuwhA and
MSA wasayaktubuwnahA.

All of the NLP challenges of MSA described
above are shared by DA. However, the lack of stan-
dard orthographies for the dialects and their numer-
ous varieties pose new challenges. Additionally,
DAs are rather impoverished in terms of available

tools and resources compared to MSA; e.g., there is
very little parallel DA-English corpora and almost
no MSA-DA parallel corpora. The number and so-
phistication of morphological analysis and disam-
biguation tools in DA is very limited in compari-
son to MSA (Duh and Kirchhoff, 2005; Habash and
Rambow, 2006; Abo Bakr et al., 2008). MSA tools
cannot be effectively used to handle DA: Habash and
Rambow (2006) report that less than two-thirds of
Levantine verbs can be analyzed using an MSA mor-
phological analyzer.

3.3 Dialectal Arabic OOVs

We analyzed the types of OOVs in our dev set
against our large system (see Section 5) with an eye
for dialectal morphology. The token OOV rate is
1.51% and the type OOV rate is 7.45%; although the
token OOV rate may seem small, it corresponds to
almost one third of all sentences having one OOV at
least (31.48%). In comparison with MSA test sets,
such as NIST MTEval 2006’s token OOV rate of
0.8% (and 3.42% type OOV rate), these numbers
are very high specially given the size of training
data. Out of these OOVs, 25.9% have MSA read-
ings or are proper nouns. The rest, 74.1%, are di-
alectal words. We classified the dialectal words into
two types: words that have MSA-like stems and di-
alectal affixational morphology (affixes/clitics) and
those that have dialectal stem and possibly dialectal
morphology. The former set accounts for almost half
of all OOVS (49.7%) or almost two thirds of all di-
alectal OOVS. In this paper we only target dialectal
affixational morphology cases as they are the largest
class involving dialectal phenomena that do not re-
quire extension to our stem lexica. The morphologi-
cal coverage of the analyzer we use, ALMOR, which
itself uses the BAMA databases is only 21% of all
the OOV words. Our analyzer, ADAM, presented in
Section 4.2, improves coverage substantially.

It is important to note that a word can be in-
vocabulary (INV) but not have a correct possible
translation in the phrase table. Some of these words
may be of such low frequency that their various pos-
sible translations simply do not appear in the train-
ing data. Others may have a frequent MSA read-
ing and an infrequent/unseen DA reading (or vice
versa).
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4 Approach

Our basic approach to address the issue of transla-
tional OOVs is to provide rule-based paraphrases of
the source language words into words and phrases
that are INV. The paraphrases are provided as al-
ternatives in an input lattice to the SMT system.
This particular implementation allows this approach
to be easily integrated with a variety of SMT sys-
tems. The alternatives include different analyses
of the same original word and/or translations into
MSA. We focus on the question of Arabic dialects,
although the approach can be extended to handle
low frequency MSA words also that may have been
mis-tokenized by the MSA preprocessing tools. As
mentioned above, we only report in this work on di-
alect morphology translation to MSA and we leave
lemma/word translation to future work. We identify
four distinct operations necessary for this approach
and evaluate different subsets of them in Section 5.

1. Selection. Identify the words to handle, e.g.,
OOVs or low frequency words.

2. Analysis. Produce a set of alternative analyses
for each word.

3. Transfer. Map each analysis into one or more
target analyses.

4. Generation. Generate properly tokenized
forms of the target analyses.

The core steps of analysis-transfer-generation are
similar to generic transfer-based MT (Dorr et al.,
1999). In essence our approach can be thought of
as a mini-rule-based system that is used to hybridize
an SMT system (Simard et al., 2007; Sawaf, 2010).

4.1 Selection

The most obvious set of words to select for para-
phrasing is the phrase-table OOV words. We iden-
tify them by comparing each word in the source
text against all phrase-table singletons. Another set
of words to consider includes low frequency words
(DA or MSA), which are less likely to be associated
with good phrase-table translations. We compute the
frequency of such words against the original training
data. We further extend the idea of frequency-based
selection to typed-frequency selection in which we
consider different frequency cut-offs for different

types of words (MSA or DA). Evaluation and more
details are presented in Section 5.3.

4.2 Analysis

Whereas much work has been done on MSA mor-
phological analysis (Al-Sughaiyer and Al-Kharashi,
2004), a small handful of efforts have targeted the
creation of dialectal morphology systems (Kilany et
al., 2002; Habash and Rambow, 2006; Abo Bakr et
al., 2008). In this section, we present a new dialec-
tal morphological analyzer, ADAM, built as an ex-
tension to an already existing MSA analyzer. We
only focus on extensions that address dialectal af-
fixes and clitics, as opposed to stems, which we plan
to address in future work. This approach to extend-
ing an MSA analyzer is similar to work done by
Abo Bakr et al. (2008) and it contrasts as rather a
shallow/quick-and-dirty solution compared to other
more demanding efforts on building dialectal an-
alyzers from scratch, such as the MAGEAD sys-
tem (Habash and Rambow, 2006; Altantawy et al.,
2011).

4.2.1 ADAM: Analyzer for Dialectal Arabic
Morphology

ADAM is built on the top of BAMA database
(Buckwalter, 2004) as used in the ALMOR morpho-
logical analyzer/generator (Habash, 2007), which is
the rule-based component of the MADA system for
morphological analysis and disambiguation of Ara-
bic (Habash and Rambow, 2005; Roth et al., 2008).
The ALMOR system presents analyses as lemma and
feature-value pairs including clitics.

The BAMA databases contain three tables of
Arabic stems, complex prefixes and complex suf-
fixes2 and three additional tables with constraints
on matching them. MSA, according to the BAMA

databases, has 1,208 complex prefixes and 940 com-
plex suffixes, which correspond to 49 simple pre-
fixes/proclitics and 177 simple suffixes/enclitics, re-
spectively. The number of combinations in prefixes
is a lot bigger than in suffixes, which explains the
different proportions of complex affixes to simple
affixes.

We extended the BAMA database through a

2We define a complex prefix as the full sequence of pre-
fixes/proclitics that may appear at the beginning of a word.
Complex suffixes are defined similarly.
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Dialect Word ñÊJ.
�
JºJ
kAÓð wmAHyktblw ‘And he will not write for him’

Analysis Proclitics [ Lemma & Features ] Enclitics
w+ mA+ H+ yktb +l +w

conj+ neg+ fut+ [katab IV subj:3MS voice:act] +prep +pron3MS

and+ not+ will+ he writes +for +him
Transfer Word 1 Word 2 Word 3

Proclitics [ Lemma & Features ] [ Lemma & Features ] [ Lemma & Features ] Enclitic
conj+ [ lan ] [katab IV subj:3MS voice:act] [ li ] +pron3MS

and+ will not he writes for +him
Generation w+ ln yktb l +h

MSA Phrase éË I.
�
JºK


	áËð wln yktb lh ‘And he will not write for him’

Figure 1: An example illustrating the analysis-transfer-generation steps to translate a word with dialectal morphology
into its MSA equivalent phrase.

set of rules that add new Levantine/Egyptian
dialectal affixes and clitics by copying and ex-
tending existing MSA affixes/clitics. For instance,
the dialectal future proclitic +h H+ ‘will’ has
a similar behavior to the standard Arabic future
particle +� s+. As such, an extension rule would
create a copy of each occurrence of the MSA
prefix and replace it with the dialectal prefix.
The algorithm that uses this rule to extend the
BAMA database adds the prefix Ha/FUT_PART

and many other combinations involving it,
e.g., wa/PART+Ha/FUT_PART+ya/IV3MS, and
fa/CONJ+Ha/FUT_PART+na/IV1P. We reserve
discussion of other more complex mappings with
no exact MSA equivalence to a future publication
on ADAM.

The rules (89 in total) introduce 11 new dialectal
proclitics (plus spelling variants and combinations)
and 27 dialectal enclitics (again, plus spelling vari-
ants and combinations). ADAM’s total of simple pre-
fixes and suffixes increases to 60 (22% increase) and
204 (15% increase) over BAMA, respectively. The
numbers for complex prefixes and suffixes increase
at a faster rate to 3,234 (168% increase) and (142%
increase), respectively.

As an example of ADAM output, consider the sec-
ond set of rows in Figure 1, where a single analysis
is shown.

4.2.2 ADAM performance
We conducted an analysis of ADAM’s behavior

over the OOV set analyzed in Section 3.3. Whereas
ALMOR (before ADAM) only produces analyzes for
21% of all the OOV words, ADAM covers almost

63%. Among words with dialectal morphology,
ADAM’s coverage is 84.4%. The vast majority of the
unhandled dialectal morphology cases involve a par-
ticular Levantine/Egyptian suffix �

�+ +š ‘not’. We
plan to address these cases in the future. In about
10% of all the analyzed words, ADAM generates
alternative dialectal readings to supplement exist-
ing ALMOR MSA analyses, e.g., I.

�
JºK. bktb has an

MSA (and coincidentally dialectal) analysis of ‘with
books’ and ADAM also generates the dialectal only
analysis ‘I write’.

4.3 Transfer

In the transfer step, we map ADAM’s dialectal anal-
yses to MSA analyses. This step is implemented
using a set of transfer rules (TR) that operate on
the lemma and feature representation produced by
ADAM. The TRs can change clitics, features or
lemma, and even split up the dialectal word into
multiple MSA word analyses. Crucially the input
and output of this step are both in the lemma and
feature representation (Habash, 2007). A particular
analysis may trigger more than one rule resulting in
multiple paraphrases. This only adds to the fan-out
which started with the original dialectal word having
multiple analyses.

Our current system uses 11 rules only, which were
determined to handle all the dialectal clitics added in
ADAM. As more clitics are added in ADAM, more
TRs will be needed. As examples, two TRs which
lead to the transfer output shown in the third set of
rows in Figure 1 can be described as follows:3

3All of our rules are written in a declarative form, which
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• if the dialectal analysis shows future and nega-
tion proclitics, remove them from the word and
create a new word, the MSA negative-future
particle 	áË ln, to precede the current word and
which inherits all proclitics preceding the fu-
ture and negation proclitics.

• if the dialectal analysis shows the dialectal in-
direct object enclitic, remove it from the word
and create a new word to follow the current
word; the new word is the preposition +È l+
with an enclitic pronoun that matches the fea-
tures of the indirect object.

In the current version evaluated in this paper, we al-
ways provide a lower-scored back-off analysis that
removes all dialectal clitics as an option.

4.4 Generation

In this step, we generate Arabic words from all anal-
yses produced by the previous steps. The gener-
ation is done using the general tokenizer TOKAN
(Habash, 2007) to produce Arabic Treebank (ATB)
scheme tokenizations. TOKAN is used in the base-
line system to generate tokenizations for MSA from
morphologically disambiguated input in the same
ATB scheme (see Section 5.1). The various gener-
ated forms are added in the lattices, which are then
input to the SMT system.

5 Evaluation on Machine Translation

5.1 Experimental Setup

We use the open-source Moses toolkit (Koehn et
al., 2007) to build two phrase-based SMT systems
trained on two different data conditions: a medium-
scale MSA-only system trained using a newswire
(MSA-English) parallel text with 12M words on
the Arabic side (LDC2007E103) and a large-scale
MSA/DA-mixed system (64M words on the Arabic
side) trained using several LDC corpora including
some limited DA data. Both systems use a stan-
dard phrase-based architecture. The parallel cor-
pus is word-aligned using GIZA++ (Och and Ney,
2003). Phrase translations of up to 10 words are
extracted in the Moses phrase table. The language
model for both systems is trained on the English

may be complicated to explain given the allotted space, as such
we present only the functional description of the TRs.

side of the large bitext augmented with English Gi-
gaword data. We use a 5-gram language model with
modified Kneser-Ney smoothing. Feature weights
are tuned to maximize BLEU on the NIST MTEval
2006 test set using Minimum Error Rate Training
(Och, 2003). This is only done on the baseline sys-
tems.

For all systems, the English data is tokenized us-
ing simple punctuation-based rules. The Arabic side
is segmented according to the Arabic Treebank tok-
enization scheme (Maamouri et al., 2004) using the
MADA+TOKAN morphological analyzer and tok-
enizer (Habash and Rambow, 2005) – v3.1 (Roth et
al., 2008). The Arabic text is also Alif/Ya normal-
ized (Habash, 2010). MADA-produced Arabic lem-
mas are used for word alignment.

Results are presented in terms of BLEU (Papineni
et al., 2002), NIST (Doddington, 2002) and ME-
TEOR (Banerjee and Lavie, 2005) metrics.4 How-
ever, all optimizations were done against the BLEU
metric. All evaluation results are case insensitive.

All of the systems we present use the lattice input
format to Moses (Dyer et al., 2008), including the
baselines which do not need them. We do not re-
port on the non-lattice baselines, but in initial exper-
iments we conducted, they did not perform as well
as the degenerate lattice version.

The Devtest Set Our devtest set consists of sen-
tences containing at least one non-MSA segment (as
annotated by LDC)5 in the Dev10 audio develop-
ment data under the DARPA GALE program. The
data contains broadcast conversational (BC) seg-
ments (with three reference translations), and broad-
cast news (BN) segments (with only one reference,
replicated three times). The data set contained a
mix of Arabic dialects, with Levantine Arabic be-
ing the most common variety. The particular na-
ture of the devtest being transcripts of audio data
adds some challenges to MT systems trained on pri-
marily written data in news genre. For instance,
each of the source and references in the devtest set
contained over 2,600 uh-like speech effect words
(uh/ah/oh/eh), while the baseline translation system
we used only generated 395. This led to severe

4We use METEOR version 1.2 with four match modules:
exact, stem, wordnet, and paraphrases.

5http://www.ldc.upenn.edu/
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brevity penalty by the BLEU metric. As such, we re-
moved all of these speech effect words in the source,
references and our MT system output. Another sim-
ilar issue was the overwhelming presence of com-
mas in the English reference compared to the Ara-
bic source: each reference had about 14,200 com-
mas, while the source had only 64 commas. Our
MT system baseline predicted commas in less than
half of the reference cases. Similarly we remove
commas from the source, references, and MT out-
put. We do this to all the systems we compare in this
paper. However, even with all of this preprocess-
ing, the length penalty was around 0.95 on average
in the large system and around 0.85 on average in
the medium system. As such, we report additional
BLEU sub-scores, namely the unigram and bigram
precisions (Prec-1 and Prec-2, respectively), to pro-
vide additional understanding of the nature of our
improvements.

We split this devtest set into two sets: a develop-
ment set (dev) and a blind test set (test). We report
all our analyses and experiments on the dev set and
reserve the test set for best parameter runs at the end
of this section. The splitting is done randomly at
the document level. The dev set has 1,496 sentences
with 32,047 untokenized Arabic words. The test set
has 1,568 sentences with 32,492 untokenized Arabic
words.

5.2 Handling Out-of-Vocabulary Words

In this section, we present our results on handling
OOVs in our baseline MT system following the ap-
proach we described in Section 4. The results are
summarized in Table 1. The table is broken into
two parts corresponding to the large and medium
systems. Each part contains results in BLEU, Prec-
1 (unigram precision), Prec-2 (bigram precision),
NIST and METEOR metrics. The performance of
the large system is a lot better than the medium sys-
tem in all experiments. Some of the difference is
simply due to training size; however, another factor
is that the medium system is trained on MSA only
data while the large system has DA in its training
data.

We compare the baseline system (first row) to two
methods of OOV handling through dialectal para-
phrase into MSA. The first method uses the ADAM

morphological analyzer and generates directly skip-

ping the transfer step to MSA. Although this may
create implausible output for many cases, it is suf-
ficient for some, especially through the system’s
natural addressing of orthographic variations. This
method appears in Table 1 as ADAM Only. The sec-
ond method includes the full approach as discussed
in Section 4, i.e., including the transfer step.

The use of the morphological analyzer only
method (ADAM Only) yields positive improvements
across all metrics and training data size conditions.
In the medium system, the improvement is around
0.42% absolute BLEU (or 2.1% relative). The large
system improves by about 0.34% absolute BLEU (or
almost 1% relative). Although these improvements
are small, they are only accomplished by targeting a
part of the OOV words (about 0.6% of all words).

The addition of transfer rules leads to further
modest improvements in both large and medium
systems according to BLEU; however, the NIST
and METEOR metrics yield negative results in the
medium system. A possible explanation for the
difference in behavior is that paraphrase-based ap-
proaches to MT often suffer in smaller data con-
ditions since the paraphrases they map into may
themselves be OOVs against a limited system. Our
transfer approach also has a tendency to generate
longer paraphrases as options, which may have lead
to more fragmentation in the METEOR score algo-
rithm. In terms of BLEU scores, the full system
(analysis and transfer) improves over the baseline
on the order of 0.5% BLEU absolute. The relative
BLEU score in the large and medium systems are
1.24% and 2.54% respectively.

All the systems in Table 1 do not drop unhan-
dled OOVs, thus differing from the most common
method of “handling” OOV, which is known to
game popular MT evaluation metrics such as BLEU
(Habash, 2008). In fact, if we drop OOVs in our
baseline system, we get a higher BLEU score of
36.36 in the large system whose reported base-
line gets 36.16 BLEU. That said, our best result
with OOV handling produces a higher BLEU score
(36.61) which is a nice result for doing the right
thing and not just deleting problem words. All dif-
ferences in BLEU scores in the large system are sta-
tistically significant above the 95% level. Statistical
significance is computed using paired bootstrap re-
sampling (Koehn, 2004).
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Large (64M words) Medium (12M words)
System BLEU Prec-1 Prec-2 NIST METEOR BLEU Prec-1 Prec-2 NIST METEOR
Baseline 36.16 74.56 45.04 8.9958 52.59 20.09 63.69 30.89 6.0039 40.85
ADAM Only 36.50 74.79 45.22 9.0655 52.95 20.51 64.37 31.22 6.1994 41.80
ADAM+Transfer 36.61 74.85 45.37 9.0825 53.02 20.60 64.70 31.48 6.1740 41.77

Table 1: Results for the dev set under large and medium training conditions. The baseline is compared to using
dialectal morphological analysis only and analysis plus transfer to MSA. BLEU and METEOR scores are presented
as percentages.

Large (64M words)
System BLEU Prec-1 Prec-2 NIST METEOR
Baseline 36.16 74.56 45.04 8.9958 52.59
ADAM+Transfer 36.61 74.85 45.37 9.0825 53.02
+ Freq x ≤ 10 36.71 74.89 45.50 9.0821 52.97
+ Freq xMSA ≤ 10 36.62 74.86 45.38 9.0816 52.96
+ Freq xDIAMSA ≤ 13 36.66 74.86 45.43 9.0836 53.01
+ Freq xDIA ≤ 45 36.73 75.00 45.57 9.0961 53.03
+ Freq xMSA ≤ 10 + xDIAMSA ≤ 13 + xDIA ≤ 45 36.78 74.96 45.61 9.0926 52.96

Table 2: Results for the dev set under large training condition, varying the set of words selected for MSA paraphrasing.

5.3 Extending Word Selection

Following the observation that some dialectal
words may not pose a challenge to SMT since they
appear frequently in training data, while some MSA
words may be challenging since they are infrequent,
we conduct a few experiments that widen the set of
words selected for DA-MSA paraphrasing. We re-
port our results on the large data condition only. Re-
sults are shown in Table 2. The baseline and best
system from Table 1 are repeated for convenience.

We consider two types of word-selection exten-
sions beyond OOVs. First, we consider frequency-
based selection, where all words with less than or
equal to a frequency of x are considered for para-
phrasing in addition to being handled in the system’s
phrase table. Many low frequency words actually
end up being OOVs as far as the phrase table is con-
cerned since they are not aligned properly or at all by
GIZA++. Secondly we consider a typed-frequency
approach, where different frequency values are con-
sidered depending on wether a word is MSA only,
dialect only or has both dialect and MSA readings.
We determine MSA words to be those that have AL-
MOR analyses but no new ADAM analyses. Dialect-
only words are those that have ADAM analyses but
no ALMOR analyses. Finally, dialect/MSA words
are those that have ALMOR analyses and get more

dialect analyses through ADAM. The intuition be-
hind the distinction is that problematic MSA only
words may be much less frequent than problematic
dialectal words.

We conducted a large number of experiments to
empirically determine the best value for x in the
frequency-based approach and xMSA, xDIA, and
xDIAMSA for the typed frequency approach. For
the typed frequency approach, we took a greedy path
to determine optimal values for each case and then
used the best results collectively. Our best values
are presented in Table 2. Both frequency-based ap-
proaches improve over the best results of only tar-
geting OOVs. Further more, the fine-tuned typed
frequency approach even yields further improve-
ments leading to 0.62% absolute BLEU improve-
ment over the baseline (or 1.71% relative). This
score is statistically significant against the baseline
and the ADAM+Transfer system as measured using
paired bootstrap resampling (Koehn, 2004).

5.4 Blind Test Results

We apply our two basic system variants and best re-
sult with typed frequency selection to the blind test
set. The results are shown in Table 3. The test set
overall has slightly higher scores than the dev set,
suggesting it may be easier to translate relatively.
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Large (64M words)
System BLEU Prec-1 Prec-2 NIST METEOR
Baseline 37.24 75.12 46.40 9.1599 52.93
ADAM Only 37.63 75.40 46.59 9.2414 53.39
ADAM+Transfer 37.71 75.46 46.70 9.2472 53.41
+ Freq xMSA ≤ 10 + xDIAMSA ≤ 13 + xDIA ≤ 45 37.80 75.47 46.82 9.2578 53.44

Table 3: Results for the blind test set under large training condition, comparing our best performing settings.

All of our system variants improve over the baseline
and show the same rank in performance as on the dev
set. Our best performer improves over the baseline
by 0.56 absolute BLEU (or 1.5% relative). The rel-
ative increase in Prec-2 is higher than in Prec-1 sug-
gesting perhaps that some improvements are coming
from better word order.

5.5 Manual Error Analysis

We conduct two manual error analyses comparing
the baseline to our best system. First we compare
the baseline system to our best system applied only
to OOVs. Among all 656 OOV tokens (1.51%) in
our dev set we attempt to handle 417 tokens (0.96%)
(i.e., 63.57% of possible OOVs) which could pos-
sibly affect 320 sentences (21.39%); however, we
only see a change in 247 sentences (16.51%). We
took a 50-sentence sample from these 247 sentences
(our sample is 20%). We classified every occur-
rence of an OOV into not handled (the output has
the OOV word), mistranslated (including deleted),
or corrected (the output contains the correct transla-
tion); we focused on adequacy rather than fluency
in this analysis. Table 4 presents some examples
from the analysis set illustrating different behaviors.
Among the OOVs in the sample (total 68 instances),
22% are not handled. Among the handled cases, we
successfully translate 74% of the cases. Translation
errors are mostly due to spelling errors, lexical am-
biguity or proper names. There are no OOV dele-
tions. This analysis suggests that our results reflect
the correctness of the approach as opposed to ran-
dom BLEU bias due to sentence length, etc.

In the second manual error analysis, we compare
two systems to help us understand the effect of han-
dling low frequency (LF) words: (a) our best system
applied only to OOVs [OOV], and (b) our best sys-
tem applied to OOVs and LF words [OOV+LF]. For
LF words only (as compared to OOVs), we attempt

to handle 669 tokens (1.54%) which could possi-
bly affect 489 sentence (32.69%); however, we see
a change in only 268 sentences (17.91%) (as com-
pared to the OOV handling system). We took a 50-
sentence sample from these sentences in the dev set
where the output of the two systems is different (to-
tal 268 sentences; our sample is 19%). We classified
each LF word into mistranslated or correct, and we
annotated each case as dialectal, MSA, or tokeniza-
tion error. Among the LF words in the sample (total
64 instances), the [OOV+LF] system successfully
translated 55% of the cases while the [OOV] sys-
tem successfully translated 50% of the cases. Over-
all, 11% of all LF words in our sample are due to a
tokenization error, 34% are MSA, and 55% are di-
alectal. Among dialectal cases, the [OOV+LF] sys-
tem successfully translated 60% of the cases while
the [OOV] system successfully translated 42% of
the cases. Among MSA cases, the [OOV+LF] sys-
tem successfully translates 55% of the cases while
the [OOV] system successfully translate 64% of the
cases. The conclusion here is that (a) the majority of
LF cases handled are dialectal and (b) the approach
to handle them is helpful; however (c) the LF han-
dling approach may hurt MSA words overall. Ta-
ble 5 presents some examples from the analysis set
illustrating different behaviors.

6 Conclusion and Future Work

We presented a light-weight rule-based approach
to producing MSA paraphrases of dialectal Arabic
OOV words and low frequency words. The gener-
ated paraphrase lattices result in improved BLEU
scores on a blind test set by 0.56 absolute BLEU
(or 1.5% relative). In the future, we plan to extend
our system’s coverage of phenomena in the handled
dialects and on new dialects. We are interested in
using ADAM to extend the usability of existing mor-
phological disambiguation systems for MSA to the
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Arabic yςny ςn AlAzdHAmAt btstxdmwn1 AlbnšklAt2?
Reference You mean for traffic jams you use1 the bicycles2?
Baseline I mean, about the traffic btstxdmwn1 AlbnšklAt2?
OOV-Handle I mean, about the traffic use1 AlbnšklAt2?
Arabic nHnA bntAml3 Anh fy hðA Almwqf tbdA msyrh̄ jdydh̄ slmyh̄ mTlwbh̄ lAlmnTqh̄ .
Reference We hope3 in this situation to start a new peace process that the region needs.
Baseline We bntAml3 that in this situation start a new march peaceful needed for the region.
OOV-Handle We hope3 that this situation will start a new march peaceful needed for the region.
Arabic dktwr Anwr mAjd ςšqy4 rŷys mrkz Alšrq AlAwsT lldrAsAt AlAstrAtyjyh̄ mn AlryAD ...
Reference Dr. Anwar Majid ’Ishqi4 President of the Middle East Center for Strategic Studies from Riyadh ...
Baseline Dr. anwar majed ςšqy4 head of middle east center for strategic studies from riyadh ...
OOV-Handle Dr. anwar majed love4, president of the middle east center for strategic studies from riyadh ...

Table 4: Examples of different results of handling OOV words. Words of interest are bolded. Superscript indexes are
used to link the related words within each example. Words with index 1 and 3 are correctly translated; the word with
index 2 is not handled; and the word with index 4 is an incorrectly translated proper name.

Arabic ... wlðlk HtςAml mς Aljmyς ςly hAlAsAs.
Reference ... and I shall therefore deal with everyone on this basis.
OOV ... and therefore dealt with everyone to think.
OOV+LF ... and therefore dealt with everyone on this basis.
Arabic ... tςydwn nfs Alkrh̄ An lm ykn AswA ...
Reference ... repeat the same thing if not worse ...
OOV ... to re - the same if not worse ...
OOV+LF ... bring back the same if not worse ...

Table 5: Examples of different results of handling LF words. Words of interest are bolded. Both examples show a LF
word mistranslated in the first system and successfully translated in the second system. The first examples shows a
dialectal word while the second example shows an MSA word.

dialects, e.g., MADA. Furthermore, we want to au-
tomatically learn additional morphological system
rules and transfer rules from limited available data
(DA-MSA or DA-English) or at least use these re-
sources to learn weights for the manually created
rules.
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