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Abstract

We present a novel approach to learning
phrasal inversion transduction grammars
via Bayesian MAP (maximum a posteri-
ori) or information-theoretic MDL (mini-
mum description length) model optimiza-
tion so as to incorporate simultaneously the
choices of model structure as well as pa-
rameters. In comparison to most current
SMT approaches, the model learns phrase
translation lexicons that (a) do not re-
quire enormous amounts of run-timemem-
ory, (b) contain significantly less redun-
dancy, and (c) provide an obvious basis
for generalization to abstract translation
schemas. Model structure choice is biased
by a description length prior, while pa-
rameter choice is driven by data likelihood
biased by a parameter prior. The search
over possible model structures is made
feasible by a novel top-down rule seg-
menting heuristic which efficiently incor-
porates estimates of the posterior probabil-
ities. Since the priors reward model parsi-
mony, the learned grammar is very concise
and still performs significantly better than
the maximum likelihood driven bottom-up
rule chunking baseline.

1 Introduction

We introduce a minimalist, unsupervised learn-
ing model that induces relatively clean, compact
phrasal translation lexicons by employing a novel
Bayesian approach that attempts to find the maxi-
mum a posteriori (MAP) or minimum description
length (MDL) model. The approach iteratively
segments the rules in a top-down fashion which al-
lows for efficient estimation of the model prior and
the likelihood of the data given a limited change in
the model—it is, in other words, possible to gener-

ate a set of possible rule segmentations and com-
pare them using themodel posteriors or description
length.
Our new approach differs from most other SMT

approaches to unsupervised learning of phrasal
translations, which (a) require enormous amounts
of run-time memory, (b) contain a high degree
of redundancy, and (c) do not provide an ob-
vious basis for generalization to abstract trans-
lation schemas. The current state-of-the-art in
SMT (Koehn et al., 2003; Chiang, 2005) relies
on long pipelines of mismatched learning models
and heuristics. There is no way for latter stages
of the pipeline to recover a mistake of ommission
made in an earlier stage, which forces the indi-
vidual steps tomassively overgenerate hypotheses.
This typically manifests as massive redundancy in
the phrasal lexicon, which causes significant over-
head at run-time. The fact that it is even possi-
ble to improve the performance of a phrase-based
direct translation system by tossing away most of
the learned segmental translations (Johnson et al.,
2007) illustrates these deficiencies well. By stay-
ing within a single framework throughout train-
ing and testing, we do not have to overgenerate
hypotheses—instead, we are able to evaluate their
effect on the posteriormodel probability at the time
they are proposed during learning. This cuts down
the size of the phrasal lexicon significantly, and
consequently saves the decoder a lot of run-time
resources. The fact that we learn a phrasal in-
version transduction grammar, or ITG (Wu, 1997)
also means that the power to generalize and ab-
stract over categories is built into the formalism
(although we will not make use of this feature in
this work).
A word as to the bigger-picture motivation for

this line of inquiry may be necessary. By insist-
ing on the fundamental machine learning princi-
ple of matching the training model to the testing
model, we accept forfeiting the short term boost
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in BLEU that is typically seen when embedding a
learned ITG in the midst of the common heuris-
tics employed in statistical machine translation.
For example, Cherry and Lin (2007); Zhang et al.
(2008); Blunsom et al. (2008, 2009); Haghighi
et al. (2009); Saers and Wu (2009, 2011); Blun-
som and Cohn (2010); Burkett et al. (2010); Riesa
and Marcu (2010); Saers et al. (2010); Neubig
et al. (2011, 2012) all plug some aspect of the
ITGs they learn into training pipelines for exist-
ing, mismatched decoders, typically in the form
of the word alignment that an ITG imposes on a
parallel corpus as it is biparsed. Although this al-
lows us to tap into the vast engineering efforts that
have gone into tweaking existing decoders, it also
prevents us from understanding the quality of the
learned transduction grammar, whose characteris-
tics become obscured by the many unrelated vari-
ables in the subsequent processing pipeline. Our
own past work has also taken similar approaches,
but it is not necessary to do so—instead, any ITG
can be used for decoding by directly parsing with
the input sentence as a hard constraint, as we do in
this paper. The motivation for our present series
of experiments is that as a field we are well served
by tackling the fundamental questions as well, and
not exclusively focusing on engineering short term
incremental BLEU score boosts where the quality
of an induced ITG itself is obscured because it is
embedded within many other heuristic algorithms.

Bayesian approaches to grammar induction
have a long history in computation linguistics.
Starting with monolingual grammar induction
(Chen, 1995; Stolcke and Omohundro, 1994), and
moving on to transduction grammar induction
(Blunsom et al., 2008, 2009; Blunsom and Cohn,
2010; Neubig et al., 2011, 2012). So far, the in-
duced transduction grammar have only been used
to derive Viterbi-style word alignments to feed into
existing translation system, and there has been no
evaluation of the grammars actually learned. In
contrast, we directly evaluate the grammars that
we induce.

Our algorithm for learning the structure of an
ITG relies on segmenting known bilingual seg-
ments, starting with the sentence pairs of the train-
ing data, and continuing with the segments learned
in this way. This is similar to the Recursive Align-
ment Model, or MAR (Vilar, 2005; Vilar and Vi-
dal, 2005). Our method is, however, learning a
full ITG, where MAR only learns a translation lex-

icon; furthermore, MAR is a discriminative model,
whereas ours is a generative.
Transduction grammars can also be induced

from treebanks instead of unannotated corpora,
which cuts down the vast search space by enforc-
ing additional, external constraints—taking it from
the realm of unsupervised induction into the realm
of supervised induction. This approach was pio-
neered by Galley et al. (2006) with numerous vari-
ants in subsequent research, usually referred to as
tree-to-tree, tree-to-string and string-to-tree, de-
pending on where the analyses are found in the
training data. Our view on this line of research is
that it complicates the learning process by adding
external constraints that are bound to match the
translation model poorly; grammarians of English
should not be expected to care about its relation-
ship to Chinese. It does, however, constitute a
way to borrow nonterminal categories that help the
translation model.
The work presented in this paper is related to our

preliminary work with description length as learn-
ing objective (Saers et al., 2013b). A key differ-
ence lies in the added parameter training, which fa-
cilitates a completely Bayesian interpretation. The
present paper aims to be self-contained, by ex-
plaining the relationships throughout.

2 Background

In this section we briefly survey essential foun-
dations for inversion transduction grammars and
description length together with its Bayesian
interpretation—in other words, what we search
for, and how.

2.1 Inversion transduction grammars

Inversion transduction grammars, or ITGs (Wu,
1997), are an expressive yet efficient way to model
translation. Much like context-free grammars
(CFGs), they allow for sentences to be explained
through composition of smaller units into larger
units, but where CFGs are restricted to gener-
ate monolingual sentences, ITGs generate pairs of
sentences—transductions rather than languages.
Naturally, the components of different languages
may have to be ordered differently, which means
that transduction grammars need to handle these
differences in order. Rather than allowing arbi-
trary reordering and pay the price of exponential
time complexity, ITGs allow the only monotoni-
cally straight or inverted order of the productions,
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which cuts the time complexity down to a manage-
able polynomial.
Formally, an ITG is a tuple ⟨N, Σ,∆, R, S⟩,

where N is a finite nonempty set of nonterminal
symbols, Σ is a finite set of terminal symbols in
L0, ∆ is a finite set of terminal symbols in L1, R
is a finite nonempty set of inversion transduction
rules and S ∈ N is a designated start symbol. An
inversion transduction rule is restricted to take one
of the following forms:

S → [A] , A→
[
Ψ+

]
, A→ ⟨Ψ+⟩

where S ∈ N is the start symbol, A ∈ N is a non-
terminal symbol, and Ψ+ is a nonempty sequence
of nonterminals and biterminals. A biterminal is
a pair of symbol strings: Σ∗ ×∆∗, where at least
one of the strings have to be nonempty. The square
and angled brackets signal straight and inverted or-
der respectively. With straight order, both the L0

and the L1 productions are generated left-to-right,
but with inverted order, theL1 production is gener-
ated right-to-left. The brackets are frequently left
out when there is only one element on the right-
hand side, which means that S → [A] is shortened
to S → A.
Like CFGs, ITGs also have a 2-normal form,

analogous to the Chomsky normal form for CFGs,
where the rules are further restricted to only the
following four forms:

S → A, A→ [BC] , A→ ⟨BC⟩, A→ e/f

where S ∈ N is the start symbol, A, B,C ∈ N
are nonterminal symbols and e/f is a biterminal
string.

2.2 MAP and MDL
Our approach to transduction grammar induc-
tion can be equivalently interpreted either from
a Bayesian perspective as finding the grammar
model Φ with maximum a posteriori probability
(MAP) given training data corpus D, or from a
compression perspective as finding the model Φ
with minimum description length (MDL) needed
to encode data D so we can transmit both the en-
coded data and themodel needed to decode it using
as few bits as possible.
In the MAP case, the goal is to find the modelΦ

with the maximum posterior probability, given the
data D and assuming a prior P (Φ) over the space
of models:

P (Φ|D) =
P (Φ) P (D|Φ)

P (D)

which gives the following search problem:

argmax
Φ

P (Φ|D) = argmax
Φ

P (Φ) P (D|Φ)

since the data is fixed.
In the MDL case, the minimum description

length principle is about compressing a corpus by
finding the optimal balance between the size of a
model, DL (Φ), and the size of some data given
the model, DL (D|Φ)(Solomonoff, 1959; Rissa-
nen, 1983). In information theoretic terms, we en-
code the data with a model, and then transmit both
the encoded data and the information needed to de-
code the data (the model) over a channel; the mini-
mum description length is the minimum number of
bits we can get away with sending over the chan-
nel. The encoded data can be interpreted as car-
rying the information necessary to disambiguate
the uncertainties that the model has about the data.
The model can grow in size and become more cer-
tain about the data, or it can shrink in size and be-
comemore uncertain about the data. Formally, de-
scription length (DL) is:

DL (Φ, D) = DL (Φ) + DL (D|Φ)

which gives the following search problem:

argmin
Φ

DL (Φ, D) = argmin
Φ

DL (Φ) + DL (D|Φ)

which is equivalent to the MAP search problem
if we follow the Shannon (1948) lower bound
on the number of bits required to encode a spe-
cific outcome of a random variable such that
DL (·) = −lgP (·) and conversely P (·) =
2−DL(·), since in that case the description length of
themodel DL (Φ) = −lgP (Φ) and the description
length of the data given the model DL (D|Φ) =
−lgP (D|Φ). These two interchangeable views
of the problem are complimentary; in our previ-
ous work on minimizing description length (Saers
et al., 2013a,b), we have used this equality to
model the description length of the data given the
model in terms of the probability of biparsing a
parallel corpus with an ITG.
In Bayesian modeling, it is frequently useful to

break out different aspects of the prior. For trans-
duction grammars, we will break the prior into
three aspects: the type of transduction grammar
(ΦG), the structure of the grammar (the specific
set of rules conforming to the type, ΦS), and the
parameters of the grammar (θΦ). The prior is thus
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broken down such that:

P (Φ) = P (ΦG) P (ΦS |ΦG) P (θΦ|ΦS , ΦG)

The prior over grammar formalisms P (ΦG) will
be kept fixed at bracketing inversion transduction
grammar in this paper. In our previous work on
minimizing description length, the model length
depended purely on the grammar structure, which
was what we were trying to induce. Reusing that
in the Bayesian interpretation gives:

P (ΦS |ΦG) = 2−DL(ΦS |ΦG)

The next section contains details about how the de-
scription length of ITGs is calculated. For the pa-
rameter prior P (θΦ|ΦS , ΦG), we choose a sym-
metric Dirichlet distribution over rule right-hand
sides given rule left-hand sides, with a concentra-
tion parameter of two (α0 = α1 = · · · = αRi−1 =
2 for all i).
The full search problem we are trying to solve

is thus:

argmax
ΦG,ΦS ,θΦ

P (ΦG)× P (ΦS |ΦG)

× P (θΦ|ΦS , ΦG)× P (D|ΦG, ΦS , θΦ)

or conversely:

argmin
ΦG,ΦS ,θΦ

DL (ΦG) + DL (ΦS |ΦG)

+ DL (θΦ|ΦS , ΦG) + DL (D|θΦ, ΦS , ΦG)

As stated earlier, we will keep ΦG fixed so that we
are only considering bracketing inversion trans-
duction grammars.

2.3 Description length of ITGs
As mentioned, the structural prior of an ITG is
based on its description length. To compute the
description length of an ITG, we will turn to in-
formation theory, which can be used to compute
the space requirements for encoding a sequence of
symbols. This requires the serialization of ITGs
into sequences of symbols. To serialize an ITG, we
first need to determine the alphabet that the mes-
sage will be written in. We need one symbol for
every nonterminal, L0-terminal and L1-terminal.
We will also make the assumption that all these
symbols are used in at least one rule, so that it
is sufficient to serialize the rules in order to ex-
press the entire grammar. To serialize the rules,

we need some kind of delimiter to knowwhere one
rule ends and the next starts; we will exploit the
fact that we also need to specify whether the rule is
straight or inverted (unary rules are assumed to be
straight), and merge these two functions into one
symbol. This gives the union of the symbols of the
grammar and the set {[], ⟨⟩}, where [] signals the
beginning of a straight rule, and ⟨⟩ signals the be-
ginning of an inverted rule. The serialized format
of a rule will be: rule type/start marker, followed
by the left-hand side nonterminal, followed by all
right-hand side symbols. The symbols on the right-
hand sides are either nonterminals or biterminals.
The serialized form of a grammar is the serialized
form of all rules concatenated.
Consider the following toy grammar:

S → A A→ ⟨AA⟩ A→ [AA]

A→ have/有 A→ yes/有 A→ yes/是

Its serialized form would be:

[]SA⟨⟩AAA[]AAA[]Ahave有[]Ayes有[]Ayes是

Now we can, again turn to information theory to
arrive at an encoding for this message. Assuming
a uniform distribution over the symbols, each sym-
bol will require −lg 1

N bits to encode (where N is
the number of different symbols—the type count).
The above example has 8 symbols, meaning that
each symbol requires 3 bits. The entire message
is 23 symbols long, which means that we need 69
bits to encode it.

3 Initializing model structure:
Initial ITG rules

To tackle the pitfalls of premature pruning in our
earlier rule-chunking approaches of starting out
with a fairly general transduction grammar and fit-
ting it to the training data (Saers et al., 2011, 2012),
we do the exact opposite here: we start with a
transduction grammar that fits the training data as
well as possible, and generalize from there. The
transduction grammar that fits the training data the
best is the one where the start symbol rewrites to
the full sentence pairs that it has to generate. It
is also possible to add any number of nonterminal
symbols in the layer between the start symbol and
the bisentences without altering the probability of
the training data. We take advantage of this by al-
lowing for one intermediate symbol so that the ITG
conforms to the normal form and always rewrites
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the start symbol to precisely one nonterminal sym-
bol. Our initial ITG thus contains long rules that
look like this:

S → A

A → e0..T0/f0..V0

A → e0..T1/f0..V1

· · ·
A → e0..TN

/f0..VN

where S is the start symbol, A is the nonterminal,
N is the number of sentence pairs in the training
corpus, Ti is the length of the ith output sentence,
Vi is the length of the ith input sentence, e0..Ti is the
sequence e0e1 . . . eTi−1 of output tokens (that is:
the ith output sentence), and f0..Vi is the sequence
f0f1 . . . fVi−1 of input tokens (that is: the ith input
sentence).

4 Generalizing model structure:
Shortening long ITG rules

To generalize the initial inversion transduction
grammar we need to identify parts of the existing
biterminals that could be validly used in isolation,
and allow them to combine with other segments.
This is the very feature that allows a finite trans-
duction grammar to generate an infinite set of sen-
tence pairs; doing this, moves some of the proba-
bility mass which was concentrated in the training
data out to other data that are still unseen—the very
notion of generalizing beyond the training data.
In practice, we will segment the existing lexical

rules into smaller lexical rules and the structural
rules needed to compose them into the original,
unsegmented, lexical unit. This preserves the ca-
pability to generate the original transduction, but
also allows for novel combinations of the newly
introduced lexical building blocks into novel sen-
tence pairs, which extends the set of sentence pairs
that the grammar can generate. Although it is pos-
sible to segment one rule at a time, as we did in
Saers et al. (2013c), it is better to collect several
rules with something in common and exploit this
commonality, as we did in Saers et al. (2013a,b).
Compared to these previous works, the objective
criterion that we use to drive structural generaliza-
tion, as defined in Section 2.2, is also a further im-
provement; our shift here from an MDL to a MAP
interpretation naturally suggests the enhanced for-
mulation of the Bayesian priors.

The general strategy is to propose a number
of sets of biterminal rules and a place to seg-
ment them, estimate the posterior probability given
these sets and commit to the best. That is: we do a
greedy search over the power set of possible seg-
mentations of the rule set. As we will see, this
intractable problem can be reasonably efficiently
approximated.
The key component in the approach is the ability

to evaluate the change in a posteriori probability if
a specific segmentation was made in the grammar.
This can then be extended to a set of segmenta-
tions, which only leaves the problem of generating
suitable sets of segmentations.
In this work, we are only considering segmenta-

tion of lexical rules, which keeps the ITG in nor-
mal form, greatly simplifying processing without
altering the expressivity. A lexical ITG rule has
the form A → e0..T /f0..V , where A is the left-
hand side nonterminal—the category, e0..T is a se-
quence of T (from position 0 up to but not includ-
ing position T ) L0 tokens and f0..V is a sequence
of V (from position 0 up to but not including po-
sition V ) L1 tokens. When segmenting this rule,
three new rules are produced which take one of
the following forms depending on whether the seg-
mentation is inverted or not:

A→ [BC] A→ ⟨BC⟩
B → e0..S/f0..U or B → e0..S/fU..V

C → eS..T /fU..V C → eS..T /f0..U

All possible splits of the terminal rule can be ac-
counted for by choosing the identities of B, C, S
and U , as well as whether the split it straight or
inverted.
The key to a successful segmentation is to maxi-

mize the potential for reuse. Any segment that can
be reused maximizes the model prior. Consider the
lexical rule:

A→ five thousand yen is my limit/
我最多出五千日元

(Chinese pinyin romanization: wŏ zùi dūo chū wŭ
qīan rì yúan). This rule can be split into three rules:

A → ⟨AA⟩,
A → five thousand yen/五千日元,

A → is my limit/我最多出

Note that the original rule consists of 16 symbols
(in our encoding scheme), whereas the three new
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rules consists of 4 + 9 + 9 = 22 symbols. Add to
that that three rules are likely to be less probable
than one rule when parsing, which makes the train-
ing data less likely as well. It is reasonable to be-
lieve that the bracketing inverted rule A → ⟨AA⟩
is present in the grammar already, but this still
leaves 18 symbols, which is decidedly longer than
16 symbols—and we need to get the length to be
shorter if we want to see a net gain. What we really
need to do is find a way to reuse the lexical rules
that came out of the segmentation. Now suppose
the grammar also contained this lexical rule:

A→ the total fare is five thousand yen/
总共的费用是五千日元

(Chinese pinyin romanization: zŏng gòng de fèi
yòng shì wŭ qīan rì yúan). This rule can also be
split into three rules:

A → [AA] ,

A → the total fare is/总共的费用是,

A → five thousand yen/五千日元

Again, we will assume that the structural rule is
already present in the grammar, the old rule was
19 symbols long, and the two new terminal rules
are 12 + 9 = 21 symbols long. Again we are out
of luck, as the new rules are longer than the old
one. The way to make this work is to realize that
the two existing rules share a bilingual affix—a bi-
affix: five thousand dollars translating into 五千日元.
If we make the two changes at the same time, we
get rid of 16 + 19 = 35 symbols worth of rules,
and introduce a mere 9 + 9 + 12 = 30 symbols
worth of rules (assuming the structural rules are al-
ready in the grammar). Making these two changes
at the same time is essential, as the length of the
five saved symbols can be used to offset the likely
decrease in the probability of the data given the
grammar. And of course: the more rules we can
find with shared biaffixes, the more likely we are
to find a good set of segmentations.
Our algorithm takes advantage of the above ob-

servation by focusing on the biaffixes found in the
training data. Each biaffix defines a set of lexical
rules paired up with a possible segmentation. We
evaluate the biaffixes by estimating the change in
posterior probability associated with committing
to all the segmentations defined by a biaffix. This
allows us to find the best set of segmentations, but
rather than committing only to the one best set of

Algorithm 1 Bayesian learning of ITG structure
through iterative rule segmentation.

Φ ▷ The ITG being induced
repeat

δ ← 1
bs← collect_biaffixes(Φ)
bδ ← []
for all b ∈ bs do

δb ← eval_map(b, Φ)
if δb > 1 then

bδ ← [bδ, ⟨b, δb⟩]
end if

end for
sort_by_delta(bδ)
for all ⟨b, δb⟩ ∈ bδ do

δ′b ← eval_map(b, Φ)
if δ′b > 1 then

Φ← make_segmentations(b, Φ)
δ ← δ δ′b

end if
end for

until δ ≤ 1
return Φ

segmentations, wewill collect all sets whichwould
improve the posterior probability, and try to com-
mit to asmany of them as possible. This minimizes
the parsing efforts, which are very expensive.
The pseudocode for the search algorithm can be

found in Algorithm 1. It uses the methods col-

lect_biaffixes, eval_map, sort_by_delta and
make_segmentations, which collects all biaffixes
found in the rules of an ITG, evaluates the change
in posterior probability caused by segmenting an
ITG according to a biaffix, sorts biaffix–change-
in-posterior pairs according to the latter, and com-
mits to a set of segmentations, respectively.
To evaluate the change in posterior probability

caused by a proposed set of candidate segmenta-
tions, we need to calculate the ratio between the
posterior of the current model structure and the
model structure that would result from committing
to the candidate segmentations:

P (Φ′|D)

P (Φ|D)
∝

P (Φ′
S |ΦG)

P (ΦS |ΦG)

P (D|Φ′
S ,ΦG, θΦ′)

P (D|ΦS , ΦG, θΦ)

The proportionality holds because we are keeping
the model formalism (ΦG) and the model param-
eters (θΦ and θΦ′) fixed. We arrive at the ratio
between the structural priors by using description
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length:

P (Φ′
S |ΦG)

P (ΦS |ΦG)
= 2−(DL(Φ′

S)−DL(ΦS))

Rather than biparsing the entire training data with
the two models, we approximate the change as the
ratio between the probabilities of the rules that dif-
fer. We thus assume that:

P (D|Φ′
S , ΦG, θΦ′)

P (D|ΦS , ΦG, θΦ)
=

p̂′ (r1) p̂′ (r2) p̂′ (r3)

p̂ (r0)

where p̂ and p̂′ are the estimated rule probability
functions within θΦ and θΦ′ respectively. They
differ only with respect to the changed rules, such
that:

p̂′ (r0) = 0

p̂′ (r1) = p̂ (r1) +
1

3
p̂ (r0)

p̂′ (r2) = p̂ (r2) +
1

3
p̂ (r0)

p̂′ (r3) = p̂ (r3) +
1

3
p̂ (r0)

When more than one rule is segmented, we first
aggregate the changes in rule probabilities for the
entire set of rules, and then aggregate the changes
in data probability.
We have now approximated the change in poste-

rior probability to the point that we can efficiently
calculate it in closed form for an arbitrary set of
rule segmentations.
For practical purposes, we perform the search

in two phases: one that focuses on the structure of
the ITG, and one that focuses on the probabilities.
The former performs top-down rule segmentation
as described in Saers et al. (2013b), adjusting ΦS

to optimize the posterior (thus affecting the prior
over the structure of the ITG P (ΦS |ΦG) and the
conditional probability of the data given the com-
plete model P (D|ΦG, ΦS , θΦ)). The latter adjusts
the model parameters θΦ to optimize the poste-
rior (thus affecting the prior over the parameters
P (θΦ|ΦS , ΦG) and again P (D|ΦG, ΦS , θΦ)), as-
suming the model structure ΦS to be fixed, as well
asΦG which remains fixed as bracketing inversion
transduction grammars.
The prior is a symmetric Dirichlet distribution

over rule right-hand sides given rule left-hand
sides. To get the conditional, we have to biparse
the training data, and to maximize it, we per-
form expectation maximization (Dempster et al.,

1977), as specified for ITGs by (Wu, 1995) with
the caveat that we increase all the fractional counts
by one before normalizing. The biparsing is done
with our in-house implementation of the cubic
time biparsing algorithm described in Saers et al.
(2009), with a beam width of 100.

5 Experimental setup

To test the viability of the idea of starting with a
very specific ITG consisting of long rules, and iter-
atively segmenting the rules to induce a more gen-
eral ITG under a MAP or MDL objective, we have
implemented the steps detailed in Sections 3 and
4; in this section we will describe in greater detail
the exact experimental conditions of our empirical
study.
The initial BITG is set to have the relative fre-

quency of the unique sentences as the probability
of the corresponding rules. This parametrization
is identical to what we would have arrived at with
any other initialization that was subsequently opti-
mized with expectation maximization; in this case
it is possible to jump straight to the optimum. The
generalization step requires biparsing in order to
estimate the posterior—we use the cubic time bi-
parsing algorithm described in Saers et al. (2009),
with a beam width of 100. In the parameter opti-
mization step, we use the exact same biparser.
As training data, we use the IWSLT07 Chinese–

English data set (Fordyce, 2007), which contains
46,867 sentence pairs of training data, and 489
Chinese sentences with 6 English reference trans-
lations each as test data; all the sentences are taken
from the traveling domain. Since the Chinese is
written without whitespace, we use a tool which
tries to clump characters together intomore “word-
like” sequences (Wu, 1999).
After each induction iteration there is a fully-

functional grammar that we can test as a translation
system. For this, we use our in-house ITG decoder,
which uses a CKY-style parsing algorithm (Cocke,
1969; Kasami, 1965; Younger, 1967) with cube
pruning (Chiang, 2007) to integrate the language
model scores. We use SRILM (Stolcke, 2002) to
train a trigram language model on the English side
of the training data.
To evaluate the resulting translations, we use

BLEU (Papineni et al., 2002), and NIST (Dod-
dington, 2002), and compare the results against our
bottom-up oriented chunking ITG induction ap-
proach (Saers et al., 2012).
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Figure 1: Number of rules (a), and the impact of
changes in the model structure (b) during the struc-
ture induction phase. The change in model struc-
ture is broken down into the model prior (bottom)
and data given model (top).

0.0

0.1

0.1

0.2

0.2

 0  1  2  3  4  5  6  7

B
LE

U

Iterations

(a) BLEU scores

0.0

1.0

2.0

3.0

4.0

5.0

 0  1  2  3  4  5  6  7

N
IS

T

Iterations

(b) NIST scores

Figure 2: Variations in translation quality over dif-
ferent iterations. The dotted line represents the
baseline (Saers et al., 2012).

6 Results

We need to evaluate (a) how well the introduced
induction works, and (b) how well the resulting
model works. How well the induction works can
be seen in Figure 1, which shows how the model
changes over iterations. Although the number
of rules rises, the model structure prior becomes
more probable, indicating that smaller rules are be-
ing learned. The improvements in the prior fully
makes up for the loss in the probability of the data
given the model, which indicates that we are in-
deed generalizing successfully. The translation
quality of the resulting model is found in Table 1
and Figure 2, which show how the translation qual-
ity changes as measured by two automatic quality
metrics (Papineni et al., 2002; Doddington, 2002).
It is clear that the maximum a posteriori proba-
bility objective pushes the top-down learning ap-
proach far past the maximum likelihood objec-
tive of the bottom-up chunking learning approach,
which is the baseline we are comparing against.

7 Conclusions

We have introduced a minimalist model for un-
supervised Bayesian induction of parsimonious

Table 1: Translation results of the baseline, the ini-
tial model and the model after n interations.

System NIST BLEU
baseline 0.8554 8.83
initial 0.0000 0.00
iteration 1 0.6686 9.38
iteration 2 3.9976 15.30
iteration 3 4.3928 17.89
iteration 4 4.3122 16.26
iteration 5 4.0981 16.10
iteration 6 3.9191 15.97
iteration 7 3.8338 15.06

phrasal ITGs, and shown that iteratively splitting
existing rules into smaller rules driven by a max-
imum a posteriori probability objective is supe-
rior to iteratively chunking atomic rules into longer
rules driven by a maximum likelihood objective.
A novel top-down segmenting search strategy al-
lows for efficient prediction of changes in poste-
rior probability of the data given changes in the
model—a key ingredient for MAP training. De-
coding is done directly with induced transduction
grammars, a more “pure” evaluation methodology
than embedding them within many other heuristic
components that obscure induction characteristics.
This provides an obvious foundation for general-
ization to more general transduction grammars.
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