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Abstract

This paper compares techniques to combine diverse parallel
corpora for domain-specific phrase-based SMT system train-
ing. We address a common scenario where little in-domain
data is available for the task, but where large background
models exist for the same language pair. In particular, we fo-
cus on phrase table fill-up: a method that effectively exploits
background knowledge to improve model coverage, while
preserving the more reliable information coming from the
in-domain corpus. We present experiments on an emerging
transcribed speech translation task – the TED talks. While
performing similarly in terms of BLEU and NIST scores
to the popular log-linear and linear interpolation techniques,
filled-up translation models are more compact and easy to
tune by minimum error training.

1. Introduction
Statistical machine translation (SMT) systems have the im-
portant potential of being tailored to the specific type of lan-
guage used in a task. At the same time, SMT performance
heavily depends on the quantity of the available training ma-
terial. The strain to balance these contrasting needs has mo-
tivated a large body of work in domain adaptation. In this
work, we aim at increasing the coverage of a small but pre-
cise in-domain model. To this end, we assume that all the
information coming from our primary source should be pre-
served as is, and use the secondary sources only to ‘fill the
gaps’.

The idea of fill-up goes back to Besling and Meier [1],
which addressed the problem of language model adaptation
for speech recognition, and was recently introduced in SMT
by Nakov [2]. The original method was conceived by [1]
to train speaker-dependent dictation systems and proved to
outperform classical linear interpolation. In that context, the
primary source of information was, naturally, the set of sen-
tences uttered by a given speaker, as opposed to all the others.
The SMT scenario that we are addressing is of course differ-
ent, but here we can use our prior knowledge of the task to
make assumptions on the relevance of the available corpora.
For a practical example, consider the TED1 talks translation
task [3]. The training material provided for the IWSLT11

1http://www.ted.com/talks

evaluation campaign consists of a rather small corpus of TED
talks (100K parallel sentences) plus a variety of large out-of-
domain corpora: news stories, UN documents and European
Parliament proceedings. The variety of topics covered by the
talks makes this a very challenging task, for which the TED
corpus alone cannot ensure sufficient coverage. We then take
the TED-only phrase table as our core (primary) model and
use models trained on the other corpora to augment this with
new phrase pairs. The feature values of the phrase pairs
found in the TED table remain untouched. Finally, an ad-
ditional feature is added to each phrase pair to distinguish
newly added pairs from in-domain pairs. The resulting model
can be tuned as usual, with the last feature acting as a scaling
factor for out-of-domain translation scores. Through a sim-
ple reliability criterion, we can thus obtain models that are
less redundant and easier to tune.

The rest of this paper is organized as follows. After a re-
view of relevant work, we describe in detail the fill-up tech-
nique and present possible refinements and extensions. In the
experimental section, we apply the fill-up technique to two
TED translation tasks and compare it with the two most pop-
ular methods for phrase table combination: linear and log-
linear interpolation.

2. Previous Work
Previous work on domain adaptation for SMT has focused on
techniques for selecting parallel or monolingual in-domain
training data (e.g. [4]), as well as methods for combin-
ing models trained independently on in-domain and on out-
of-domain data. Given the scope of our work, we review
here only approaches for combining in-domain and out-of-
domain (background) translation models.

Existing approaches combine different sources either at
the data level or at phrase-table level. Adaptation at phrase-
table level is either done off-line, typically by a linear mix-
ture of weights, or at decoding-time through a log-linear
combination. In the former case, a generative model and
maximum likelihood estimation are employed; in the lat-
ter case weights of the log-linear interpolation are typically
learned discriminatively by directly optimizing the perfor-
mance of the SMT decoder.

In [5] a mixture-model approach is proposed, with
weights depending on some text distances between in-
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domain data and the mixture components. The authors ex-
plored different choices: cross-domain and dynamic adap-
tation; linear and log-linear mixtures; different text distance
metrics and methods to map them to linear mixture weights.
For log-linear mixtures, weights were estimated globally
with the other features of the phrase-based model, through
minimum error rate training [6]. Notice that the employed
system used a relatively small number of features: two prob-
abilities for each phrase table, one for each language model, a
length penalty, and a distortion model. Reported results show
improvements by the linear and log-linear mixtures over a
baseline trained on the union of all training data. Remark-
ably, best results with the linear mixture were obtained using
uniform weights.

In [7] a phrase-based SMT system trained on Europarl
data is adapted to the news domain by integrating it with
language and translation models, explicitly trained on in-
domain data. In particular, the in-domain phrase-table was
added to the global log-linear model. As a difference with
[5], phrase-pairs are here scored with four translation prob-
abilities and four reordering probabilities, thus resulting in a
significantly larger set of feature weights to be trained.

In [8] in-domain and out-of-domain phrase-tables are
also combined using a two-component linear mixture. Ex-
tensive experiments are reported with different data-selection
criteria and empirical weight settings. The contribution of the
mixture approach is relevant and quite stable within a large
interval of weight values, centered around 0.5.

Very recently [9] proposed novel data selection criteria
to extract “pseudo in-domain” data from a large background
parallel corpus which is then used either to train a domain-
specific SMT system, or to adapt a generic SMT system via
linear and log-linear mixtures, similarly to [5] but with a fea-
ture set similar to that used in [7]. In the reported experi-
ments, the log-linear method outperformed the linear mix-
ture adaptation method and both methods outperformed the
in-domain and generic baselines.

In [10] a corpus identifier is introduced to distinguish
parallel in-domain data from out-of-domain data in a fac-
tored translation model. Each target word is assigned an
id tag corresponding to the part of the corpus from which
it belongs. Three additional translation model features are
introduced to compute the probability of corpus id tags be-
ing generated given the source phrase, as well as the source
and target phrase probabilities, given the corpus id tags. The
incorporation of corpus id tags promotes the preference of
phrase pairs from a specific domain.

Finally, the system description paper [2] recently intro-
duced a phrase-table merging approach practically equivalent
to our fill-up technique, but with a slightly different definition
of the additional feature used to indicated the origin of each
phrase-pair. In [2] this feature assumes values 0.5 and 1 in
the log-space, to indicate, respectively, in-domain and out-
of-domain phrase-pairs. In our implementation, values of 0
and 1 respectively are assumed instead. In this way, the ad-

ditional feature weight can be interpreted as a scaling factor
for the out-of-domain probabilities. We provide here more
background and a detailed description of the method, in ad-
dition to testing several pruning options when combining the
phrase tables. Moreover, we implemented the fill-up adapta-
tion method on a popular open source SMT platform, tested
it on a speech translation task and compared it with two other
popular data combination techniques.

3. Phrase table fill-up
The fill-up technique is applied after a standard phrase-based
SMT training procedure, just before weight optimization.
First, separate translation models are built from in-domain
and background data. This implies word alignment2, phrase
extraction and phrase scoring. In standard adaptation sce-
narios, background data is augmented with in-domain data;
however, in the fill-up case, the background table is merged
with the in-domain table by adding only new phrase pairs
that do not appear in the in-domain table. Formally, let T1

and T2 be the in-domain and the background phrase tables,
respectively. The translation model assigns a feature vector
to each phrase pair φ(f̃ , ẽ), where f̃ and ẽ are respectively
the source and target phrases. Namely, in the model we are
using [11], five features are defined for each phrase pair:

φ(f̃ , ẽ) = (Pph(ẽ|f̃), Pph(f̃ |ẽ), Plex(ẽ|f̃), Plex(f̃ |ẽ), pp(f̃ |ẽ))

where Pph refers to the phrase translation probability, Plex is
the lexical weighting probability, and pp is a constant phrase
penalty that serves to adjust the degree of phrase segmenta-
tion (typically pp = exp(1)). Then, the filled-up model TF

is defined as follows:

∀(f̃ , ẽ) ∈ T1 ∪ T2 :

φF (f̃ , ẽ) =

8>><>>:
(φ1(f̃ , ẽ), exp(0)) if (f̃ , ẽ) ∈ T1

(φ2(f̃ , ẽ), exp(1)) otherwise

The entries of the filled-up model correspond to the union
of the two phrase tables, while the scores are taken from the
more reliable source whenever possible. To keep track of a
phrase pair’s provenance, we add a binary feature3 that fires
if the phrase pair comes from the background table. It is
easy to show that the weight assigned to this feature acts as
a scaling factor for the out-of-domain translation scores. In
fact, minimum error training will determine how the latter
should be penalized.

As opposed to the log-linear combination of phrase ta-
bles, fill-up leads to a smaller feature vector, while maintain-

2To obtain a more accurate word alignment, this first step can be per-
formed on the concatenation of all corpora, provided that phrase extraction
and scoring are carried out separately on each corpus.

3We apply the exponential function to binary features to neutralize the
log function that is applied to all features participating in the log-linear
model.
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ing a way to promote one set of phrase pairs with respect to
the other.

3.1. Reordering table fill-up

When combining multiple phrase tables, one has generally to
deal with phrase reordering models as well. Our system in-
cludes a popular lexicalized reordering model [12, 13, 14]
whose entries are those of the phrase table trained on the
same corpus, and whose features are reordering probabilities
with three possible values: monotonic if immediately follow-
ing the last translated phrase, swap if immediately preceding
it or else discontinuous. The phrase table fill-up technique
can be seamlessly applied to this type of reordering model,
with the only difference that no additional feature is intro-
duced.

3.2. Pruning options

We explored several pruning options to limit the new trans-
lation model size:

• NewSourceMaxLength: set a maximum length for the
source side of new (background) phrase pairs;

• OnlyNewSourcePhrases: take new phrase pairs only
if their source side is not covered by the in-domain
model. In other words, do not add background transla-
tions of known source phrases;

• OnlyNewSourceWords: take new phrase pairs only if
they contain a source word that does not appear in the
in-domain model’s vocabulary.

Empirical results for each option are discussed in the experi-
ments section.

3.3. Fill-up cascade

If more than one out-of-domain dataset is available, and if
an order of relevance/reliability can be established among
them, the fill-up method can be applied in cascade. For each
out-of-domain model a new binary feature is added, so that
minimum error rate training can learn to weigh different data
collections independently. Assuming the same number of
phrase and reordering tables, if |T | is the number of phrase
tables to be merged (including the in-domain one), |φ| is the
original size of the translation feature vector, and |ρ| is the
size of the reordering feature vector, then the final number of
features will be:

|φ|+ |ρ|+ (|T | − 1)

whereas with log-linear combination it would be:

(|φ|+ |ρ|)× |T |.

In our setting, three phrase tables with size 5 and three re-
ordering tables of size 6 yield only 13 weights to tune instead
of 33.

4. Interpolation techniques
4.1. Linear interpolation

The simplest mixture model is a linear mixture, defined as:

p(x | h) =
∑

c

λcpc(x | h),

where p(x | h) refers to the translation model or the reorder-
ing model and pc(x | h) is the component c corresponding
to the translation model in the mixture. Each component c
receives an associated weight, λc, such that

∑
c λc = 1. It

is also common to perform linear interpolation on reordering
models. The downside of linear interpolation is that there is
not a consensus on the best technique to optimize the mix-
ture weights. In our experiments we use uniform weights, as
this often appears in the adaptation literature as a competitive
baseline.

4.2. Log-linear interpolation

The log-linear combination of translation models is another
approach to domain adaptation that is discussed in [5, 7]. Ad-
ditional translation models are incorporated globally in the
log-linear model by adding additional features corresponding
to the translation model’s phrase table and reordering mod-
els. Feature weights are optimized altogether on a develop-
ment set by a standard minimum error training procedure.

When decoding with multiple phrase tables, multiple
translation options and decoding paths are generated for the
same phrase pair, if they appear in more than one table4.
This behavior may interfere negatively with pruning parame-
ters such as the maximum number of translation options and
beam size.

5. Experiments
We evaluate fill-up, log-linear and linear interpolation on
the TED task, in two different language pairs: Arabic-to-
English and English-to-French. Training and test data were
provided by the organizers of the IWSLT11 evaluation, and
are summarized in Table 15. The tuning (dev2010) and test
(test2010) sets have one reference translation.

Concerning preprocessing we apply standard tokeniza-
tion to the English and French data, while for Arabic we use
our in-house tokenizer that also removes diacritics and nor-
malizes special characters and digits. Arabic text is then seg-
mented with AMIRA [16] according to the ATB scheme6.

For both language pairs, we set up a standard phrase-
based system using the Moses toolkit [15]. The decoder
features a statistical log-linear model including one or more

4These observations refer to the Moses decoder [15], but we are not
aware of other decoders having a different solution to this problem.

5Europarl corpus was also available for English-to-French, but we did
not use it in our experiments.

6The Arabic Treebank tokenization scheme isolates conjunctions w+ and
f+, prepositions l+, k+, b+, future marker s+, pronominal suffixes, but not
the article Al+.
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Table 1: IWSLT11 training and test data statistics: number
of sentences |S|, number of tokens |W | and average sentence
length `. Token numbers refer to the target language, except
for the test sets.

Corpus |S| |W | `

AR-EN
TED 90K 1.7M 18.9
UN 7.9M 220M 27.8

EN
TED 124K 2.4M 19.5
NEWS 30.7M 782M 25.4

AR test
dev2010 934 19K 20.0
test2010 1664 30K 18.1

EN-FR
TED 105K 2.0M 19.5
UN 11M 291M 26.5
NEWS 111K 3.1M 27.6

FR
TED 107K 2.2M 20.6
NEWS 11.6M 291M 25.2

EN test
dev2010 934 20K 21.5
test2010 1664 32K 19.1

phrase translation models, target language models, a phrase
reordering model [12, 13], distortion, word and phrase penal-
ties.

In the Arabic-English task, we use a hierarchical reorder-
ing model [14], while in the English-French task we use a
default word-based bidirectional extraction model. For each
target language, two 5-gram language models are trained in-
dependently on the monolingual TED and NEWS datasets,
and log-linearly combined at decoding time. The distortion
limit is set to the default value of 6. As proposed by [17],
statistically improbable phrase pairs are removed by all our
phrase tables (before merging). The Arabic-English systems
use cased translation models, while the English-French sys-
tems use lowercased models and a standard recasing post-
process.

Word alignments are computed by GIZA++ [18] on the
concatenation of all data. Consequently, phrase extraction
and scoring are carried out separately on each corpus. Ta-
ble 2 provides summary statistics on the phrase overlaps of
the NEWS and UN phrase tables with respect to the TED
phrase table.

Note that, in this work, we do not evaluate the contribu-
tion of the reodering model in isolation. Thus, in each exper-
iment, the same data combination technique is used to build
both translation and reordering models.

As suggested by [19], we use approximate randomization
to test whether differences among system performances are
statistically significant7.

7Significance tests were computed with the Multeval toolkit:
https://github.com/jhclark/multeval

Table 2: Phrase table statistics (in millions of phrase pairs)
of the Arabic-English and English-French training corpora.
The common phrases and new translations are reported with
respect to the TED phrase table.

Phrase set
Millions of ph. pairs
Ar-En En-Fr

|Tted| 2.8 2.6
|Tun| 132.9 130.0
|Tted ∩ Tun| 0.1 0.6
|NewSourceMaxLength=4 (Tun)| 50.1 50.0
|OnlyNewSourcePhrases(Tun)| 131.6 128.3
|OnlyNewSourceWords(Tun)| 32.1 0.7
|Tnews| – 2.7
|Tted ∩ Tnews| – 0.1
|NewSourceMaxLength=4 (Tnews)| – 1.3
|OnlyNewSourcePhrases(Tnews)| – 2.5
|OnlyNewSourceWords(Tnews)| – 0.02

5.1. Arabic to English

We apply fill-up and plug the resulting phrase and reordering
tables (5+1 and 6 features respectively) to the decoder. The
global feature vector for each experimental setting is then op-
timized by minimum error rate training (MERT) [6]. Table 3
presents translation quality results in terms of BLEU and
NIST scores, using different data combination techniques:
concat stands for a unique translation (and reordering) model
estimated on the concatenation of all data, linear is the linear
interpolation of TED and UN models with uniform weights
and logli is a decoding-time log-linear combination. The
rows named fillup show results obtained with different fill-
up pruning options.

We can see that the addition of background data to the
TED in concatenation mode sensibly degrades the perfor-
mance from 24.96 to 23.45 BLEU (statistically significant
with p < .01). This is due to the fact that the background
data overwhelms the in-domain data and it is not possible to
scale the probabilities of one corpus with respect to the other.

All other combination techniques, instead, yield im-
provements with respect to the TED-only model, with log-
linear combination and fill-up emerging as the best systems
at the p < .01 level. The gain achieved by fill-up over log-
linear is, however, not statistically significant.

Concerning the proposed fill-up pruning options, we note
that the best BLEU result (25.88) is obtained with the prun-
ing of long background phrases (more than 4 source words),
while the highest NIST (6.515) is obtained with un-pruned
fill-up. However, these differences are not significant. We
prefer the source-length pruned model because of its more
manageable size: 54.1M entries instead of 135.6M. As for
the other pruning options, they both have a negative impact
on translation quality: onlyNewSrcPhrases yields a BLEU
score of 25.72, suggesting that new translation of known
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Table 3: %BLEU|NIST scores on Arabic-English TED, using
different data combination techniques.

Translation model fill-up pruning test2010

only TED — 24.96 | 6.434

concat(TED+UN) — 23.45 | 6.130
logli(TED+UN)* — 25.62 | 6.474
linear(TED+UN) — 25.15 | 6.401

fillup(TED+UN) none 25.78 | 6.515
fillup(TED+UN) newSrcMaxLength=4 25.88 | 6.512
fillup(TED+UN) onlyNewSrcPhrases 25.72 | 6.505
fillup(TED+UN) onlyNewSrcWords 25.37 | 6.446

fillup-n(TED+UN) newSrcMaxLength=4 25.46 | 6.451

*MERT didn’t converge by the 25th iteration.

source phrases also help to improve the model and thus
shouldn’t be pruned. The last option tested, onlyNewSrc-
Words, yields the worst fill-up result (25.37), probably due
to the harshness of this pruning criterion that mantains only
one fourth of the new phrase pairs found in UN (see Table 2).

Additionally, we compare our phrase penalties of 0 and
1 with the penalties of 0.5 and 1, originally described in
[2]. The latter configuration (fillup-n) obtains a lower score
(25.46 as opposed to 25.88, p < .05).

As previously stated, fill-up is not significantly better
than log-linear; however, the drawback of the latter method
is apparent in the behavior of MERT. As can be seen in Fig-
ure 1, MERT converges much faster with the filled-up mod-
els, probably due to the lower number of features. Indeed,
MERT is known to be best suited to tune a limited number of
weights (see for instance [20]). In the setting of two phrase
tables and two reordering models, MERT didn’t converge be-
fore the 25th iteration, which is the default maximum num-
ber of iterations in Moses. While the log-linear curve seems
to be growing higher than the filled-up curves, we consider
the more stable behavior of the fill-up models as preferable.
Moreover, fast convergence is, by its own, an important prop-
erty of the fill-up models that allowed us, for example, to tune
many other system variants for the IWSLT11 evaluation task
with reasonable timings.

5.2. English to French

Our English-French translation experiments closely follow
the methodologies described in the Arabic-English task.

Table 4 presents translation quality results in terms of
BLEU and NIST scores, using several techniques described
in Section 5.1, in addition to the cascaded fill-up model de-
scribed in Section 3.3. Our first model considers the use
of only the TED data for constructing the phrase table and
reordering model. In addition to the log-linear and fill-up
models experimented on combinations of TED and NEWS

data as well as TED and UN data, we combine the three
data sources, both with a cascaded fill-up model (cascade-
fill), and with linear interpolation (linear). Due to the er-
ratic behavior of MERT previously observed, we chose not
to experiment with log-linear interpolation of more than two
phrase and reordering models.

In the cascaded fill-up model, we first construct a fill-up
model with the combination of TED and NEWS data and
subsequently merge the UN data with the result. Since the
size and vocabulary coverage of the UN data is much larger
than the NEWS data, we merge the NEWS data first to pre-
vent the UN data from overshadowing the NEWS data. Ad-
ditionally, the UN data has noise that is not useful in speech
translation tasks (for instance, itemized lists). In each fill-
up model, we use weights of 0 and 1 for the respective in-
domain and background phrase tables, and we only merge
phrases that have a source length of 4 or less.

We also include a linear interpolation experiment, in
which we provide equal weights for each dataset in both the
phrase table and the reordering models.

According to the results in Table 4, the log-linear and
linear interpolated translation models and the fill-up mod-
els perform virtually the same in terms of BLEU and NIST
scores. In the experiments using TED and NEWS data,
the log-linear model performs slightly better than the cor-
responding fill-up model; however the NIST scores report
that the fill-up model performs marginally better. It should
be noted, however, that these marginal differences are not
statistically significant. Likewise, in our experiments with
the TED and UN data, we observe that the fill-up model
marginally outperforms the log-linear model.

In evaluating the contribution of the NEWS and UN data
to the utility of the translation model, we note that the larger
vocabulary coverage of the UN data yields higher BLEU
scores: a BLEU increase of 0.26 in the log-linear case (not
statistically significant) and a 0.4 improvement in the fill-up
case (significant at the p < .01 level).

Table 4: %BLEU|NIST scores on English-French TED, using
different data combination techniques. All fill-up models use
pruning based on newSrcMaxLength=4.

Translation model test2010

only TED 29.96 | 7.157

logli(TED+NEWS)* 30.29 | 7.154
fillup(TED+NEWS) 30.22 | 7.177
fillup-n(TED+NEWS) 30.34 | 7.192

logli(TED+UN)* 30.55 | 7.210
fillup(TED+UN) 30.62 | 7.214

cascade-fill(TED+NEWS+UN) 30.64 | 7.221
linear(TED+NEWS+UN) 30.65 | 7.249

*MERT didn’t converge by the 25th iteration.
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Figure 1: BLEU optimization curves across MERT iterations for the Arabic-English (left) and English-French (right) experi-
ments. fillup-0 stands for unpruned fill-up, while fillup-1 stands for newSrcMaxLength=4. Scores computed on dev2010.

Our cascaded fill-up model attempted to leverage both
the NEWS and UN data; however, the results are only
marginally better than experiments that only used the UN
data. Likewise, the linear interpolation of the TED, NEWS,
and UN data only provided marginal improvements, though
again it is not statistically significant.

The significance of the fill-up and linearly interpolated
models can be observed in terms of tuning efficiency. As
shown in the second graph in Figure 1, the tuning of the
fill-up and linearly interpolated models converge much faster
than the log-linear combination of phrase and reordering ta-
bles. The log-linear models appear to oscillate around the
11th iteration in both the TED+NEWS and TED+UN mod-
els and have not converged by the 25th iteration. The corre-
sponding fill-up models converged after the 8th and 13th it-
erations, respectively. The cascaded fill-up model converged
after the 14th iteration. Naturally, were we to have con-
structed a log-linear model consisting of all three data tables,
tuning would not have finished by the 25th iteration.

Interestingly, the linearly interpolated model that as-
signed equal weights to each phrase and reordering table con-
verged after only seven tuning iterations.

Here too, we compare our phrase penalties with those
proposed by [2]. We construct an additional fill-up model
using the TED and NEWS data, with phrase penalties 0.5
and 1 (log-space) to indicate in-domain and out-of-domain
phrase-pairs, respectively. Using this configuration, MERT
does not converge before the 25th iteration – similar to the
cases of the log-linear models. In terms of translation quality
(see row fillup-n in Table 4) we note a marginal improvement
over our fill-up configuration, though it is not statistically
significant. However, the long number of tuning iterations
makes this fill-up model less desirable.

A meaningful excerpt of the cascaded fill-up model is
shown in Table 5. We can see how, after fill-up, the polyse-

Table 5: Excerpt of the English-French cascaded fill-up
phrase table. Translations coming from each dataset are
sorted by phrase translation probability.

English phrase French translations
ted: épidémie / épidémie de / appari-

tion / l’épidémie

outbreak
news: poussée
un: déclenchement / éclatement /

début / flambée / explosion /
ouverture / éclatent / éruption / ...

contain the outbreak
news: contenir l’épidémie
un: enrayer l’épidémie

latest outbreak un: dernière explosion / nouvelle
vague / dernière flambée

outbreak of conflicts un: déclenchement des conflits
/ éclatement des conflits /
éclatement de conflits / apparition
de conflits / conflits / ...

outbreak of fire un: existence d’un incendie / début
d’un incendie

outbreak of infections un: développement d’infections

mous word ‘outbreak’ gets a much richer set of translations.
Also, thanks to the addition of new source phrases not occur-
ring in the TED data, the same word can be expected to be
better translated according to its context.

As anticipated, the two additional features of the cas-
caded fill-up model were assigned negative weights during
tuning. Specifically, the NEWS and UN features were as-
signed weights of -0.012 and -0.147, respectively. If inter-
preted as scaling factors on the translation and reordering
models from the NEWS and UN data, the corresponding val-
ues are 0.988 and 0.863. According to this configuration,

141



phrases drawn from the TED data set are most preferable;
phrases from the NEWS data set are slightly penalized, but
are still reasonable for selection. The UN data, being the fur-
thest in terms of domain from the TED talk task, is assigned
a high penalty. While the UN data yields a higher number
of candidate phrase translations, the log-linear model marks
these phrases as out-of-domain through its higher penalty.
The scaling factors also suggest the same order of importance
as hypothesized in our construction of the cascade model.

6. Conclusions
We have presented fill-up, an effective data combination
technique for phrase-based SMT, and we have systematically
evaluated it against standard interpolation methods. Our em-
pirical results corroborate [2]’s conclusion of the overall util-
ity of fill-up models for translation model adaptation.

We have also shown that fill-up models yield comparable
results to log-linear combinations of translation models with
the additional benefit of efficiency with respect to minimum
error training.

When compared to uniformly weighted linear interpola-
tion, fill-up models behave similarly in terms of tuning itera-
tions, and similarly (English-French experiments) or slightly
better (Arabic-English) in terms of the reported evaluation
metrics. We didn’t experiment extensively with mixture
weights optimization, therefore we cannot firmly conclude
that fill-up is absolutely the best data combination method.
However, we know from the literature that mixture weights
tuning is still an open problem, and no technique has been
shown to strongly outperform the uniformly weighted base-
line. On the contrary, fill-up has the advantage of not requir-
ing any tuning procedure other than MERT. For these rea-
sons, we consider fill-up to be an optimal solution for the
scenario considered in this paper.

Our implementation of fill-up and cascaded fill-up mod-
els will be made available as open-source in the Moses toolkit
under the GNU LGPL license.
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