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Abstract
In this article, we present a sampling-based approach to im-
prove bilingual sub-sentential alignment in parallel corpora.
This approach can be used to align parallel sentences on an as
needed basis, and is able to accurately align newly available
sentences. We evaluate the resulting alignments on several
Machine Translation tasks. Results show that for the tasks
considered here, our approach performs on par with the state-
of-the-art statistical alignment pipeline giza++/Moses,
and obtains superior results in a number of configurations,
notably when aligning additional parallel sentence pairs care-
fully selected to match the test input.

1. Introduction
Sub-sentential alignment consists in identifying translation
units from a sentence-aligned parallel corpus, which is a
crucial component of state-of-the-art Statistical Machine
Translation (SMT) technology. One of the most prominent
approaches nowadays is Phrase-based Statistical Machine
Translation, which is built upon the word alignment output.
The problem of learning sub-sentential alignment from par-
allel texts is well-known, and numerous proposals have been
put forward to perform this task. Those methods roughly fall
into two main categories, broadly described here as the prob-
abilistic and the associative approaches.

The probabilistic approach, introduced in [1], considers
the problems of identifying links between words or groups
of words in parallel sentences. This approach consists in
defining a probabilistic model (e.g. IBM models [2]) of the
parallel corpus, the parameters of which are estimated by a
global optimization process which simultaneously considers
all possible associations in the entire corpus. Due to its tight
integration within the SMT framework, this approach is by
far the most widely used. However, it is characterized by a
number of shortcomings, in particular:

• Its parameters have to be estimated and optimized
based on the entire parallel corpus, hence all units in
the parallel corpus have to be aligned simultaneously.
This makes it a time-consuming process, especially
when working on large parallel corpora. In addition,
many aligned parallel sentence pairs are never used to
translate an input text.

• New data are constantly made available. It is a waste
of resource to run the alignment process repeatedly for
the whole corpus when only a proportionally low num-
ber of new sentences are added.

These shortcomings are addressed notably in [3], which uses
the online EM algorithm of [4] to implement online learning
for the HMM alignment model.

Associative approaches were introduced in [5]. They do
not rely on an alignment model, but rather on independence
statistical measures such as the Dice coefficient, mutual in-
formation [5, 6], or likelihood ratio [7]. In this approach, a
local maximization process is used, where each sentence is
processed independently.

An associative sub-sentential alignment method, named
Anymalign, was introduced in [8, 9]. This method relies on
simple comparisons on (source and target) word occurrence
distribution over randomly sampled sub-corpora. Words with
the same occurrence distribution over a particular sub-corpus
are extracted as an association. The more often two words
are associated, the better the association score between them,
and the more likely they are to be mutual translations. This
method was shown to produce better results than state-of-
the-art methods on bilingual lexicon constitution tasks, when
the evaluation is performed by comparing word associations
with reference dictionaries, but failed to perform on par with
state-of-the-art methods for building SMT phrase tables. It
was subsequently improved in [10], in which a recursive bi-
nary segmentation algorithm is used to process the output of
Anymalign so as to obtain better sub-sentential alignments
at the sentence level. While this improvement yields a per-
formance that is comparable with the statistical approach, it
can do so by processing large numbers of randomly sampled
sub-corpora in order to obtain an accurate association mea-
sure and a good coverage for the entire corpus.

In this work, we propose a method to adapt Anymalign
in order to align the parallel sentences on a per-need basis,
meaning that it can also be used to accurately align new
parallel sentences as they become available. The rest of
this paper is organized as follows: Section 2 describes our
sampling-based alignment approach in some detail, Section 3
presents an evaluation on several, complementary Machine
Translation experiments, and Section 4 discusses our main
results and introduces some of our future work.



2. Description of the method
We assume that, given a parallel bilingual corpus C, we wish
to align several sentence pairs in a set S: S can be a part of
the entire parallel bilingual corpus (S ⊆ C), or can corre-
spond to newly available data (S * C).

An association table is first extracted for sentences in S
by a sampling-based transpotting method. This table con-
tains only the source phrases that exist in some sentence(s)
of S. Using this table, a recursive binary segmentation algo-
rithm (as in [10]) is applied to each sentence pair of S so as
to generate the desired sub-sentential alignment.

2.1. Sampling-based transpotting

Our sampling-based transpotting method is inspired by
Anymalign, which aims at extracting sub-sentential asso-
ciations from multilingual, parallel corpora. Anymalign
repeatedly draws random sub-corpora from the full paral-
lel corpus, and extracts associations from each sub-corpora,
which are used to build an association table between phrases.
As each sub-corpora is independent, this process could be
stopped at any time. However, large numbers of sub-corpora
have to be processed in order to achieve a good coverage of
the phrases in the entire corpus.

In our work, Anymalign is adapted in order to extract
an association table for a specific list of sentence pairs S.
Each sentence pair (s, t) in S is processed separately and
a number N of random sub-corpora are sampled from the
full parallel corpus C for each sentence. For each sub-
corpora, the distribution profile is computed only for words
(or phrases) occurring in s and bilingual phrases with the
same profile are extracted as likely associations. The more
sub-corpora are processed for each sentence pair, the more
associations could be extracted, and the more accurate the as-
sociation measures are. The set of all associations extracted
from each sentence pair form the association table of S. In a
nutshell, this procedure performs bi-sentence alignment via
transpotting based on randomly sampled sub-corpora. The
complete process is illustrated on an English-French sen-
tence pair on Figure 1.

There are notable differences between this method and
Anymalign:

• Anymalign draws random sub-corpora from the par-
allel corpus, and computes the occurrence distribution
profile for all words of all sentence pairs in the sub-
corpora, while we need to compute such profiles only
for words in the sentence pair to align.1

• Anymalign is anytime but typically requires a large
number of sub-corpora to achieve a good coverage
over the entire corpus. We draw N sub-corpora for
each given sentence pairs to ensure better coverage for
the contents of each sentence pair to align. This allows

1Note that, when one’s objective is in fact to align a complete parallel
corpus, all counts should be kept.

(1) Given a source-target sentence pair, we need to extract
an association table for it:

one coke , please . ↔ un coca, s’il vous plaı̂t .

⇓

(2) Draw a random sub-corpus from the parallel corpus:

English French
1 one coffee, please . un café, s’il vous plaı̂t .
2 the coffee is not bad . ce café est correct .
3 yes, one tea . oui, un thé .

⇓

(3) Compute occurrence distribution profile for words in the
current sentence pair:

words with same distribution profile profiles
one , ↔ un , [1, 0, 1]
coke ↔ coca [0, 0, 0]

please ↔ s’il vous plaı̂t [1, 0, 0]
. ↔ . [1, 1, 1]

⇓

(4) If the source and target phrases are each contiguous, then
increment the count for the corresponding phrase pair:

1. count of (coke↔coca) plus 1

2. count of (please↔s’il vous plaı̂t) plus 1

3. count of (. ↔ .) plus 1

⇓

(5) Repeat steps (2) and (4) N times, so as to obtain an as-
sociation table for the given sentence pair, e.g.:

source phrase target phrase count
one ↔ un 830
coke ↔ coca 560

one coke ↔ un coca 20
, ↔ , 900

please ↔ s’il vous plaı̂t 160
please ↔ s’il 200
please ↔ plaı̂t 500

. ↔ . 980

Figure 1: Illustration of the sampling-based transpotting
method on an English-French sentence pair.
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pays countries 151,190
pays country 17,717
pays tiers third countries 10,865
les pays countries 6,284
mon pays my country 4,057
ces pays these countries 3,742
pays . country . 2,007
état country 122

w(pays,country) = p(pays|country)⇥p(country|pays)
= 17,717 + 4,057 + 2,007

151,190 + 17,717 + 10,865 + 6,284 + 4,057 + 3,742 + 2,007

⇥ 17,717 + 4,057 + 2,007
17,717 + 4,057 + 2,007 + 122

' 0.121

Figure 1: Computing a score between source word
pays and target word country from a subset of a
translation table produced by Anymalign with the
French and English parts of the Europarl corpus
(Koehn, 2005).

an indicator of the quality of the entry; it is just
the number of times the translation pair has
been produced by Anymalign (see (Lardilleux
et al., 2011a) for details).

This computation is illustrated on Figure 1.
What we do here is tantamount to a very simpli-

fied version of the algorithm that is used to train
standard translation models: starting with lexical
associations, we derive by heuristic means an opti-
mal (Viterbi) alignment, from which the translation
tables are finally computed. Our procedure is much
simpler, though, as we do not iterate the procedure
(like in EM training) and directly manipulate sym-
metric representations at the phrase level.

2.2 Segmentation Criterion
The segmentation criterion described hereafter is
inspired by the work of Zha et al. (2001) on docu-
ment clustering. Their problem consists in comput-
ing the optimal joint clustering of a bipartite graph
representing occurrences of terms inside a set of
documents. We adapt it to the search of the best
alignment between words of a source sentence and
those of a target sentence.

To this end, we consider a pair of sentences (S,T )
from the parallel corpus, where the source sentence
S is made up of I source words and the target sen-
tence T is made up of J target words: S = [s1 . . .sI]
and T = [t1 . . . tJ]. Moreover, we consider “split”
indices x and y which define a binary segmentation
of the source and target sentences (the “.” symbol
refers to the concatenation of word strings):

S = A. Ā with A = [s1 . . .sx�1] and Ā = [sx . . .sI]

T = B. B̄ with B = [t1 . . . ty�1] and B̄ = [ty . . . tJ]

B B̄
t1 . . . ty�1 ty . . . tJ

s1

A
... W (A,B) W (A, B̄)

sx�1
sx

Ā
... W (Ā,B) W (Ā, B̄)
sI

Figure 2: Schematic representation of the segmen-
tation of a pair of sentences S = A. Ā and T = B. B̄.

The choice of x and y will be guided by the sum W
of the association scores between each source and
target words of a block (X ,Y ) 2 {A, Ā}⇥{B, B̄}:

W (X ,Y ) = Â
s2X ,t2Y

w(s, t)

These notations are summarized in Fig. 2.
Then, we define the total score of a segmentation:

cut(X ,Y ) = W (X ,Ȳ )+W (X̄ ,Y )

Note that cut(X ,Y ) = cut(X̄ ,Ȳ ). In our case, a low
value indicates that the association scores between
the words of X and that of Ȳ on the one hand, and
between the words of X̄ and that of Y on the other
hand, are low; in other words, those two blocks are
unlikely to correspond to good translations, con-
trarily to (X ,Y ) and (X̄ ,Ȳ ). We would thus like
to identify the pair (x,y) that leads to the lowest
possible value of cut(X ,Y ).

As pointed out by Zha et al. (2001), this quantity
tends to produce unbalanced segments (document
clusters in their case) because of the absence of
normalisation, which warrants its replacement by:

Ncut(X ,Y ) = cut(X ,Y )
cut(X ,Y )+2⇥W (X ,Y ) + cut(X̄ ,Ȳ )

cut(X̄ ,Ȳ )+2⇥W (X̄ ,Ȳ )

This variant adds a density constraint on (X ,Y ) and
(X̄ ,Ȳ ), which is partially satisfied by the introduc-
tion of the denominators in the above expression.
Its values are in the range [0,2].

Our problem eventually consists in determining
the pair (x,y) that minimizes Ncut. Although effi-
cient search methods exist and are commonly used
in graph theory, our “graphs” (pairs of sentences)
are small in practice: about 30 words per sentence
in average in the Europarl corpus used in the fol-
lowing experiments. We thus content ourselves
with determining the best segmentation through an
exhaustive enumeration.

2.3 Alignment Algorithm
We can now recursively segment and align a pair
of sentences. At each step, we test every pos-
sible pair (x,y) of indices in order to determine
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Figure 2: Schematic representation of the segmentation of a
pair of sentences S = A.Ā and T = B.B̄ (from [10]).

to align sentences on a per-need basis, and furthermore
offers a more interpretable running time, which is now
controlled by the amount of desired sampling for each
sentence pair, which could e.g. depend on its length.

2.2. Sub-sentential alignment extraction

Once the association table for some sentence pairs is ob-
tained, a recursive binary segmentation algorithm, described
in [10], and inspired by the work of [11, 12], is used to gen-
erate a sub-sentential alignment for each sentence pair. Its
purpose is to recursively segment the source and target sen-
tence simultaneously on the basis of local association scores
so as to find the links between the source and target words.
It thus requires some association score w(s, t) between each
source word s and target word t in a sentence pair, which can
be the result of the process described in Section 2.1. Then,
recursive binary segmentation is guided by the sum W of the
association scores between each source and target words of a
block (X,Y ) ∈ {A, Ā} × {B, B̄} (as shown in Figure 2):

W (X,Y ) =
∑

s∈X,t∈Y
w(s, t) (1)

The best segmentation is the one which minimizes the
score defined in Equation 2:

cut(X,Y ) = W (X, Ȳ ) +W (X̄, Y ) (2)

which would indicate that the association between the words
of X and Ȳ on the one hand, and the words of X̄ and Y on
the other hand, have low association scores. Following [10],
we use instead a normalized variant so as to not to encourage
unbalanced segments:

Ncut(X,Y ) = cut(X,Y )
cut(X,Y )+2×W (X,Y ) + cut(X̄,Ȳ )

cut(X̄,Ȳ )+2×W (X̄,Ȳ )

(3)
With this segmentation criterion, the binary segmentation

algorithm tests every possible binary segmentation in order
to find the best segmentation score, and recursively segments
blocks in a greedy fashion. In our current implementation,
the segmentation terminates on blocks with at least one side
of length 1 token. Figure 3 shows an example of segmenta-
tion, where atomic aligned biphrases correspond to framed
rectangles containing values in bold. The words in aligned
biphrases are linked with each other, which forms the word-
to-word alignment of the bisentence.

un coca , s’il vous plaı̂t .
one 0.246 ε ε ε ε ε ε

coke ε 0.138 ε ε ε ε ε
, ε ε 0.624 0.002 ε ε 0.048

please ε ε ε 0.032 0.008 0.128 ε
. ε ε 0.020 ε ε ε 0.873

Figure 3: Example of alignment by recursive segmentation.
The number in each cell corresponds to the value of func-
tion w, with 0 < ε ≤ 0.001.

2.3. Self-convergency normalization

Segmentation scores for each position of token pairs are ini-
tialized by looking up values in the association table ob-
tained by sampling-based transpotting (see Section 2.1). Be-
cause these association scores may sometimes be unreliable
and poor indicators of a translation relationship, the best-first
segmentation algorithm may produce incorrect results, espe-
cially on long sentence pairs. In addition, the bilingual sen-
tence pairs are often in some relation to each other. So, well
aligned sentences can help improve the alignment of more
difficult sentences.

Therefore, we propose to use the previously produced
alignment to extract the source-target phrase pairs to build an
updated association table. This new table can then be used
for another, better informed pass of recursive segmentation.
This can be repeated until the obtained alignments are stable
across iterations. This is described in Algorithm 1, where
distance(A−A′) is the percentage of different links between
A and A′.

Algorithm 1 Self-convergency normalization
Given a parallel corpus C and its alignment A
NumIter=0
while NumIter < MaxIter do

Extract all aligned source-target phrases from C us-
ing A with the same heuristic as Moses
The extracted phrase pairs and their counts are used to
build an association table T (the same kind of table as
the table in step 5 in Figure 1)
Using T as the input of the binary segmentation algo-
rithm (cf. Section 2.2), a new alignment A′ is computed
if distance(A−A′) < ε then

return A
end if
NumIter+=1

end while
return A

3. Experiments
3.1. Experimental settings

In this section, we describe experiments intended to test the
performance of the associative sub-sentential alignment ap-



proach described in Section 2. We will focus on measuring
the impact of several alignment strategies for a phrase-based
SMT system. We will use the Moses toolkit [13], which
can be regarded as state-of-the-art for building SMT systems.
Moses will be used in all configurations to build phrase ta-
bles and reordering tables from alignment matrices, and its
decoder will be used to build candidate translations during
optimization (using standard MERT [14]) and testing.

Translation performance will be measured by classical
corpus-based metrics, BLEU [15] and TER [16]. All results
are average scores computed on the test set for 3 independent
optimization runs on the development set [17].

Experiments will be conducted on three language pairs
and two main corpora, and we will make use of several refer-
ence translations when possible. We will also resort to oracle
decoding using a greedy, approximate local search strategy
and a number of phrase-based operators [18] to get some ac-
count of the best translation score attainable given each spe-
cific phrase table. We will furthermore consider the compact-
ness of the produced phrase tables, as it can be regarded as a
desirable quality of phrase tables licencing works on phrase
table pruning (see e.g. [19]), and anormally large phrase table
may in fact only artificially inflate oracle results.

Two sets of experiments will be carried out in this work.
The first set of experiments is designed to validate the quality
of the alignment generated by our method (henceforth sba,
for sampling-based alignment) on some predefined bilingual
corpus against a state-of-art alignment pipeline, based on
giza++ [20], using default parameters from Moses. This
approach is refered to as giza++ . The second set of exper-
iments aims to assess the ability to align new bilingual data.
For this experiment, we will focus on adding sentence pairs
from a very large (unaligned) bilingual corpus, chosen on
the basis that they contain translations for previously out-of-
vocabulary tokens. Our approach will be compared against
the same alignment pipeline using the augmented parallel
corpus. This strategy is however costly as it requires to re-
train the complete models, so we also performed a compar-
ison with alignments obtained using the orginal alignment
models, without any retraining.

3.2. Data sets

Experiments were performed on two parallel corpora, de-
scribed in Table 1: BTEC is a small English-French sub-
part of the Basic Travel Expression Corpus [21]; and HIT
is a corpus of basic expressions built for the Beijing 2008
Olympics, used here in English, French and Chinese. We
used the BTEC development set of 2003 (devel03) and
BTEC test set of 2009 (test09) as our development and
test set, which are described in Table 2. Note that the for-
mer has 16 reference translations available for English, and
the latter has 7, allowing for a somehow more interpretable
measure of performance for language pairs with English as
the target language.

We will describe in Section 3.4 experiments that make

Corpus # lines #tokenen # tokenfr # tokenzh

BTEC 20K 182K 207K -
HIT 62K 600K 690K 590K
EPPS 1,982K 54,170K 59,702K -
supp 3.3K 111K 121K -
WMT 11,745K 317,688K 383,076K -

Table 1: Training bitext corpora statistics

Corpus #lines Avg(#tokenen) #tokenfr #tokenzh

devel03 506 4,098 (16 refs) 4,220 3,435
test09 469 3,928 (7 refs) 4,023 3,031

Table 2: Tuning and test sets statistics

use of additional data extracted from the large EPPS (Eu-
roparl) English-French parallel corpus of parliamentary de-
bates, as well as a substantially larger corpus from the trans-
lation task of the Workshop on Statistical Machine Transla-
tion (WMT)2: both are described in Table 1. Our develop-
ment and test sets will remain the same for all experiments.

English and French texts are normalized and tokenized
by our in-house tools, and Chinese texts are segmented by a
CRF-based Chinese word segmenter3.

3.3. Basic alignment task

This experiment aims to assess the quality of the sub-
sentential alignment generated by our method on a full bilin-
gual parallel corpus. We use the giza++ implementation
of [22] as a competitive baseline, with default settings : 5 it-
erations of IBM1, HMM, IBM3, and IBM4, in both direc-
tions (source to target and target to source). As for our align-
ment method, its alignment quality depends on the number
of sub-corpora (N ) that are drawn for each sentence pair. In
this work, we choose a constant value of N = 1000 for all
sentence pairs. The self-convergency normalization process
is repeated for a maximum of 10 iterations.

The results for the two alignment methods are reported in
Table 3, where we compare them on 2 parallel corpus (BTEC
and HIT) and their simple concatenation (BTEC+HIT) and
3 translation directions on the same test set.

3.3.1. In-domain evaluation

First, on the in-domain corpus, BTEC, we find that our
approach performs better than giza++, in particular by a
large margin on the single-reference English→French di-
rection (average of +2.13 BLEU). These results are fur-
thermore obtained using a substantially smaller phrase table
(315K vs. 360K entries in the phrase tables). Oracle-BLEU
also indicates a clear advantage for our approach (average

2http://www.statmt.org/wmt12
3http://nlp.stanford.edu/software/segmenter.

shtml



BTEC HIT BTEC+HIT
BLEU oracle-BLEU TER # entries BLEU oracle-BLEU TER # entries BLEU oracle-BLEU TER # entries

English→French (1 reference)
giza++ 45.68 76.26 37.03 360K 39.65 68.20 44.50 1,217K 47.97 83.62 35.45 1,546K
sba 47.81 77.78 36.60 315K 39.70 68.45 43.56 921K 47.55 84.40 37.22 1,241K

French→English (7 references)
giza++ 59.50 77.23 24.59 360K 45.52 68.58 33.99 1,224K 63.69 84.00 21.95 1,551K
sba 59.92 77.50 24.22 315K 45.34 69.59 33.79 937K 64.44 83.57 22.31 1,241K

Chinese→English (7 references)
giza++ - - - - 27.88 51.69 50.76 1,139K - - - -
sba - - - - 27.85 53.05 50.93 655K - - - -

Table 3: Results of experiments where specific bilingual parallel corpora are fully aligned. Values all correspond to average
scores over three decodings of the test file for 3 independent optimization runs.

of +1.52 BLEU). These last two results are possible indi-
cators of the fact that our approach produced a better sub-
sentential alignment of the parallel corpus: better results can
be (and are) obtained although fewer phrase pairs were ex-
tracted from the corpus.

3.3.2. Multiple-reference evaluation

Looking at the opposite translation direction with 7 refer-
ence translations, French→English, we still find that our
technique is superior to the baseline, although to a much
more modest extent (averages of +0.42 BLEU for the one-
best translation and +0.27 BLEU for the oracle). Using sev-
eral reference translations can potentially help us ensure that
measured improvements are more related to actual improve-
ments that e.g. make translation lexically more appropriate,
than to specific choices that would accidentally resemble
some particular reference translation. Again, our three in-
dicators (one-best translation, oracle translation, and phrase
table size) all indicate that our approach is here superior to
the baseline.

3.3.3. Out-of-domain evaluation

Moving to the slightly less in-domain HIT corpus (the
baseline performance drops from 59.50 to 45.52 BLEU on
French→English), we find that the two approaches now per-
form roughly in the same ballpark, with our approach still
producing significantly more compact phrase tables. For the
more interpretable French→English condition with 7 refer-
ence translations, we find that although BLEU cannot be
used to decide between the two, the oracle value still in-
dicates a large advantage for our sampling-based alignment
(average of +1.01 BLEU). This means that it managed to ex-
tract more useful phrase pairs, but that their various scores
could not be used to ensure that those would be used in the
one-best hypotheses of the decoder. Given that HIT is of a
different origin than the test corpus (BTEC), it is well con-
ceivable that translation preferences or even senses can often
differ, resulting in some appropriate translation hypotheses
with low scores that prevent them from appearing in one-best

hypotheses.

3.3.4. Larger, composite training corpus evaluation

The previous hypothesis seems to hold when considering the
larger task corresponding to the concatenation of the two
parallel corpora (BTEC+HIT), where HIT data outnumber
BTEC data by more than 3:1. Results are however less clear-
cut here: for instance, our approach still performs better on
French→English (average of +0.75 BLEU on one-best hy-
potheses), but fares worse in terms of oracle performance
(average of -0.43 BLEU). These results include a reflection
of the fact that giza++ improves its alignment with more
data, even when adding out-of-domain data [23]. At this
stage of our work, we do not control which particular sen-
tence pairs are drawn in our samples, so assessing the impact
of a larger overall sentence pool cannot be done.

3.3.5. Difficult language pair evaluation

Lastly, we turn to the more difficult Chinese→English
condition, which is significantly more difficult than its
French→English counterpart (27.88 BLEU vs. 45.52 BLEU
for the giza++ baselines). A similar pattern emerges for the
two language pairs: one-best translation performance is com-
parable, but oracle results indicate a clear advantage for our
sampling-based alignment (average of +1.36 BLEU). Fur-
thermore, for this language pair, we find that this is obtained
with significantly fewer phrase table entries (almost half as
many). Chinese words may in fact be very difficult to align to
English words, partly for ambiguity reasons, and many noisy
translation candidates may be extracted. Additionally, many
words may be left unaligned by giza++, leading to artifi-
cially large numbers of extracted phrase pairs by the default
grow-diag-final-and heuristic.

3.4. Incremental alignment task

In the previous section, we have shown that our approach
performs on par with the giza++ baseline on the studied
configurations for full corpus alignment. We now turn to the
issue of aligning new data, which in many situations could



Phrase tables HIT
main supplementary

(62K HIT) (3.3K EPPS) # entries # transl. BLEU 1g 2g 3g 4g TER
French→English (7 references)

giza++ none - - 45.52 76.5 52.2 37.8 27.1 33.99
| forced 59 1,993 47.94 76.8 55.4 41.0 29.2 34.62
| concat 60 1,190 48.69 78.4 56.1 41.4 29.8 33.09
| sba 64 681 49.83 80.9 57.3 42.0 30.5 30.61
| concat++ 62 1,218 50.23 81.5 57.8 42.6 31.1 29.81

sba none - - 45.34 77.0 52.1 37.4 26.9 33.79
| sba 64 681 50.45 81.8 58.3 42.5 30.9 29.94

Table 4: Results of experiments where a supplementary corpus is pooled and aligned by several methods.

only be performed on demand. Indeed, considering that all
input sentences in our test set could be translated indepen-
dently at large intervals of time, it would certainly not be
conceivable, time-wise and computation-wise, to perform a
full statistical alignment of the iteratively growing bilingual
corpus. We will nonetheless report evaluation results for this
situation below.

Few works have previously considered the task of in-
cremental alignment of parallel corpora [24, 25]. The fo-
cus in [25] is put on a careful selection of additional data,
a reflection of the fact that not all training data can be ben-
eficial for training and improving SMT systems [26]. For
these experiments, we will concentrate on a very specific
use of additional data with a conservative view4: sentences
will be pooled from a very large, any-domain parallel cor-
pus (EPPS in Table 1) on the basis that they contain at least
one occurrence of a word that is out-of-vocabulary (OOV) in
the baseline parallel corpus5. In order to study a condition
where significant numbers of such OOVs exist, we used the
HIT corpus as our main corpus, relatively to which our test
set contains 79 unique OOVs (436 occurrences). Our addi-
tional training data (EPPS) provided matches for 65 of them.
We retrieved a maximum of 100 sentences pairs for each of
these 65 OOVs, which yielded an additional parallel corpus
of 3,355 sentence pairs (supp in Table 1).

We now describe the configurations that will be com-
pared. A main table will be used for all configurations, corre-
sponding either to the giza++ baseline or to our sampling-
based approach. A supplementary table will be built from
supp by various means:

• forced alignment on supp using the statistical models
(previously) obtained on HIT (forced);

• statistical alignment on the concatenation HIT+supp,
and extraction of the alignments on supp only
(concat);

4We, however, do not have the guarantee that even if translations are
correctly extracted, those will be those found in the reference translations.

5Meaning that the word was not present in the original training data, not
that no translation for it could be extracted by some technique.

• sampling-based alignment on supp, sampling from the
union of HIT and supp (sba);

• statistical alignment on the very large corpus used for
experiments at WMT’12 [27], and extraction of the
alignments on supp only (concat++).

As said previously, the concat variants cannot be con-
sidered as practical solutions for the problem at hand. Once
alignments are obtained for the supp corpus, a separate
phrase table is used by the Moses tools as previously, and
MERT is used with the resulting two tables, where our addi-
tional table is used as backoff, for unigrams only. Therefore,
our additional training data, once aligned, will only be used
in practice for proposing translations for previously unknown
words. Note that in this experiment we do not extract neces-
sary information to update the lexicalized reordering models
used by Moses.

Results for this set of experiments are given in Ta-
ble 4. Using giza++ for building the main translation
table, we find a very clear ranking for all the studied
strategies: concat++ > sba > concat > forced >
none. The only approach that outperforms ours (average
of +0.4 BLEU) is the statistical alignment technique us-
ing more than 11.7M sentence pairs6. sba outperforms
concat (average of +1.14 BLEU) and forced (average
of +1.89 BLEU), the latter being the most practical baseline
to consider. Significant improvements can be observed on
1-gram precision, which percolate nicely to higher-order n-
grams. We note once more that our technique produces much
smaller phrase tables, and further note that the concat vari-
ants already significantly reduce the numerous entries pro-
duced by forced.

Interestingly, we manage to improve this result further
by using also our sampling-based alignment technique for
aligning the main parallel corpus (average of +0.62 BLEU),
which furthermore happens to be even slightly superior to
concat++ (average of +0.22 BLEU, with small improve-
ments on 1-gram and 2-gram precisions). To explain this
fact, we return to our oracle results reported in Table 3 on

6This alignment process took roughly 2 weeks using modern computing
resources.
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Figure 4: Example of matrices on French-English obtained using two giza++ baselines and our sampling-based strategy.

HIT for French-to-English translation. We there found that
one-best translation was slightly superior for the baseline
(average of -0.18 BLEU), but that the oracle for our approach
was superior (average of +1.01 BLEU), indicating that our
approach did extract more useful phrases, but which were
apparently poorly scored, possibly due to domain mismatch
between training and testing. It seems that providing the de-
coder with translation for previously OOV words had an ad-
ditional effect on the configuration where we use the phrase
table obtained using our technique: such translations now
seem to be selected more often, resulting e.g. in a largely
improved 1-gram precision by using our additional phrase
table (+4.8).

4. Discussion and future work
In this work, we have presented an extension of the work
by [10] on sampling-based alignment and a number of ex-
periments that have shown its very competitive performance.
Our approach performed at worse on par with a state-of-the-
art baseline implementing a probabilistic approach, and ob-
tained superior results in a number of configurations. Its
more apparent strength emerged when aligning new data
containing highly useful words (words that were previously
out-of-vocabulary in the available data). While it remains
to be shown more formally, we hypothesize that these im-
provements mainly stem from the improved alignment of rare
words and its cascading effects. Figure 4 illustrates a case
where the rare French word déguisés (here: in costumes) was
only correctly aligned by our technique, and where the nega-
tive consequences for the two giza/moses baselines could
be important (at least, for our experiments, no translation for
déguisés alone could be extracted from this sentence pair by
giza++ here).

The framework that we have described for targeted addi-
tional data selection from parallel corpora will be the basis
for our future work. We can, by principle, work at the level
of tera-scale translation [28], by accessing efficiently (using
suffix arrays) large quantities of unaligned parallel corpora,
and perform transpotting and phrase table construction on a
per-need basis. However, considering the diversity in nature,

origin and quality of all possibly additional training exam-
ples, some adaptation should be performed so as to introduce
preferences for the most promising examples, and hence ex-
tracted translations. In this context, the most realistic sce-
nario will be a follow-up to our previous work on any-text
translation [29], where notably little or no a priori knowl-
edge exists about (additional) training examples, and adap-
tation should be performed on-the-fly. Finally, it seems ob-
vious that the search for new translations, and in particular
for unknown words and phrases as well as poorly adapted
phrases, should also be pursued in less parallel corpora (see
e.g. [30]). It is then an interesting question to consider how
our technique would fare and how it could be adapted to work
indifferently on parallel or reasonably comparable sentence
pairs.
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