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Abstract

This work describes the statistical machine translation
(SMT) systems of RWTH Aachen University developed for
the evaluation campaign International Workshop on Spoken
Language Translation (IWSLT) 2013. We participated in
the English→French, English↔German, Arabic→English,
Chinese→English and Slovenian↔English MT tracks and
the English→French and English→German SLT tracks. We
apply phrase-based and hierarchical SMT decoders, which
are augmented by state-of-the-art extensions. The novel
techniques we experimentally evaluate include discrimina-
tive phrase training, a continuous space language model, a
hierarchical reordering model, a word class language model,
domain adaptation via data selection and system combina-
tion of standard and reverse order models. By application of
these methods we can show considerable improvements over
the respective baseline systems.

1. Introduction
We describe the statistical machine translation (SMT) sys-
tems developed by RWTH Aachen University for the
evaluation campaign of IWSLT 2013. We participated
in the machine translation (MT) track for the language
pairs English→French, English↔German, Arabic→English,
Chinese→English and Slovenian↔English and the spoken
language translation (SLT) tracks for the language pairs
English→French and English→German. We apply state-
of-the-art phrase-based and hierarchical machine translation
systems as well as an in-house system combination frame-
work. To improve the baselines, we evaluated several differ-
ent methods in terms of translation performance. These in-
clude a discriminative phrase training technique, continuous
space language models, a hierarchical reordering model for
the phrasal decoder, word class (cluster) language models,
domain adaptation via data selection, application of two sep-
arate translation models or phrase table interpolation, word
class translation and reordering models, optimization with
PRO and a discriminative word lexicon. Further, on the small
scale Slovenian↔English tasks we compare the performance

of the two word alignment toolkits GIZA++ and fast align.
For the spoken language translation task, the ASR output is
enriched with punctuation and casing. The enrichment is per-
formed by a hierarchical phrase-based translation system.

This paper is organized as follows. In Section 2 we de-
scribe our translation software and baseline setups. Sections
2.3 and 2.4 introduce the novel discriminative phrase training
technique and the continuous space language model, whose
application shows improvements on several tasks. Our ex-
periments for each track are summarized in Section 3 and we
conclude with Section 4.

2. SMT Systems
For the IWSLT 2013 evaluation campaign, RWTH utilized
state-of-the-art phrase-based and hierarchical translation sys-
tems as well as our in-house system combination frame-
work. GIZA++ [1] or fast align [2] are employed to train
word alignments. All language models are created with the
SRILM toolkit [3] and are standard 4-gram LMs with in-
terpolated modified Kneser-Ney smoothing. We evaluate in
case-insensitive fashion, using the BLEU [4] and TER [5]
measures.

2.1. Phrase-based Systems

As phrase-based SMT systems, in this work we used both an
in-house implementation of the state-of-the-art MT decoder
(PBT) described in [6] and the implementation of the decoder
based on [7] (SCSS) which is part of RWTH’s open-source
SMT toolkit Jane 2.1 1. We use the standard set of models
with phrase translation probabilities and lexical smoothing
in both directions, word and phrase penalty, distance-based
reordering model, an n-gram target language model and three
binary count features. The parameter weights are optimized
with MERT [8], PRO [9] (SCSS) or the downhill simplex
algorithm [10] (PBT).

Additional state-of-the-art models that are applied suc-
cessfully in the IWSLT 2013 evaluation are a hierarchi-
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cal reordering model (HRM) [11], a high-order word class
language model (wcLM) [12], word class based translation
and reordering models (wcTM) [12], a discriminative phrase
training scheme (cf. Section 2.3) and rescoring with a neural
network language model (cf. Section 2.4).

2.2. Hierarchical Phrase-based System

For our hierarchical setups, we employed the open source
translation toolkit Jane [13], which has been developed at
RWTH and is freely available for non-commercial use. In
hierarchical phrase-based translation [14], a weighted syn-
chronous context-free grammar is induced from parallel
text. In addition to contiguous lexical phrases, hierarchi-
cal phrases with up to two gaps are extracted. The search
is carried out with a parsing-based procedure. The standard
models integrated into our Jane systems are: phrase transla-
tion probabilities and lexical smoothing probabilities in both
translation directions, word and phrase penalty, binary fea-
tures marking hierarchical phrases, glue rule, and rules with
non-terminals at the boundaries, four binary count features,
phrase length ratios and an n-gram language model. We uti-
lize the cube pruning algorithm [15] for decoding and opti-
mize the model weights with standard MERT [8] on 100-best
lists.

2.3. Discriminative Phrase Training

The state of the art for creating the phrase tables of standard
SMT systems is still a heuristic extraction from word align-
ments and probability estimation as relative frequencies. In
several systems for the IWSLT 2013 shared task, we applied
a more sophisticated discriminative phrase training method.
Similar to [16], a gradient-based method is used to optimize
a maximum expected BLEU objective, for which we define
BLEU on the sentence level with smoothed 3-gram and 4-
gram precisions. In the experiments reported in this paper,
we perform discriminative training on the TED portion of the
training data in all cases. To that end, we decode the train-
ing data to generate 100-best lists. A leave-one-out heuristic
[17] is applied to make better use of the training data. Us-
ing these n-best lists, we iteratively perform updates on the
phrasal translation scores of the phrase table. After each it-
eration, we perform MERT, evaluate on the development set
and finally select the iteration which performs best.

2.4. Neural Network Language Model

We train neural networks as language models using the
theano numerical computation library[18]. The neural net-
work structure is largely similar to the continuous space lan-
guage model (CSLM) [19]. Our input layer includes a short
list of the most common word and word factors like the word
beginning or ending. To reduce the computation cost of the
network we employ a clustered output layer [20, 21]. The
Neural Network Language Model is used as a final step in
our translation pipeline, by rescoring on 200-best lists for the

Table 1: Results for the English→French MT task.

system dev2010 tst2010
BLEU TER BLEU TER

SCSS allData 28.3 55.7 31.9 49.8
+HRM 28.7 55.3 32.5 49.2
+2TM 29.2 54.7 32.7 48.9
+GW 29.5 54.6 32.9 48.9
+DWL 29.8 54.3 33.2 48.5
+wcLM 29.7 54.2 33.5 48.3
+CSLM 30.0 53.8 33.7 48.0

English→French and English→German tasks.

3. Experimental Evaluation
3.1. English→French

For the English→French task, the word alignment was
trained with GIZA++ and we applied the phrase-based de-
coder implemented in Jane. We used all available parallel
data for training the translation model. The baseline French
LM is trained on the target side of all available bilingual data
plus 1

2 of the Shuffled News corpus. The monolingual data
selection is based on cross-entropy difference as described
in [22]. The experimental results are given in Table 1. Dif-
ferent from last year [23], we did not employ system com-
bination in this task, achieving similar results with a single
decoder. The baseline system is improved by the hierarchi-
cal reordering model (HRM, +0.6% BLEU), adding a second
translation model to the decoder (2TM, +0.2% BLEU), which
was trained on the TED portion of the data, using 1

4 of the
French Gigaword Second Edition corpus as additional lan-
guage model training data (GW, +0.2% BLEU), and smooth-
ing the translation model with a discriminative word lexicon
[24] trained on the in-domain data (+0.3% BLEU). For the fi-
nal submission, we applied two additional language models:
the 7-gram word class language model (wcLM, 0.3% BLEU)
and the neural language model (CSLM, 0.2% BLEU).

3.2. German↔English

Similar to English→French, for the German↔English tasks,
we used GIZA++ for the word alignments and applied the
phrase-based decoder from the Jane toolkit.

For the German→English translation direction, in a pre-
processing step the German source is decompounded [25]
and part-of-speech-based long-range verb reordering rules
[26] are applied. The English LM is trained the target side
of all available bilingual data plus a selection [22] of 1

2 from
the Shuffled News corpus and 1

4 from the English Gigaword
v3 corpus, resuling in a total of 1.7 billion running words.
The experimental results for the German→English task are
given in Table 2. In opposition to our findings from last



Table 2: Results for the German→English MT task.

system dev2010 tst2010
BLEU TER BLEU TER

SCSS TED 31.5 47.6 30.0 49.2
SCSS allData 32.8 46.4 30.3 48.9

+HRM 33.0 46.1 30.4 48.9
+wcLM 33.5 45.8 30.9 48.4
+discr. 33.9 45.0 31.4 47.5
+2TM 34.2 45.2 32.3 47.4

Table 3: Results for the English→German MT task.

system dev2010 tst2010
BLEU TER BLEU TER

SCSS TED 22.0 56.7 21.9 57.3
SCSS allData 22.7 56.1 22.3 57.2

+HRM 23.3 55.5 22.6 57.7
+wcLM 24.2 54.5 23.6 55.9
+discr. 24.6 54.1 24.3 55.4
+CSLM 24.7 53.7 24.9 54.7

year [23], using all available data now performs better than
solely training on the in-domain TED portion. This can be at-
tributed to the large, newly available Common Crawl corpus.
The baseline system is improved by the hierarchical reorder-
ing model (HRM, +0.1% BLEU), the 7-gram word class lan-
guage model (wcLM, 0.5% BLEU) and discriminative phrase
training (discr., +0.5% BLEU). Finally, we applied domain
adaptation by adding a second translation model to the de-
coder (2TM), which was trained on the TED portion of the
data. This second translation model was also trained with
discriminative phrase training and gave an additional im-
provement of 0.9% BLEU.

The English→German system is very similar to the one
for the opposite translation direction. The language model
was trained on the target side of all bilingual data plus 1

2
of the Shuffled News corpus selected with [22]. The LM
training data contains a total of 564 million running words.
The results in Table 3 show that using all available train-
ing data outperforms only training on the in-domain TED
portion. The system is augmented with the hierarchical re-
ordering model (HRM, +0.3% BLEU), a word class language
model (wcLM, 1.0% BLEU) and disriminative phrase train-
ing (discr., +0.5% BLEU). Especially the wcLM has a strong
impact on translation performance. Different from the op-
posite direction, adding a second translation model did not
improve results. However, we were able to reach a final im-
provement of 0.6% BLEU by rescoring a 200-best list with a
neural language model (CSLM).

3.3. Arabic→English

The Arabic→English system uses a language model based
on the full in-domain TED and out-of-domain UN and News
Commentary v8 data. We also filtered and included the En-
glish Gigaword, giga-fren.en, Europarl v7, Common Crawl
and Shuffled News corpora using the cross-entropy criterion.
A 4-gram LM is trained for each of the sets using modified
Kneser-Ney discounting with interpolation. The final LM is
the weighted mixture of all individual LMs, with the weights
tuned to achieve the lowest perplexity on dev2010. We also
trained another mixture of LMs keeping singleton n-grams,
which we will refer to as sngLM.

A single system employing MADA v3.1 D3 resulted in
only 0.3% worse BLEU and TER on the tst2011 dataset of
IWSLT2012, compared to a system combination where sin-
gle systems of various segmentation techniques were com-
bined, as described in [23]. Therefore, we stuck to a sin-
gle system using MADA v3.1 D3 for segmentation. The
translation model is trained using the TED and UN bilin-
gual corpora, and the standard features were used in addi-
tion to HRM. Two phrase tables were built, one based on
the TED dataset and the other on the TED+UN data. We
interpolated the two linearly with the weights 0.9 and 0.1 re-
spectively given to the TED and the full phrase tables. Table
4 shows the results. The HRM features bring an improve-
ment of 1.1% BLEU and 0.2% TER to a TED-only transla-
tion model. Adding the UN data hurts performance by 1.1%
BLEU and 0.7% TER. On the other hand, interpolation leads
to an improvement of 0.8% in TER and 0.1% BLEU. When
replacing the LM with sngLM an improvement is only ob-
served on the development set, but not the test set, which
could not be remedied by relaxing the pruning parameters.
All sngLM experiments used a 200-best list, compared to a
100-best list used with the smaller LM.

We also experimented with bilingual filtering of the UN
data used to train the phrase table, where scoring was per-
formed using bilingual LM cross-entropy scores (x-entropy)
[27]. Another experiment used the combination of cross-
entropy and IBM-1 scores (x-entropy+IBM-1) [28]. We used
the best 400k UN sentences together with the TED data to
train a phrase table, which is then interpolated with a TED-
only phrase table as described above. x-entropy+IBM-1 is
better by 0.8% TER than mere cross-entropy filtering, and it
performs similar to the non-filtered system, despite the fact
that we select only 1

16 of the UN data.

3.4. Chinese→English

For the Chinese-English task, RWTH utilized system combi-
nation as described in [29]. We used both the phrase-based
decoder and the hierarchical phrase-based decoder to per-
form a bi-directional translation, which means the system
performs standard direction decoding (left-to-right) and re-
verse direction decoding (right-to-left). To build the reverse
direction system, we used exactly the same data as the stan-



Table 4: Results for the Arabic→English MT task.

system dev2010 tst2010
BLEU TER BLEU TER

SCSS TED 27.4 52.0 25.7 55.1
+HRM 27.9 51.9 26.8 54.9
+UN 28.4 51.9 25.7 55.6
+UN interpolated 28.3 51.1 26.9 54.1
+sngLM 28.8 50.7 26.8 54.1
+x-entropy 28.6 51.8 26.7 55.0
+x-entropy+IBM-1 28.8 51.0 27.0 54.2

Table 5: Chinese-English results on the dev test set for dif-
ferent segmentations. The primary submission is a system
combination of all the listed systems.

system dev2010 tst2010
BLEU TER BLEU TER

PBT-2012-standard 11.5 80.7 13.0 76.4
PBT-2012-reverse 11.7 80.9 13.6 75.5
HPBT-2012-standard 12.3 79.8 14.2 74.6
HPBT-2012-reverse 12.8 79.4 14.6 74.1
HPBT-2013-standard 12.4 79.5 14.5 74.1
HPBT-2013-reverse 12.6 79.4 14.4 74.3
system combination 13.5 78.5 15.1 73.6

dard direction system and simply reversed the word order of
the bilingual corpora. For the system combination we se-
lected four systems we had trained for last year’s IWSLT
evaluation and set up two additional hierarchical systems
with slightly different preprocessing. Note that all translation
model are trained on the in-domain data only. By perform-
ing system combination we gain an improvement of +0.5%
BLEU over the best single system. Results are given in Table
5.

3.5. Slovenian↔English

The bilingual training data available for the
Slovenian↔English tasks is limited to 14K sentence
pairs from the TED lecture domain. Further, only one
development set was provided. In order to be able to do
blind evaluation, we split it into two parts. The first 644
lines are defined as dev1 and are used for MERT/PRO. The
remaining 500 lines are used as blind test set and will be
referred to as dev2. For the Slovenian↔English tasks, we
apply our phrase-based decoder and experimented with two
different word alignments for training, one generated with
GIZA++, based on the IBM model 4, and one created with
fast align, which uses a reparameterization of IBM model 2.
Interestingly, the simpler and more efficient fast align tool
outperforms GIZA++ in both cases.

Table 6: Results for the Slovenian→English MT task.
All systems are augmented with the hierarchical reordering
model.

system dev1 dev2
BLEU TER BLEU TER

SCSS GIZA++ 17.6 65.7 15.9 67.6
SCSS fast align 18.0 64.8 16.3 66.1

+wcLM 18.2 62.9 16.5 64.6
+wcTM +PRO 18.6 63.0 16.5 64.3
+discr. 18.8 62.6 16.9 63.9

Table 7: Results for the English→Slovenian MT task.
All systems are augmented with the hierarchical reordering
model.

system dev1 dev2
BLEU TER BLEU TER

SCSS GIZA++ 11.3 70.5 9.6 71.4
SCSS fast align 11.4 70.3 10.5 69.6

+wcLM 12.0 69.8 10.1 69.9
+wcTM 11.9 70.3 10.4 69.9
+discr. 11.9 70.2 10.7 69.7

The Slovenian→English MT system uses the same
language model as described in Section 3.2 for the
German→English task. Results are shown in Table 6. The
baseline, which already contains the hierarchical reordering
model, is augmented with a word class LM (wcLM, +0.2%
BLEU) and the word class translation and reordering model
(wcTM). When we add the latter, we switch from MERT to
PRO, which we found to lead to more stable results in this
case. Finally, we employ discriminative phrase training (dis-
crim., +0.4% BLEU) to build the submission system.

To train the Slovenian language model only the target
side of the bilingual data was provided. We found that se-
lecting a submission system on this task was very difficult,
as when comparing two setups, their behaviour was often re-
versed between dev1 and dev2. We decided to apply the
same extensions to the baseline as for the opposite translation
direction. The baseline, which already contains the hierarchi-
cal reordering model, is augmented with the word class LM
and the word class based translation and reordering models.
Here, we continue using MERT. For the final submission,
we also applied discriminative phrase training. Results are
shown in Table 7.

3.6. Spoken Language Translation (SLT)

RWTH participated in the English→French and
English→German SLT task. In both tracks, we rein-
troduced punctuation and case information following [30],



Table 8: Results for the English→French SLT task.

system dev2010 tst2010
BLEU TER BLEU TER

23.0 62.7 26.0 56.0
re-optimized 23.4 62.5 26.3 56.2

which we denote as enriched. Further, we added a phrase
feature, that fires if a phrase introduces a punctuation mark
on the target side. The SMT system, that is employed in the
enrichment process by translating from pure ASR output
to the enriched version, we use a hierarchical phrase-based
system with a maximum of one nonterminal symbol per
rule The model weights are tuned with standard MERT on
100-best lists. As optimization criterion we use WER.

For English→French, we re-optimized on the enriched
ASR development dev using SCSS allData +HRM +GW
+2TM. Results are reported in Table 8.

For English→German, the enriched evaluation set was
translated using the SCSS allData +HRM +wcLM +discr.
system. Here, the translation system was kept completely
unchanged from the MT task, including the log-linear feature
weights.

4. Conclusion
RWTH participated in seven MT tracks and two SLT tracks
of the IWSLT 2013 evaluation campaign. The baseline sys-
tems utilize our state-of-the-art translation decoders and we
were able to improve them by applying novel models or tech-
niques. The most notable improvements are achieved by a hi-
erarchical reordering model (+1.1 BLEU on Ar-En), a word
class language model (+1.0 BLEU on En-De), discriminative
phrase training (+0.7 BLEU on En-De), a continuous space
language model (+0.6 BLEU on En-De) and system combi-
nation of standard and reverse order models (+0.5 BLEU on
Zh-En). For the SLT track, the ASR output was enriched with
punctuation and casing information by a hierarchical transla-
tion system.
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