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Abstract
This paper describes NICT’s participation in the IWSLT
2014 evaluation campaign for the TED Chinese-English
translation shared-task. Our approach used a combination
of phrase-based and hierarchical statistical machine transla-
tion (SMT) systems. Our focus was in several areas, specifi-
cally system combination, word alignment, and various lan-
guage modeling techniques including the use of neural net-
work joint models. Our experiments on the test set from
the 2013 shared task, showed that an improvement in BLEU
score can be gained in translation performance through all of
these techniques, with the largest improvements coming from
using large data sizes to train the language model.

1. Introduction
In the IWSLT 2014 machine translation evaluation cam-
paign, the NICT team participated in the TED [1] transla-
tion shared-task for Chinese-English. This paper describes
the machine translation approach adopted for this campaign.

Our system was a combination of phrase-based and hier-
archical SMT systems. The combination was performed by
reranking the n-best hypotheses from these systems. A log-
linear model which used the hypothesis scores of the com-
ponent systems as features was used to calculate the score
used in reranking. Additional features were also added into
the log-linear model, for example features from a neural net-
work model, or talk-level language model scores.

In addition to system combination, we put emphasis on
language modeling. We used three approaches to improve
the language modeling in the system. In the first approach
we used a language model that was an interpolation of an in-
domain language model, and a language model trained on the
GIGAWORD data. In the second approach, we incorporated
a language model trained on the machine translations of each
talk in the test dataset into the reranking procedure. In the
third approach, a bilingual feed-forward neural network [2]
was used in the reranker.

Finally, we also improved the word alignment by us-

ing combining the alignments from two independent align-
ers: GIZA++ [3] and a modified version of the CICADA
aligner [4].

2. Data
We used same Chinese-English data sets in all of the experi-
ments in this paper. The supplied bilingual data consisted of
179901 sentence pairs. From this data we randomly selected
a 3023-pair development set for tuning the decoder, and a
1553-pair development set for tuning the reranker. These de-
velopment sets consisted of complete talks. All of the re-
maining talks were used as bilingual training data for the
component SMT systems. We used the IWSLT 2013 test set
for evaluation. For some of the experiments we used lan-
guage models trained on the English LDC Gigaword dataset,
a collection of approximately 4 billion words of international
newswire text.

2.1. Pre-processing

The English data was tokenized by applying the EUROPARL
tokenizer [5]. We also removed all case information from the
English text to help to minimize issues of data sparseness in
the models of the translation system. All punctuation was left
in both source and target. We took the decision to generate
target punctuation directly using the process of translation,
rather than as a punctuation restoration step in post processing
based on experiments carried out for the 2010 IWSLT shared
evaluation [6].

2.2. Post-processing

The output of the translation system was subject to the fol-
lowing post-processing steps which were carried out in the
following order:

1. In all experiments, the out of vocabulary words
(OOVs) were passed through the translation process
unchanged, some of these OOVs were Chinese and
some English. For the primary submission, we took
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the decision to delete only those OOVs containing Chi-
nese characters not included in the ASCII character set
and leave words containing only ASCII characters in
the output.

2. The output was de-tokenized using the de-tokenizer in-
cluded with the MOSES toolkit [7].

3. The output was re-cased using the re-casing tool sup-
plied with the MOSES toolkit. We trained the re-
casing tool on cased text from the TED talk training
data.

3. The Base Systems
3.1. Decoders

Our submission used two SMT systems within a system com-
bination framework; these systems were:

1. OCTAVIAN, an in-house phrase-based decoder.

2. A hierarchical version of the MOSES decoder [7].

The OCTAVIAN decoder used in these experiments is an
in-house phrase-based statistical machine translation decoder
that can operate in a similar manner to the publicly available
MOSES decoder [7]. The base decoder used a standard set
of features that were integrated into a log-linear model using
independent exponential weights for each feature. These fea-
tures consisted of: a language mode; five translation model
features; a word penalty; and a lexicalized re-ordering model
with monotone, discontinuous, swap features for the current
and previous phrase-pairs. We decoded with a reordering
limit of 5 in the OCTAVIAN phrase-based decoder.

3.2. Language Model Training

The language models were built using the SRI Language
Modeling Toolkit [8]. A 5-gram model was built for decod-
ing the development and test data for evaluation. The lan-
guage models were smoothed using modified Knesser-Ney
smoothing.

3.3. Translation Model Training

The translation model for the base system was built in the
standard manner using a 2-step process. First the training data
was word-aligned using a combination of the CICADA and
GIZA++ [3] aligners. Two copies of the corpus were aligned
independently with each aligner, then the aligned copies were
concatenated prior to phrase extraction. Second, the phrase-
extraction heuristics from the MOSES [7, 9] machine transla-
tion toolkit were used to extract a set of bilingual phrase-pairs
using the alignments.

3.4. Parameter Tuning

To tune the values for the log-linear weights in our system,
we used the standard minimum error-rate training procedure

Component System BLEU (%)
OCTAVIAN 14.74
MOSES (hierarchical) 14.95

Table 1: BLEU scores of the component systems

(MERT) [10]. The weights for the models were tuned using
the development data supplied for the task.

3.5. Evaluation

We evaluated each of these systems on the IWSLT 2013 test
set, and the results are shown in Table 3.5. The evaluation
in all of the experiments in this report was carried out on to-
kenized, lowercase data, using the “multi-bleu.perl” evalu-
ation script included in release version 2.1 of the MOSES
toolkit. The systems are roughly comparable in performance,
and about 1.5 BLEU percentage points higher than the case-
insensitive MOSES baseline reported in [11], we believe this
can be explained by differences in the tokenization used for
evaluation, and also by differences in the development sets
used for tuning. We found that when tuned and evaluated on
different data sets, the relative rankings of the systems may
vary.

4. Methodology
4.1. Language Modeling

4.1.1. Neural Network Model

We implemented the neural network joint models proposed
in [2] and used the output as a feature in the reranker. We
ran a set of experiments to determine the optimal network ar-
chitecture. We varied the size of the context on both source
and sides, and also the scale of the neural network. We found
the settings used in [2] gave rise the highest performance, and
we therefore adopted these settings in our system. These set-
tings were: 11-word source context, 3-word target context,
192-unit shared embedding layer, and two additional 512-
unit hidden layers. We set both input and output vocabulary
size to 32000. The neural network was implemented using
the NPLM toolkit [12].

The results are shown in Table 4.3. The gain using from
this approach was approximately 0.5 BLEU points. This was
lower than the gains reported in [2], however, in their experi-
ments the neural network was directly integrated into the de-
coding process. We integrated monolingual neural network
model into the OCTAVIAN decoder, however, the experi-
ments were not completed due to time limitations.

4.1.2. Gigaword

We combined language models trained on the source of the
parallel TED corpus, and the Gigaword newswire corpus by
linear interpolation. The interpolated language model was
then used directly in the decoding process, and constituted a
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SMT System BLEU (%)
OCTAVIAN TED LM 14.74
OCTAVIAN TED+Gigaword 16.72
MOSES hierarchical TED LM 14.95
MOSES hierarchical TED+Gigaword 16.83

Table 2: Evaluation of the effectiveness of using a large out-
of-domain language model.

single feature in the log-linear model. The interpolation was
done using the SRI Language Modeling Toolkit [8]. We ran
pilot experiments to determine the best interpolation weight
by grid search and found a weight of 0.5 to be the most effec-
tive. Both of the language models were trained with modified
Knesser-Ney smoothing [13, 14].

The results are shown in Table 4.1.2. It is clear that
adding a large out-of-domain language model is very effec-
tive on our task.

4.1.3. Talk-level Model

This model was a language model built by applying the SRI
Language Modeling Toolkit to machine translated output.
The talk-level language model was built from the set of 1000-
best translation hypotheses obtained by translating the test set
using each of the component translation systems. The 1000-
best lists from the component systems were merged, into a set
of unique word sequences. A different language model was
build from each talk in the test set, and applied only to sen-
tences from the same talk. The score of the language model
was used as a feature for reranking.

The results are shown in Table 4.1.2 and show a modest
improvement in performance over the baseline without this
model.

4.2. Alignment

Two copies of the training data were aligned. One copy with
GIZA++, and the other with an enhanced version of the CI-
CADA aligner. The SMT models derived from the alignment
were trained on the union of this aligned data.

The results are shown in Table 4.2. The largest gain arises
from using the CICADA aligner together with the hierarchi-
cal SMT system. However we took the decision to use this
strategy in our primary submission because in pilot experi-
ments the strategy based on a combination of methods typi-
cally outperformed the strategy based on a single method.

4.3. System Combination

The system combination was performed by integrating fea-
tures from the component SMT systems, together with a set
of additional features within the framework of a log-linear
model. The log-linear weights of all the features were tuned
on a separate development set using the same MERT ap-
proach as in tuning the weights in the models used by the

SMT System BLEU (%)
OCTAVIAN GIZA++ 14.74
OCTAVIAN CICADA 15.21
OCTAVIAN Union 15.22
MOSES hierarchical GIZA++ 14.95
MOSES hierarchical CICADA 15.56
MOSES hierarchical Union 15.54

Table 3: Evaluation of the various alignment strategies.

SMT System BLEU (%)
OCTAVIAN baseline 17.09
MOSES hierarchical baseline 17.56
Combination 17.65
Combination with neural network joint model 17.88
Combination with talk-level LM 17.68
Combination with all features 17.92

Table 4: Evaluation of the combination systems.

decoders. The features using in reranking were:

1. The decoder score from the OCTAVIAN decoder;

2. The decoder score from the hierarchical MOSES de-
coder;

3. The output from the joint neural language model;

4. The talk-level language model score.

1000-best lists from the 2-component systems were
merged in the following manner:

1. The n-best lists of each component system were made
unique; only the best scoring hypotheses was kept from
a set of duplicate hypotheses which gave rise to the
same target word sequence.

2. Hypotheses with the target text were merged across
systems into a single hypothesis, receiving the respec-
tive decoder scores in features 1. and 2.

3. If the hypothesis was only generated by one of the com-
ponent systems, it received zero for the feature corre-
sponding to the decoder that did not generate it.

4. Features 3. and 4. were then calculated for each hy-
pothesis.

The results are shown in Table 4.3. Both of the com-
ponent systems used in the combination were trained using
the enhanced alignment method proposed in Section 4.2, and
included the interpolated language model described in Sec-
tion 4.1.2.
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5. Conclusions
This paper described NICT’s system for the IWSLT 2014
evaluation campaign for the TED Chinese-English transla-
tion shared-task. Our approach was based on a combination
of hierarchical and phrase-based statistical machine transla-
tion systems integrated with other features within the frame-
work of a single log-linear model. We augmented the base
systems using multiple alignment strategies, a neural net-
work joint model, and a talk-level language model. We were
able to improve the translation performance over a phrase-
based MOSES baseline without these features by 2.96 BLEU
points.
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