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Abstract

Parallel corpora play a vital role in

Statistical Machine Translation. Non-

availability of these corpora is a major

barrier for adding new languages pairs. In
this paper, we propose a new hybrid
approach for English-French machine

translation combining a cross-language
search engine and a statistical language
model trained from a monolingual corpus.

The cross-language search engine returns
the translation candidates ordered by their
relevance and the language model of the
target language is used to disambiguate the
translation. This approach has been
evaluated and compared to Moses. We
used 100000 French sentences of the
Europarl corpus to train the language
model, 1103 English-French sentences of
the Arcade-ll corpus as the translation
reference and the BLEU score. The
obtained scores are 21.33% for our
approach and 21.45% for Moses. The
experimental results also showed that our

approach provides better translation
performance in terms of grammatical
coherence.
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models in Statistical
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Translation (SMT). Non-availability of these
corpora, morphology and syntactic structure
differences between source and target languages
are the major challenges for adding new languages
pairs for SMT engines. We present, in this paper, a
new hybrid approach for machine translation
which uses only a monolingual corpus in the target
language. This approach is based on a cross-
language search engine which returns for each
sentence to translate a set of translation caretidat
extracted from the monolingual corpus already
indexed. A statistical language model is then used
to identify the correct translation.

This paper is organized as follows. In section 2,
some related work is presented. Section 3 describes
the implementation of our hybrid machine
translation approach. In section 4, some
experimental results are reported and discussed.
Section 5 concludes our study and presents our
future work.

2 Reated Work

There are two main approaches for machine
translation (Trujillo, 1999) (Hutchins, 2005):
* Rule-based approaches.

e Corpus-based approaches.

The rule-based approaches regroup word-to-
word translation, syntactic translation with traersf
rules and interlingua which uses an intermediate
semantico-syntactic representation to generate
translations into any target language.

Machine



The corpus-based machine translatioanalysis for indexing and interrogation and rule-
approaches use statistics and probabilityased machine translation are closely related
calculation in order to identify equivalencesdlomains. Both use bilingual lexicons and
between texts in the corpus (Koehn, 2010). Thautomatic text analysis.
probability calculation depends on two measures. The machine translation prototype implementing
The first is the probability that the words in theour approach is composed of two modules: A
target language are translations of the wordsen tleross-language search engine and a text generator
source language (translation model). The second(Kgure 1):
the probability that these words are correctly
combined in the target language (language model).
Probability that a given word in the target texais
translation of a given word in the source text is
calculated on the basis of a sentence-aligned Web dommnts

parallel corpus. The language model consists of (Taget language) Sentence to tranclate
probabilities of sequences of words based on a (Source language)

monolingual corpus in the target language.

Rule-based  approaches require  manual Linguistic analysis Linguistic analysis
development of bilingual lexicons and linguistic 1 1 —
rules, which can be costly, and which often do not N ‘ ‘
X Statistical analysis Reformulation Bilingual lexcions
generalize to other languages. Corpus-based

approaches are effective only when large amounts
of parallel text corpora are available.

Hybrid approaches combine the strengths of
rule-based and corpus-based machine translation

Svntactic dependency

relations)

Textual database
(Target language)

strategies (Somers, 2005). (Koehn et al. 2010) Teanstaion condidates g| _Generar ‘
presented an extension of the state-of-the-art {fareett ' x
phrase-based statistical machine translation models \, Trauslation

. . . . .. arget language),
in order to integrate additional linguistic

information such as lemmas, part-of-speech, armgq,re 1: Machine translation using cross-language
morphological properties of words. The authors information retrieval

reported that experiments showed gains over
standard phrase-based models, both in terms Rfl Cross-language Information Retrieval

. : 0
automatic scores (gains of up to 2% BLEU), a‘f'he cross-language search engine (Semmar et al.,

well as a measure of grammatical coherence. 006) is used to provide a collection of sentences
Our hybrid approach for machine translation ig P
n, the target language. These sentences are

based on a new paradigm which consists in using_ a

: onsidered are translation candidates. The search
cross-language search engine to extract translai erc]r'ine uses a weighted Boolean model. in which
texts from a monolingual corpus and combinin 9 9 ’

linguistic information with a statistical Ianguagecgnstsggish;?atggrit;égeé Iatr;lgeuzgfn:r:e?g‘ussgclemgs
model in order to generate the correct translation. y th X P
composed of words. This search engine is

3  Machine Trandation Based on Cross- composed of a multilingual analyzer, a statistical
language | nformation Retrieval analyzer, a reformulator and a comparator.

Cross-language information retrieval consists il Ultilingual Analysis

providing a query in one language and searchinthe multilingual analysis is built using a
documents in different languages (Grefenstettgaditional architecture (LIMA) (Besancon et al.,
1997), and the goal of machine translation is 12010) and includes a morphological analyzer, a
produce for each sentence in the source languagrt-of-speech tagger and a syntactic analyzer. The

its equivalent in the target language. Crossinguistic analyzer produces a set of normalized
language information retrieval using linguistic
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lemmas, a set of named entities and a set wf transform syntactic structures from the source
dependency relations between words. language to the target language.

Statistical Analysis Comparison of the sentence to trandate with

The role of the statistical analysis is to attréta indexed sentences

each word or a compound word a weight accordinthe comparator computes intersections between
to the information it provides to choose the targetords and the syntactic structure of the sentemce t
sentences relevant to the sentence to translage. Ttanslate and words and syntactic structures of the
weight is maximum for words appearing in onéndexed sentences. This comparator provides a
single sentence and minimum for words appearirrglevance weight for each intersection and returns
in all the sentences. This weight is used by thbe translation candidates. These translation
comparator to compare intersection between tlandidates could be sub-sentences composed of
sentence to translate and indexed sentences. @uaty some words corresponding to the translation
search engine uses a weighted Boolean model,dhjust a part of the sentence to translate. Listiii
which sentences are grouped into classésformation such as lemmas, grammatical
characterized by the same set of concepts. Thategories, gender, number and syntactic
classes constitute a discrete partition of th#éependency relations are associated with the words
database. For example, if the sentence to translafehe translation candidates.
is "nuclear waste on a database containing only _
sentences on nuclear plants, the statistical modef Text Generation
indicates that sentences containing the compoundOur text generation approach is based on a
word "nuclear waste are more relevant than syntactic analysis. This approach consists, on the
sentences containing the wordsutlea and one hand, in composing the sub-sentences returned
“wasté. Sentences containing the wordsitleal’ by the comparator of the cross-language search
and ‘twast¢ are more relevant than sentencegngine in order to build a dependency syntactic
containing only the wordwaste. structure in the target language which covers the
sentence to translate, and, on the other hand, in
producing a correct sentence in the target language
Reformulation consists in inferring new wordsy using the syntactic structure of the translation
from the original query (sentence to translateg)andidate.
words according to lexical and semantic The text generator is composed of two modules:
knowledge (synonyms, etc.). The reformulatiom reformulator and a flexor. The reformulator uses
can be used to increase the quality of the retrievidoe parts of sentences to match the translation
in a monolingual interrogation (Debili, 1989). Ithypothesis. Some linguistic rules are used to
can also be used to infer words in other languagessemble the new hypothesis in a lattice of
The query terms are translated using bilinguafanslations. This lattice contains linguistic
dictionaries. Each term of the query is translatédformation for each word of the translation. A
into several terms in target language. Thstatistical model is learned on a monolingual
translated words form the search terms of tHemmatized corpus which contains linguistic
reformulated query. The links between the searchformation. This model scores the lattice in order
terms and the query concepts can also be weightedfind the best syntactic hypothesis in the target
by a confidence value indicating the relevance d¢énguage. The lattice is implemented by using the
the translation. Reformulation can be achieved ohT&T FSM toolkit (Mohri et al., 2002). The
the word or on the word with a specific part ofanguage model is learned with the CRF++ toolkit
speech and can also be used to transform tfttudo and Matsumoto, 2001). The flexor
syntactic structure of the sentence to translate irtransforms the lemmas of the target language
the target language. This reformulation uses aentence into plain words. We use the linguistic
English-French bilingual lexicon composed ofnformation returned by the cross-language search
220000 entries to translate words, and a set eSrulengine to produce the right form of the lemma.
This flexor consists in transforming the lemma of a

Query Reformulation
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word into the surface form of this word by usingsociale en Gréce sont appelant a I'indépendance a
the grammatical category, the gender and tHégard de l'investissement de capitduXhereby,
number of the word. For example, the lemmghe compound word Social security fundshas
“avoir’ (verb) in present simple and third persorbeen translated by the compound word
singular will be transformed into the forma™ “Administrations de sécurité socialeand the
Sometimes, we obtain several forms for the sanexpression dre calling fof has been translated as
lemma. To disambiguate, we use a statisticabont appelarit

language model based on CRF that has beenAs we can see, our translation prototype
previously trained on a monolingual corpus. Thiproposes the compound woribfids de la sécurité
disambiguation provides the right flexion of thesocialé as a translation for the compound word

lemma and therefore the best translation. “Social security funds and the expression
_ ) _ “appellent & as a translation for the expression
4  Experiment Resultsand Discussion “are calling fof. These translations are better than

To evaluate the performance of our machintehose provided by Google Trqnslate.

translation approach, we indexed the first 1000% Table 1 shows _the translation resplts ordereo! by

French sentences of1 the Europadrpus and we eir relevance glven'by our machme trans!atlon
approach for the English senten&@otial security

ﬁgg iesnligiites()fir?rCEandelei-snhorgunfj ngggﬁeg;f,{ﬁunds in Greece are calling for independence with
9 rggard to the investment of capital.

translation reference. In order to compare the
translation results of our approach with the resul
of the open source baseline system Moses, we ug
the same Europal bilingual corpus composed of the
first 100000 sentences in English and French o
train the language and translation models and we
considered the same 1103 sentences of Arcadel
as a test corpus. We also considered that thereis
only one reference per test sentence and we used
the BLEU score to evaluate the translation qualit
of the two systems. Our translation approach
obtained a score of 21.33% and Moses obtained a
score of 21.45%. These two scores are very close
and are satisfactory taking into account that onl
100000 sentences are used to train these two
systems.

In order to show the relevance of using a deeg
linguistic analysis in machine translation, we use
Google Translatd to translate into French the
sentence Social security funds in Greece are
calling for independence with regard to th
investment of capitdl. Google Translate proposes
the translation Administrations de sécurité

Relevanc |Translation candida

Y les fonds de la sécurité sociale
Gréce appellent a Il'autonon
concernant l'investissement (¢
capitaux.

les fonds de sécurité sociale en G
appellent a l'autonomie concerrgn
l'investissement des capitaux.

les fonds de la sécurité sociale
Gréce appellent a Il'autonon
concernant l'investissement (¢
fonds.

les fonds de sécurité sociale en G
appellent a l'autonomie concern
I'investissement des fonds.

les fords de le sécurité sociale
Gréce appellent a Il'autonon
concernant l'investissement (¢
capitaux.

Table 1: The first five translations returned floe t

English sentenceSocial security funds in Greece
are calling for independence with regard to the

! The Europarl parallel corpus is available on investment of capitdl.

http://www.statmt.org/europarl.

2 The Arcade-Il parallel corpus was produced withe 5 Conclusion and Future Work

French national project Arcade-ll (Evaluation of

sentence and word alignment tools), as part of thehis paper proposed a new hybrid approach for

Technolangue programme funded by the Frendanglish-French machine translation combining a

Ministry of Research and New Technologies (MRNT). cross-language search engine and a statistical

% This experimentation has been done in March 281.1. |anguage model trained from a m0n0|ingua|
present, Google Translate proposes a better ttamsla
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corpus. The results we obtained showed that it is Transducers in Speech Recognition. Computer
possible to improve machine translation Speechand Language, 16(1):69-88.

per'formance by combjni_ng a good bilinguakemmar N., Laib M., and Fluhr C. 2006. A Deep

lexicon with a large statistical language model. In Linguistic Analysis for Cross-language Information

addition, using a deep linguistic analysis on the Retrieval. Proceedings of LREC 2006.

sentence to translate and also on the indexggmerS H. 2005. Machine Translation: Latest

sentences allowed the search engine to presenbevelop”;emsl ‘The Oxford Handbook  of

relevant translations on the top of the list of the computational Linguistics, Oxford University Press,

translation candidates. In order to confirm these oxford, UK.

results, we are currently working on a Iargq_ . . : :
. . = Trujillo A. 1999. Translation Engines: Techniques f

evaluation Of. °“T approach and in the same t_lme( Machine Translation. Springer-Verlag Series on

we are adapting it for a new language pair English- Applied Computing

Arabic. '
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