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In most domain-specific texts encoded in a non-Latin alphabet, many proper names, named entities 
and open-class lexical items are transliterated from English. We investigate some of the problems 
caused by the high frequency of transliterations in Hebrew in the medical domain.  
 
The phonetic transcription of a word from a source language using a different script is called translite-
ration. Transliterations affect Information Extraction (IE) in two ways. First, it takes time for a transli-
terated word to make it into a technical lexicon, making recognition difficult. A second problem is the 
variability of ways a foreign word can be rendered phonetically, leading in most cases (except for very 
short words) to many possible spellings of the word and, therefore, making lexicon-based recognition 
difficult. In this paper, we present a method for automatically acquiring transliterated words and their 
source word in order to improve a technical lexicon, addressing both problems: spelling variants and 
unknown tokens. 

 
Information Extraction tasks commonly occur in specific domains (Financial, Medical, Technology).  
Such domains contain technical words, multi-word expressions and proper names specific to the do-
main. These words in the specific corpora may have different features than the words in a general cor-
pus. In English, state of the art medical IE methods, based on medical term detection, are lexicon 
based (Jain et al, 1996, Teufel and Elhadad, 2002). These methods rely on UMLS (Unified Medical 
Language System) a well maintained collection of over 30 medical vocabularies.  
 
In Hebrew, such a vocabulary is not available.  We use a lexicon acquired from the medical terms lists 
in the popular medical information site Infomed.co.il. This lexicon includes 6,010 medical terms and 
1,981 medication names in Hebrew. 
 
To examine the performance of the medical term detection task, we use a small annotated corpus of 
Questions/Answers from Infomed.co.il, comprising 75 documents, 11,508 words and 1,530 annotated 
medical terms. Term detection using the Infomed lexicon and exact match yields recall of 16% and 
precision of 84.7%. Using the Infomed lexicon and a Hebrew Morphological Analyzer (Adler and El-
hadad 2006) (not adapted to the medical domain) allows us to search lexicon terms after the morpho-
logical analyzer segmented the terms from their prefixes. The improved segmentation yielded higher 
recall at 33% and higher precision at 89% on instances (31% recall and 88% precision on distinct 
terms). The recall results remain extremely low compared to a similar simple baseline in English text. 
 
Preliminary error analysis suggests that a significant portion of our recall errors fall on transliterated 
medical terms. This stems from spelling variations and segmentation errors on the unknown words. 
Loose matching to the lexicon, with small edit distance, to address the spelling variation problem is 
not feasible since 928 term pairs in the lexicon already have an edit distance of 1 (24% of the terms). 
Therefore, if we were to allow matching between terms and the dictionary even if they have an edit 
distance of 1 would introduce a large number of false positives or ambiguous matches. 
 
To address this problem of low recall, we present a method for semi-automatic acquisition of translite-
rated term pairs using an English medical lexicon and our corpus. We will show that using this en-
hanced lexicon improves the performance on the term extraction task significantly. 
 
Most previous work concerning transliterations focused on transliteration pair acquisition, i.e., recog-
nizing that two words (source, target) are equivalent, as one is a transliteration of the other. Translite-
ration pair acquisition includes two sub-tasks: recognizing that a lexeme contains transliteration and 



finding the equivalent word in the source language (Knight and Graehl, 1998, Al-Onaizan and Knight, 
2002). Another approach is using comparable corpora for detecting word pairs (Klementiev and Roth 
2006). Such a parallel corpus is not available for medical Hebrew. 
 
The first task, recognizing a transliterated word, is language dependent. It is fairly simple in languages 
such as Japanese in which transliterations are written in a different script than other Japanese words 
and are, therefore, easily identifiable. In other languages, such as Korean, Arabic and Hebrew, decid-
ing which word needs to be back-transliterated is more complex.  (Oh and Choi, 2000) suggested a 
method for Korean, based on supervised naïve Bayesian learning of phonemes and their combination 
in transliterated words and original Korean words. This method required manual tagging of the syl-
lables in 1,900 documents as either Korean or foreign.  (Baker and Brew, 2008) reported an accuracy 
of 96% in Korean, with a regression model trained on automatically generated data using phonetic 
rules instead of a manually tagged dataset. 
 
To recognize transliterations in Arabic, (Nwesri et al., 2006) compared a lexicon-based approach with 
a supervised letter N-gram learning approach, suggested by (Cavnar and Trenkle, 1994), and a method 
based on recognizing Arabic specific patterns. The lexicon-based approach was most successful, aug-
mented by heuristic rules, and resulted in precision of 47.7% and recall of 57.2%.  
 
(Goldberg and Elhadad, 2008) developed a method for transliteration recognition in Hebrew based on 
an N-gram letter model.  The method created a training set from a pronunciation dictionary automati-
cally, thus the method is mostly unsupervised. Before applying the n-gram classifier, agglutinated af-
fixes were manually removed from the words. This method achieved an F-Measure of 79% when as-
sisted by a lexicon. 
 
We extended this method and obtained significant performance improvement by combining morpho-
logical analysis and segmentation in the process of transliteration identification instead of manual 
segmentation as done by (Goldberg and Elhadad, 2008). The training set is created for domain specific 
words transliterated using pronunciation information from Miriam Webster Medical Dictionary.  
 
For cross validation of this method, we used another domain specific corpus of gossip news from the 
Walla! website. Transliterations are common in both the medical and gossip domains: 8.5% of the 
word types in the medical domain are transliterations and 9% in the gossip domain. In the medical 
corpus, 4.5% of word instances are transliterations. Our method of transliteration recognition produces 
an F-measure of 93% for the medical domain and 94% for the gossip news domain.  
 
We approach the second task, detecting the source language word (i.e. that "גאנציקלוויר" and "gunciclo-
vir" are the same word), using the tokens identified as transliterations in the entire corpus. 10,000 sus-
pect tokens were extracted. English medical lexicons were used to produce transliterations (without 
pronunciation data, up to 100K possible transliterations were created for each word). Suspect tokens 
were compared to the produced transliterations and a lexicon of transliterated pairs was created. False 
positives were manually removed from the lexicon, leaving 2,400 pairs (25% coverage of suspect to-
kens). 1,400 of these terms are not in the original lexicon adding ~20% more terms when combined. A 
useful property of the acquired dictionary is that it includes a link to the original English term in 
UMLS. 
 
Evaluation on the task of term extraction (detecting terms from a medical lexicon in the documents) 
using the extended dictionary we have developed, improved recall from 33% to 39.6% and precision 
from 89% to 91.3% over the baseline.   
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