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Abstract 

Part-of-speech tagging is a crucial preprocessing step 
for machine translation. Ambiguity in the natural lan-
guage processing has made POS tagging hard. And par-
ticles are a major cause of ambiguity. But current 
studies have limited particles in narrow sense. Therefore, 
this study presents an English POS tagger basically ad-
dressing the tagging of particles in broad sense. A defi-
nition of particles in broad sense is given, a small size of 
998k English annotated corpus in business domain is 
built, the maximum entropy model is adopted and rule-
based approach is used in post-processing. Experiments 
show that our tagger achieves an F-score of 90.87% in 
closed test and 87.24% in open test, which is a quite 
satisfactory result.  

1 Introduction 

Part-of-speech (POS) tagging is the process in 
which a proper part of speech is assigned to each 
word for a sequence of words. The task of POS 
tagging is very important for various text under-
standing applications including machine translation, 
question answering and Internet search. For ma-
chine translation, the accuracy of POS tagging is a 
crucial preprocessing step for a high-quality trans-
lation. However, ambiguity in the natural language 
processing makes POS tagging hard. For example, 
it’s often difficult to distinguish particles from pre-
positions or adverbs (Santorini, 1990).  

Particles refer to those prepositions or adverbs 
such as in, on, up, or down when they combine 
with verbs to form phrasal verbs (Sinclair, 2000). 
Errors often occur in machine translation when a 
particle is recognized as a preposition as in They 
might at any time turn against their masters, where 
against is a particle, and turn against forms a 
phrasal verb meaning distrust, which should be 
understood and translated as a whole. If against is 
recognized as a preposition, then against their 
masters is very likely to be considered as NP in 
further parsing and translating, and turn as the 
main verb individually, thus causing misunders-
tanding. This is exactly the case when this English 
sentence is translated into Chinese by GOOGLE 
online machine translation system1. Examining its 
Chinese output , 
it won’t be hard to find the cause of ambiguity is 
against, which is translated into as a preposition. 
And in turn, turn is misunderstood and translated 
individually as . Since particles form part of 
the main verb of a sentence, this ambiguity will 
cause more serious problems than other cases. So 
it’s worthwhile to improve the POS tagging of par-
ticles for the benefit of machine translation.  

In POS tagging research, particles are tagged RP 
as in the pioneering Brown Corpus (Greene and 
Rubin, 1971) and Penn Treebank (Marcus et al. 
1993), or AVP as in CLAWS (Garside and Smith, 
1997). In current studies on verb particle construc-
tions, they either use sophisticated parsers, includ-
                                                           
1 Available at http://translate.google.cn/#. 

57



ing tagger based method, to perform extraction 
from corpora (Baldwin and Villavicencio, 2002; 
Kim and Baldwin, 2006), or use the web as the 
corpus (Villavicencio, 2003; Kummerfeld and Cur-
ran, 2008). But their definitions of particles have 
obvious limitations. On most occasions, particles 
are defined in narrow sense, that is, they are li-
mited to a preposition or adverb when only one or 
two participants are involved in the process. Par-
ticles mainly refer to those in intransitive verb-
particle construction and transitive verb-particle 
construction, as is stated by Baldwin and Villavi-
cencio (2002). For example, Income tax is coming 
down. In this sentence, only one participant (in-
come tax) is involved in the process of come down, 
and down is recognized as a particle. Another case 
in point is in She ran her best friends down, where 
two participants of she and her best friends are in-
volved in the process of run down. When three or 
more participants are involved in one process, 
these taggers fail to distinguish the particle from 
the preposition. For instance, He informed Barbara 
of his objections. In this case, three participants are 
involved in the process of inform: he, Barbara, his 
objections. And of serves as a particle, which oc-
curs in collocation with the verb inform, used to 
connect two participants. Disambiguation errors 
occur again if of is considered as a preposition. 
From the GOOGLE Chinese output of this English 
sentence , there is no 
doubt that the cause of error is of, which is unders-
tood as a preposition in NP Barbara of his objec-
tions, translated into . Actually, 
this error is fatal, for the translation like this makes 
no sense in terms of the communicative purpose.  

This paper, therefore, presents an English POS 
tagger basically addressing the tagging of particles 
in broad sense. The definition of particles in broad 
sense is given in Section 2. As to the POS tagging 
method, many rule-based, statistical and machine 
learning methods have been applied currently, such 
as transformation-based error-driven learning (Brill, 
1995), transformation-based learning   (Bach et al., 
2008), neural networks (Zamora-Martinez et al., 
2009), decision trees (Schmid, 1994; Wang, 2010), 
entropy guided transformation learning (ETL) (dos 
Santos et al., 2008), memory-based learning 
(Daelemans, 1996), maximum entropy models 
(Ratnaparkhi, 1994; Huang, 2009),  hidden Mar-
kov models (HMM) (Brants, 2000; Collins, 2002), 
HMM with rule based approach (Zin, 2009), the 

Markov family models (Yuan, 2010), and latent 
analogy (Bellegarda, 2010). Considering the small 
size of our corpus, the maximum entropy model is 
adopted and rule-based approach is used in post-
processing, the details of which are presented in 
Section 3. Section 4 reports the results of experi-
ments and some discussions. Finally, some conclu-
sions are given in Section 5. 

2 Particles in broad sense 

The particles we target in this study are particles in 
broad sense. We define a particle as a preposition 
or a directional adverb when it combines with the 
verb to form a phrasal verb. For the purpose of 
machine translation, unlike the Penn Treebank 
(Santorini, 1990), we adopt the idiomaticity of a 
collocation as a criterion that a word is a particle. 
That is, when a preposition or a directional adverb 
is specially required by a previous verb, and occurs 
in collocation with the verb, it is defined as a par-
ticle.  

Therefore, a particle may refer to a preposition 
on two surface structures:  
Structure 1: “V prep n”  

e.g. They might at any time turn against/RP their 
masters. 
Structure 2:  “V n prep n”  

e.g. He informed Barbara of/RP his objections. 
It may also include an adverb on another two sur-
face structures:  
Structure 3: “V adv”  

e.g. Income tax is coming down/RP. 
Structure 4: “V n adv”  

e.g. She ran her best friends down/RP. 
Similarly, in terms of participants of a process, a 

particle may not only occur in an one-participant 
process (e.g. Why don't you come by/RP?), and a 
two-participant process, either in a joint configura-
tion (e.g. They might at any time turn against/RP 
their masters.) or in a split configuration (e.g. She 
ran her best friends down/RP.), but also occur in a 
three-participant process (e.g. I put her suitcase 
on/RP the table.).  

Obviously, according to this definition, the verb 
and particle can be contiguous, as in Income tax is 
coming down/RP, and non-contiguous, as in I put 
her suitcase on/RP the table. The second aspect 
makes it more difficult to distinguish a particle 
from a preposition or an adverb.  
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These characteristics also show that particles in 
broad sense vary with verbs and the context should 
be taken into consideration in the process of tag-
ging. And in actual texts, the sentences are sup-
posed to be longer and more complicated, which 
adds more difficulty to the tagging of English par-
ticles.  

In our tagger, particles are tagged RP, and the 
prepositions on other occasions are tagged INP and 
adverbs RB.    

3 Methods  

In our study, a small size of 998k English anno-
tated corpus in business domain is built, the corpus 
is pre-processed using one Stanford Tagger, the 
maximum entropy model is adopted and rule-based 
approach is used in post-processing. 

3.1 Corpus 

This study is considered as a preprocessing step for 
an English-Chinese machine translation project in 
the domain of business, but no large, manually an-
notated bilingual corpus is available for training, so 
a small corpus of 998k is built, which consists of 
10059 sentences. Those sentences come from two 
sources: 9 publications in business field and 7 in-
ternet websites, covering 14 specific situations in 
business, such as inquiry and reply, offer, counter-
offer, order, contract, packing, shipping, payment, 
claim, insurance, transport, agency, establishing 
business and marketing.  

The corpus is manually tagged according to the 
Penn Treebank tag set (Marcus et al, 1993) for 
training and testing. Two changes are made in the 
Penn Treebank tag set. One change is in the dis-
tinction between preposition and subordinating 
conjunction; IN is further distinguished into INP 
(Preposition) and INC (Subordinating conjunction). 
The other change is about the word to. TO just re-
fers to the infinitive in our tagger. When it is used 
as a preposition or a particle, it is tagged INP or RP 
respectively.  

Table 1 shows the detailed information of our 
corpus, with the total token being 198053, and to-
kens of RP 5197, which is similar to the tokens of 
RB (6727). Since a particle itself is either a prepo-
sition or an adverb according to its definition, so 
this tagging job is mainly to distinguish the 5197 
particles from the rest 25677 prepositions and ad-
verbs.  

 
 Tokens 

Overall 198053 
INP 18950 
RB 6727 
RP 5197 
Table 1. Corpus Information 
 

3.2 Pre-processing using a Stanford POS tagger 

In order to solve the problem of data sparseness, 
the corpus is pre-processed by using one Stanford 
POS tagger to get the tags as one important feature 
for the Maximum Entropy model. The Stanford 
tags are chosen as one feature for two reasons. One 
reason is that the tagger is trained on a large corpus, 
WSJ sections 0-18, with a best result of 97.18% 
correct. The other is because of its tag set. It also 
adopts Penn tag set, which is used in our tagger, 
with two major changes being made. Therefore, 
choosing the Stanford tags as one feature can not 
only help improve the efficiency of machine learn-
ing, but reduce data sparseness, which is caused by 
the small size of our training corpus.   
   
Definition Tagger  Tag set Tokens 

of RP 
particle in 
narrow sense  

Stanford tag-
ger 

Penn tag 
set 

285 

particle in  
broad sense 

our tagger our tag set 5197 

Table 2. Particles in two senses 
 

We choose one Stanford English POS tagger, 
bidirectional-wsj-0-18.tagger, which achieves the 
best performance among the three English taggers. 
This tagger is trained on WSJ sections 0-18 using 
bidirectional architecture and including word shape 
features, with a performance of 97.18% correct on 
WSJ 19-212. We use this tagger to tag on our train-
ing corpus. Table 2 shows that this tagger finds 
only 285 particles as opposed to 5197 particles to 
be tagged in our tagger, which further illustrates 
the definition of particle in broad sense, with par-
ticles in narrow sense accounting for only 5.5% of 
particles in broad sense based on our corpus.  

                                                           
2 Available at  http://nlp.stanford.edu/software/tagger.shtml  
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3.3 The Baseline Maximum Entropy Model  

The Maximum Entropy Model is adopted in this 
study. The principle of Maximum Entropy is first 
proposed by Jaynes (1957) which states the correct 
distribution p(a, b) is that maximizes entropy or 
uncertainty, subject to the constraints. A condition-
al Maximum Entropy model, also known as a log-
linear model, has the following form: 

1| exp , (1)i i
i

p y x f x y
Z x

 

exp , (2)i i
y i

Z x f x y  

Where the functions fi are the features of the model, 
usually a binary-valued function. λi is the weight of 
fi or the parameters of the model, Z(x) is a norma-
lization constant. This formula can be derived by 
choosing the model with maximum entropy from a 
set of models that satisfy a certain set of con-
straints. Given k features, the constraints which 
represent that the model’s feature expectation is 
equal to the observed feature expectation, have the 
following equation: 

ˆ (3)p i p iE f E f  

Given the constraints, the parameter estimation of 
the Maximum Entropy model becomes an optimi-
zation problem. The parameters can be obtained 
via an algorithm called Generalized Iterative Scal-
ing (Darroch and Ratcliff, 1972). 
 

No. Condition Features 
1 General wi X & ti T 
2 General sti X & ti T 
3 General sti-1 sti XY & ti T 
4 General sti sti+1 XY & ti T 
5 General wi-1 X & ti T 
6 General wi+1 X & ti T 

Table 3. Feature template of ME model 
 
Three features are used in this model: word, 

Stanford tag, and our tag. The features that define 
the constraints on the model are obtained by in-
stantiation of feature templates, as shown in Table 
3, where wi, sti, ti are used to denote the word, Stan-
ford tag, and our tag respectively, wi-1 and wi+1 de-
note the words just before and after the token 

respectively, and similarly, sti-1 and sti+1 the Stan-
ford tags of the words wi-1 and wi+1 respectively.  

3.4 Post-processing with rules 

After going through the output, we find errors still 
occur on the following 3 occasions. The first is 
when a particle immediately follows a particular 
verb, such as coincide with, complain of, or consist 
of. In this case, these particles are tagged INP in-
stead of RP. The second is when a particle is far 
away from the verb, such as inform … of …, re-
duce … by …, extend … to …, advise … of …, and 
assure … of …. On this occasion, these particles 
form a strong collocation with the verbs, but are 
tagged INP instead.  The last is when some prepo-
sitional phrases started with prepositions of for, to, 
with are used as adjuncts in the sentences, such as 
for your reference, to the contrary, and with a view 
to. These prepositions should be tagged INP in-
stead of RP.  

Therefore, three collocation banks are manually 
created accordingly: VB+RP bank, VB+NN+RP 
bank, and INP+NN adjunct bank. The following 
rules are adopted in post-processing.  
Rule 1: When a preposition or two or an adverb 
immediately follows a verb, search the VB+RP 
collocation bank. If these two or three words as a 
whole match one collocation in the bank, then the 
preposition(s) or adverb is tagged RP. All the verb 
forms are included in the search.  
Rule 2: When a verb that matches a verb in 
VB+NN+RP bank occurs, search the words to the 
right of it to find the first of an expected word de-
scribed in the bank till another verb appears or a 
that clause appears. If the word does occur, then it 
is tagged RP. All the verb forms are included in the 
search. 
Rule 3: When a group of words match exactly a 
collocation in INP+NN adjunct bank, then the cor-
responding preposition is tagged INP.   

Among the three rules, Rule 3 takes the highest 
priority in processing, with Rule 1 being the next 
and Rule 2 the last.  

4 Results and discussion 

In order to test the system performance, both 
closed test and open test are made on our corpus.  
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4.1 Closed test  

A closed test is made on our corpus, and Table 4 
compares the results of the baseline ME model and 
those after post-processing. Table 4 shows that the 
closed test achieves a precision of 94.12%, a recall 
of 87.84% and an F-score of 90.87%.  As is shown 
in Table 4, the rule-based approach has especially 
increased the recall by 3.04%, while the precision 
is increased by 1.38% and the F-score 2.28%.  
 

 Precision 
 (%) 

Recall 
(%) 

F-Score  
(%) 

ME 92.74 84.80 88.59 
ME + RuleBased 94.12 87.84 90.87 

Table 4. Close test results  
   

After analyzing the error reports, we find that er-
rors occur most frequently with three confusing 
words: to, with and for. The reason is that these 
three words can be used as particles and co-occur 
with verbs, can be used in a prepositional phrase 
which functions as a post-modifier, and in a prepo-
sitional phrase which serves as an adjunct. For ex-
ample: 
If you could not supply the goods enquired for, 
would you please refer our enquiry to/RP the in-
terested parties for/INP attention.  
In this sentence, to is a particle, which co-occurs 
with the verb refer, while for is a preposition, and 
for attention forms an adjunct. Therefore, it’s hard 
to distinguish RP from INP. Though the rule-based 
approach helps improve the system performance, 
problems remain unsolved when the collocation 
banks are not complete.  
   Another problem lies in the distance between the 
particle and the corresponding verb. Again when 
the particle is far away from the verb, it’s very 
hard to distinguish it from a preposition. Though a 
VB+NN+RP bank is built and a rule is adopted in 
post-processing, it’s still likely that a particle 
seems to form a stronger collocation with the noun 
just before it, and so it is tagged INP more often 
than RP. For instance: 
Would you please inform us in detail of/RP its 
price, terms of payment and terms of shipment? 
In this example, in detail as an adjunct is embed-
ded in the VB+NN+RP structure: inform us of, 
which adds difficulty to tagging. In the output, of, 
which is supposed to be tagged RP, seems to have 

a stronger collocation with the noun detail, and 
then is tagged INP, with of its price being consi-
dered as a post-modifier of detail. Considering this 
possibility, we did a very careful job when we es-
tablished the VB+NN+RP bank. Patterns were se-
lected only when the particle and the verb form 
very strong collocation, which, on the other hand, 
limits the application of Rule 2 mentioned in Sec-
tion 3.4.  

4.2 Open test 

Five cross tests are made in open test in order to 
have a reliable result. The average score is chosen 
as the final result. The corpus is divided into 5 
groups, with each group equally covering all the 14 
situations. In each open test, one group is chosen 
as the testing corpus and the rest four groups are 
the training corpus. Table 5 gives the details of the 
training and testing corpora of each test. Table 6 
presents the average results, with the final F-score 
being 87.24%, precision 90.93% and recall 83.86%. 
According to Table 6, like the close test, the rule-
based approach has increased F-score by 2.6% in 
open test, and precision and recall are increased by 
1.65% and 3.39% respectively.  
 
 Testing corpus Training corpus  
Test 1 Group 1 Groups 2, 3, 4, 5 
Test 2 Group 2 Groups 1, 3, 4, 5 
Test 3 Group 3 Groups 1, 2, 4, 5 
Test 4 Group 4 Groups 1, 2, 3, 5 
Test 5 Group 5 Groups 1, 2, 3, 4 
Table 5. Training and testing corpora 
 

 Precision 
 (%) 

Recall 
(%) 

F-Score  
(%) 

ME 89.28 80.47 84.64 
ME + RuleBased 90.93 83.86 87.24 

Table 6. Open test final results  
 

Figure 1 further compares the performance of 
each test, including both before and after the post-
processing. It’s obvious that the results very 
slightly with the change of training and testing 
corpora. Sometimes when the precision is high, the 
recall may be low, as in Test 5, thus the F-score 
being most reliable. 
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  Figure 1. Results of each open test 

5 Conclusion 

This study presents an English POS tagger basical-
ly addressing the tagging of particles in broad 
sense. A new definition is clearly given. A small 
size of 998k English annotated corpus in business 
domain is built, and pre-processed by using one 
Stanford POS tagger to get the tags as one impor-
tant feature. The maximum entropy model is 
adopted and rule-based approach is used in post-
processing. Both closed test and open test are made 
on the corpus. Experiments show that our tagger 
achieves an F-score of 90.87% in closed test and 
87.24% in open test, which is a quite satisfactory 
result. The rule-based approach increases the F-
score by 2.28% and 2.6% respectively.   
   This study is worthwhile for English-Chinese 
machine translation, particularly noun phrase rec-
ognition, simply because a particle is not part of a 
noun phrase, but part of a verb phrase. Of course, 
the system performance can be further improved 
by enlarging the corpus and applying more proper 
rules in post-processing, which is the focus of our 
future study.  
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