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Abstract

Existing translation quality assessment
(TQA) metrics have a few major draw-
backs: they are often subjective, their
scope is limited to the sentence level, and
they do not take the translation situation
into account. Though suitable for a gen-
eral assessment, they lack the granularity
needed to compare different methods of
translation and their respective translation
problems. In an attempt to solve these
issues, a two-step TQA-approach is pre-
sented, based on the dichotomy between
adequacy and acceptability. The proposed
categorization allows for easy customiza-
tion and user-defined error weights, which
makes it suitable for different types of
translation assessment, analysis and com-
parison. In the first part of the paper, the
approach is explained. In the second part
of the paper, the approach is tested in a
pilot study designed to compare human
translation with post-editing for the trans-
lation of general texts (newspaper articles).
Inter-annotator results are presented for
the translation quality assessment task as
well as general findings on the productiv-
ity and quality differences between post-
editing and human translation of student
translators.

1 Introduction

With the translation industry exponentially grow-
ing, more hope is vested in the use of machine
translation (MT) to increase translators’ productiv-
ity (Rinsche and Portera-Zanotti, 2009). Though

post-editing MT has proven to increase productiv-
ity and even quality for certain text types (Tatsumi,
2010), research on the usability of post-editing for
more general texts is rather limited. The research
presented in this paper is a pilot study conducted
as part of the ROBOT-project1, a project designed
to gain insight in the differences between human
translation and the post-editing of machine trans-
lation. The process and product of translation are
the two main areas of interest of the project, and re-
sults of student translators and professional trans-
lators shall be compared. In this paper, the trans-
lation quality assessment approach developed for
the project is presented and tested on translations
of student translators. This fine-grained, two-step
approach does not only allow for the analysis and
comparison of translation problems for different
methods of translation (such as human translation
and post-editing), but can also be used as an evalu-
ation method for different text types and goals. As
such, it is a useful tool, both for researchers and
people concerned with the evaluation of translation
quality in general.

2 Related Research

Although it is the goal of quality assessment
schemes and metrics to determine the quality of
a translation, the question ‘is this a good transla-
tion?’ can only be adequately answered with the
rather vague: ‘that depends’. Already more than
thirty years ago, Van Slype (1979) established that
translation quality is not an absolute concept and
thus should be assessed “relatively, applying sev-
eral distinct criteria illuminating each special as-
pect of the quality of the translation”. Though the
1lt3.hogent.be/en/projets/robot
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focus of his report was on the evaluation of ma-
chine translation, the definition holds true for every
type of translation.

Since then, a lot of translation quality assess-
ment schemes have been proposed, most of them
based on an error typology. Some examples in-
clude the SAE J2450 (2001), LISA (2011), and
EN-15038 (2006). Though useful in certain con-
texts, these typologies have three major drawbacks
that limit their usability for the ROBOT-project.
First of all, they are usually designed for a spe-
cific text type or domain and can not easily be tai-
lored to different text types. The J2450, for ex-
ample, is used in the automotive sector and has a
limited amount of categories. Secondly, they do al-
low for the integration of severity scores, but these
are often subjective. There is a distinction between
‘minor’ and ‘major’ errors, and sometimes a third
‘critical’ category is added, but no real rules are
given on how to discern between a ‘minor’ and a
‘major’ error. And finally, the categorization is not
fine-grained enough to allow for a thorough analy-
sis between different methods of translation.

In order to create a more generally applicable
translation quality assessment scheme, it seems
wise to look at a general definition of what con-
stitutes a good translation. According to Chester-
man (1998), prototypical translation consists of the
following features (among others): the intended
function, text type, and style of TT are similar to
those of the ST; the TT renders all contents of the
ST; and the style of the TT is ‘good native’. This
type of translation requires a high level of fidelity
towards the source text while at the same time be-
ing fluent and grammatically correct in the target
language. Adherence to the norms of the source
text while at the same time respecting the norms
of the target text are what Toury (1995) calls ade-
quacy and acceptability, respectively. This distinc-
tion is often used in assessment schemes for MT-
quality (White, 1995). One of the problems with
these schemes, however, is that they are usually
restricted to the sentence-level and don’t take gen-
eral coherence problems into account. And, just as
with the previously mentioned quality metrics, the
severity scores are often subjective.

More recently, researchers have tried to over-
come the flaws of previous metrics by paying more
attention to the goal of the source text and tar-
get text. Williams (2009) suggests using an argu-

mentation centred translation quality assessment to
make sure the macro structure of the source text is
respected, whereas O’Brien (2012) opts for a dy-
namic approach to quality evaluation, taking into
account the goal of the translation, the time and
the resources of the company. Colina (2009) intro-
duces an assessment tool with a functionalist ap-
proach, allowing for a user-defined notion of qual-
ity. Though the idea behind the tool is in line with
the need for a more flexible approach to translation
quality assessment, the tool’s usefulness is limited
to providing a quick assessment of the main prob-
lem categories of a text, but it lacks an in-depth
analysis of the types of errors and gives no con-
crete suggestions for improvement.

The translation quality assessment approach
presented in this paper was designed to overcome
many of the problems encountered when using ex-
isting translation quality assessment metrics. An
overview of the approach is given in the following
paragraphs, followed by a pilot study during which
the approach was tested.

3 A two-step TQA approach

Starting from Chesterman’s definition of prototyp-
ical translation (1998) as the baseline goal of a
translation, an evaluation categorization was de-
signed, consisting of acceptability and adequacy
as main categories. The idea is that a translation
requester (be it a teacher or a company) would
want a translation to be both a fluent, correct text
in the target language, as well as a text that con-
veys all the information contained in the source
text in an appropriate way. Rather than just giving
a generic ‘acceptable’ vs. ‘unacceptable’ assess-
ment for both categories, the categories are fur-
ther subdivided in order to be able to discern spe-
cific translation problems. This approach allows
teachers to provide in-depth feedback to their stu-
dents, researchers to analyse differences between
text types or translation methods (MT+PE vs. HT,
for example), and clients to easily revise a transla-
tion.

In a preliminary test of the approach, revisers
had to annotate problems for adequacy and accept-
ability at the same time. This strategy, however,
had a few drawbacks. There was some confusion
on the appropriate category for the problem at hand
(was it caused by adequacy problems or was it
acceptability-related?), and annotators lost track of
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the coherence of the text because source and target
sentences were alternated. The solution to these
problems lay in dividing the process into two steps.
In a first phase, annotators get to see the target text
without the source text and they have to annotate
the text for acceptability only. In a second phase,
they get to see the source sentences alternated with
their translations and they have to annotate these
sentences for adequacy only.

3.1 Categorization

For acceptability, the main categories consist of
grammar and syntax, lexicon, spelling and typos,
style and register, and coherence. While the first
three categories build on existing TQA metrics,
the second two are less common. They have been
included in order to be able to identify problems
related to the text in context and the text as a
whole. The subcategory ‘text type’is used to high-
light genre-specific problems such as the use of ar-
ticles in newspaper titles. Previous metrics often
did not take the goal of the text into account or
were meant to assess texts sentence per sentence,
thus losing the overview and coherence. The sub-
categories of each category can be found in Table 2
below. The numbers between brackets indicate the
proposed error weight for the translation of gen-
eral texts, which will be further explained in the
following paragraphs. For adequacy, the main cat-
egory, viz. meaning shift, is further subdivided in
different subcategories (see Table 1).

Table 1: Adequacy subcategories with error scores

These categories may seem rather fine-grained,
but this allows for a more thorough analysis of
translations, not just for quality assessment. Dele-
tions, for example, are expected to be more com-
mon in human translations than in post-editing, but
it could be interesting to see when one opts for a
hyponym or hyperonym rather than a straightfor-
ward translation as well. In the same fashion ‘ex-
plicitations’ are usually not considered to be errors,
but they do provide interesting information on the
translation process. A ‘meaning shift caused by
misplaced word’, on the other hand, would be con-
sidered to be an error. This occurs when the words
are correctly translated, but they are connected in a
wrong way. For example, when a translator inter-
prets a sentence about ‘unorthodox cancer cures’,
as being about ‘unorthodox cancer’ rather than
about ‘unorthodox cures for cancer’. A more de-
tailed overview of all categories with examples can
be found in (Daems and Macken, 2013).

It must be noted at this point that the proposed
categorization does not claim to be exhaustive. It
was primarily designed for use within the ROBOT-
project, for the translation of English texts into
Dutch, with the main focus on the translation of
general texts. This, however, does not mean that
the categorization has a limited use. By using the
well-known distinction between adequacy and ac-
ceptability and universal concepts such as ‘gram-
mar’ and ‘lexicon’, this categorization can easily
be tailored to suit language-specific problems.

Important to keep in mind as well, is the fact
that this categorization provides an overview of
possible translation problems. While grammatical
problems will most likely be considered to be er-
rors in most cases, the line for other categories is
less clear. Depending on the goal of the text and
the goal of the evaluation, certain problems will or
won’t be regarded as an error, but rather as transla-
tion characteristics. This principle will be further
explained in the following paragraphs.

3.2 Objectivity & Flexibility

As became clear from the related research, transla-
tion quality assessment approaches should on the
one hand be more dynamic in that they should take
the translation situation and context into account
and on the other hand be more objective in their
value judgement. The proposed TQA approach
tries to fulfil these requirements by allowing for
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Table 2: Acceptability subcategories with error scores

user-defined categorizations and error weights.

Depending on the goal of the translation or the
evaluation, the user adopts the proposed catego-
rization as is or adapts it to better suit his wishes
and/or language pair. The most important aspect
of the evaluation, however, is the addition of er-
ror weights. Unlike with existing TQA schemes,
the error weights for the current approach are not
predefined or intuitively added by the reviser. It is
the user who decides on the error weight for each
subcategory. The error weights used for the cur-
rent paper have been adapted to the translation of
newspaper articles from English to Dutch, and can
be found in Table 1 for adequacy and in Table 2
for acceptability. The main idea is that problems
that have a larger impact on readability and com-
prehension receive a higher error weight. Depend-
ing on the goal of the assessment, the user can
decide to change the error weights as desired. In
technical texts, for example, the category ‘termi-
nology’ would receive a high error weight. It is
even possible to give no weight to a category. This
is especially useful to detect differences in trans-
lations, without these differences necessarily be-
ing errors, such as explicitation or hyperonyms,
which in turn could be interesting to examine dif-
ferences between - for example - human transla-
tion and post-editing.

As the translation environment we used for the
experiment did not contain a spell-check function,
the subcategories ‘punctuation’ and ‘typos’ were
also assigned a zero weight.

4 Experiment

To test the proposed categorisation and two-step
TQA approach, a pilot experiment was conducted
in which participants had to both translate a text
and post-edit a machine-translated text from En-
glish to Dutch. The goal of the experiment with re-
gards to the proposed TQA approach was twofold:
to check whether or not the guidelines were suf-
ficiently detailed for the annotators, and to check
whether the approach is a viable tool for a compar-
ative analysis of translation problems for different
methods of translation.

4.1 Experimental set-up

Participants were 16 Master’s students of trans-
lation taking a general translation course. Stu-
dents had no experience with post-editing and
were given no specific training. Each student re-
ceived a translation and a post-editing task. The
machine translation to be post-edited was obtained
by using Google Translate2. The order in which
the students received the tasks differed, to reduce
task order effects. There was no time restric-
tion. The corpus consisted of four newspaper arti-
cles of more or less equal length (260-288 words)
taken from the Dutch Parallel Corpus (Macken
et al., 2011). The instruction for both tasks was
to achieve a translation of publishable quality, and
the target audience of the translations was said to
be more or less equal to the target audience of the
source text. Participants were informed that they
would receive feedback on the productivity and
quality of their translations.
2translate.google.com
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The text difficulty was estimated by upload-
ing the texts on editcentral.com, which provided
scores for six different readability indexes. Ac-
cording to these scores, the first two texts (1722 &
1771) were slightly less difficult than the last two
(1781 & 1802), with Flesch-Kincaid levels of 10.7
and 12.4, and 16.5 and 14.6 respectively.

The tasks were recorded with PET, a post-
editing tool developed by Aziz and Specia (2012),
which allows for keystroke logging and time regis-
tration. The original English text was presented
on the left hand side of the screen, whereas the
right hand side was empty for the regular trans-
lation task, or showed the Dutch MT output for
the post-editing task. Only one sentence at a time
could be edited, but the four previous and next seg-
ments were always visible so that students could
take the context into account. They were also al-
lowed to go back to revise segments they had al-
ready translated or post-edited. Each sentence was
followed by an assessment screen in which the stu-
dents commented on the external resources they
consulted and assigned a subjective difficulty score
to each sentence.

4.2 Translation Quality Assessment

All translation and post-editing products were an-
notated by two annotators, according to the guide-
lines and the categorization introduced above.
The annotators were translation and language spe-
cialists (one with a Master’s degree in Transla-
tion (English-Dutch) and one with a Master’s de-
gree in English and Dutch linguistics). For the
annotations, the brat rapid annotation tool was
used (Stenetorp et al., 2012). In this tool, users
can add their own annotation scheme and texts.
It provides a nice interface and user-friendly envi-
ronment, so no real annotator training was needed.
The annotators had to follow the guidelines pub-
lished in (Daems and Macken, 2013). In a first
phase, annotators had to annotate all products for
acceptability (in which case they only received the
target text). In a second phase, annotators had to
annotate the products for adequacy (in which case
they received a text where source and correspond-
ing target sentences were alternated). The annota-
tion tasks were presented in a random order, with
at least two different texts between every two prod-
ucts from the same source text.

Before starting with the annotations, annotators

were informed about the translation task and pur-
pose. They were instructed to highlight those items
that were (either linguistically or conceptually) in-
correct with regards to the text type and the audi-
ence and to provide a short comment on the reason
for each annotation. In case of doubt, annotators
were asked to add a double question mark to their
comments. This facilitated the automatic analysis
of the final data.

4.3 Inter-annotator agreement

To determine the validity of the approach, two as-
pects had to be examined: Do annotators highlight
the same items? And if they do, do they label the
items with the same category? This was tested by
calculating inter-annotator agreement over all texts
for both acceptability and adequacy in different
stages. The initial agreement was calculated on the
basis of the annotations as initially received from
both annotators. Of the 796 acceptability annota-
tions, only 341 were highlighted by both annota-
tors. This led to an agreement of 38% with κ=0.31.
For adequacy, only 134 of the 291 cases were high-
lighted by both annotators, equal to an agreement
of 41% with κ=0.30. Though these numbers are
rather low at first sight, a few things must be taken
into account. First of all, certain errors were high-
lighted by only one annotator simply because the
other annotator hadn’t observed the error, not be-
cause the annotator did not agree with the judge-
ment. Secondly, some errors recurred in different
translations, so a disagreement on one conceptual
item could lead to a large difference when look-
ing at the number of annotations. A linear regres-
sion was fitted to verify whether or not the an-
notators’ overall assessment was the same, as it
was hypothesized that a ‘strict’ annotator would
be equally strict across all texts, and a more ‘le-
nient’ annotator would be equally lenient across
all texts. This hypothesis was confirmed as we
found a positive correlation for both adequacy and
acceptability annotations, r=0.89, n=38, p<0.001
and r=0.70, n=38, p<0.001, respectively. More-
over, when looking at the items that were high-
lighted by both annotators, it seems that agreement
on the categories is rather high: 89% with κ=0.88
for acceptability and 89% with κ=0.87 for ade-
quacy, which indicates that the categorisation itself
seems to be rather clear.

A consolidation phase was introduced to check
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whether or not annotators agreed with each other’s
annotations. This phase was twofold: firstly, a
manual phase was introduced to extract those cases
where the annotators identified the same problems,
but labelled them differently, and secondly, a list
was made of all the annotations labelled by only
one annotator. In consultation with the annota-
tors, a final category was assigned to each of the
problems that had received different labels. Most
of these cases were caused by ambiguity in the
guidelines or non-adherence to the guidelines by
one of the annotators. Where possible, the guide-
lines were further disambiguated and more exam-
ples were added to overcome these problems in
the future. For the second step, the annotators re-
ceived a list of all the annotations that were only
labelled by the other annotator. They had to in-
dicate whether or not they agreed with the anno-
tations. Agreement after the consolidation phase
was much higher: 69% with κ=0.67 for accept-
ability and 82% with κ=0.79 for adequacy.

This final set of annotations after the consolida-
tion phase forms the gold standard and is used in
the next section to analyse the differences between
post-editing and human translation.

4.4 Results

The goal of the pilot study was to analyse differ-
ences between the post-editing of machine transla-
tion and human translation for the translation of
newspaper articles by student translators. More
specifically, it was concerned with differences in
productivity as well as quality.

4.4.1 Productivity

The productivity for each text and each type of
translation was measured by the PET post-editing
tool. As can be seen in Figure 1 below, post-editing
was always faster than human translation.

Figure 1: Time spent per text in minutes

These results seem to support the findings of
Guerberof (2009) and Plitt and Masselot (2010)
that post-editing machine translation can lead to an
increase in productivity, compared to regular trans-
lation. Of course, an increase in productivity is
only positive when the quality does not suffer from
the higher speed.

4.4.2 Quality: totals
The average error score for acceptability and ad-

equacy for each type of translation per text can be
found in Figures 2 and 3 below. The score is cal-
culated by taking the sum of all annotated prob-
lems in the gold standard (annotations after consol-
idation phase) multiplied by their respective error
weights (see Tables 1 and 2).

Figure 2: Average acceptability error score per text

Figure 3: Average adequacy error score per text

What can be derived from these graphs is that
quality is extremely text-dependent. For text
1722, acceptability quality is much higher for post-
editing than for human translation, whereas the op-
posite can be said of text 1802. For texts 1771
and 1781 the acceptability quality is slightly higher
for human translation than for post-editing. When
looking at adequacy, it can be seen that quality
is much higher for texts 1722 and 1771 for post-
editing in comparison with human translation. The
difference for text 1781 is negligible, but for text
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1802, human translation seems to lead to higher
adequacy than post-editing.

To calculate the total error score for each text,
it was not possible to simply add up the adequacy
and acceptability scores, because quite a few prob-
lems were annotated both as acceptability and as
adequacy problems. In these cases, acceptability
problems resulted from a mistranslation or other
adequacy issue, so it was decided that only the
error weight for the adequacy annotation would
count. The average of the total error scores thus
obtained can be seen in Figure 4.

Figure 4: Average total error score per text

Overall, it seems that post-editing often leads to
higher quality than human translation. This is true
for three of the four texts, though the difference for
text 1781 is once again negligible. No significant
correlation was found between translation or post-
editing time and error score.

4.4.3 Quality: problem analysis
Though the totals for adequacy and acceptabil-

ity already provided some insights in the differ-
ences between post-editing and human translation,
the main goal of the proposed categorisation was
to allow for a more thorough analysis of transla-
tion problems. A more detailed picture is given
by the analysis of the main subcategories. As was
the case for the difference between adequacy and
acceptability, the scores for each category depend
largely on the text. When looking at the most com-
mon problems for each text, it becomes clear that
‘meaning shift - other’ and ‘meaning shift - dele-
tion’ are very common categories for human trans-
lation for texts 1722 and 1771 (with ‘other’ taking
up 9% and 15% of total human translation error
for these texts and ‘deletion’ accounting for 7%
and 15% of total human translation errors), but not
so common for post-editing (the categories ‘other’
and ‘deletion’ were not found in text 1722 and only

accounted for 3% and 5% of all post-editing errors
for text 1771, respectively). Common post-editing
problems, on the other hand, seem to be ‘mean-
ing shift - wrong word sense’ and ‘lexicon - wrong
collocation’. ‘Wrong word sense’ accounted for
14% of all PE-errors for text 1722 (for HT, this
was a mere 5%), 9% of all PE-errors for text 1781
(versus 1% for HT), and 10% of all PE-errors for
text 1802 (compared to 4% for HT). ‘Wrong col-
location’ accounted for 17% of all PE-errors for
text 1722 (compared to 7% for HT), 9% of all PE-
errors for text 1771 (compared to 5% for HT) and
17% for text 1781 (compared to 7% for HT). Some
categories were only important issues for one of
the four texts, such as ‘compounds’ for text 1722
(with a HT and PE value of 4% and 8% respec-
tively), ‘capitalization’ for text 1771 (with a HT
and PE value of 8% and 4% respectively) and ‘reg-
ister’ for text 1802 (with a HT and PE value of 7%
and 1% respectively). A more thorough analysis of
these differences could yield insights in text differ-
ences and what makes a text difficult to translate
(both for a human and a machine), but this would
go far beyond the scope of the present article.

When looking at the global overview of the
three most common categories for human transla-
tion and post-editing, depicted in Figure 5 below,
it can be derived that especially meaning shifts are
common problems for human translation, whereas
post-editing suffers most from wrong word sense
disambiguation and wrong collocations. Though it
is common for a machine translation system to se-
lect the wrong meaning of a word, it is remarkable
that these errors are not spotted by the post-editors.

Figure 5: Most common error types over all texts

Figures 6 and 7 provide an overview of the pro-
portion of each problem category in relation to
the total amount of problems, both for HT and
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MT+PE. In Figure 6, the focus is on the sub-
categories of acceptability and adequacy is repre-
sented as one large sector. In Figure 7, on the
other hand, the most important adequacy cate-
gories are highlighted and acceptability is repre-
sented as one sector. The categories that did not
show remarkable differences have been grouped in
‘Adequacy grouped’.

Figure 6: Proportion of problem categories: focus
on acceptability

The largest proportion of problems is accounted
for by acceptability for both types of translation.
Whereas the bulk of acceptability errors seems to
be caused by spelling errors, there are some differ-
ences between HT and MT+PE: A large propor-
tion of post-editing problems is caused by gram-
mar & syntax and lexical problems, while for hu-
man translation style & register issues seem to be
more common.

Figure 7: Proportion of problem categories: focus
on adequacy

Adequacy as a whole accounts for a large per-
centage of total HT-problems, whereas this amount
is noticeably lower for MT+PE. Remarkable as
well is the fact that there are more different types
of adequacy errors for human translation than for
post-editing: contradiction and punctuation prob-
lems were only found in human translations. Other
than this, it can be derived from Figure 7 that ad-
ditions and deletions are more common for human
translations, along with ‘other’ types of meaning
shifts, which take up a large portion of the total

amount of adequacy errors for human translation.
Categories that are clearly more common for post-
editing are ‘word sense’ and ‘misplaced word’.

5 Discussion & Future work

In this paper, a new, two-step TQA-approach was
presented, designed for a detailed analysis of trans-
lation problems. The approach is based on the
distinction between adequacy and acceptability
and the error classification and user-defined error
weights allow for adaptation to different text types
and assessment goals. The usability of the ap-
proach was validated in a pilot study with master’s
students of translation, where it was used to on
the one hand define the quality of translations and
on the other hand provide a deeper understanding
of the differences between human translation and
post-editing of general texts. Seeing as the exper-
iment was a pilot study, only cautious conclusions
can be drawn, yet the study led to some impor-
tant findings and interesting directions for future
research. Firstly, there is a large amount of anno-
tations made by only one annotator, which high-
lights the need for more than one annotator when
assessing translation quality and the need for clear
guidelines and briefing. Secondly, quality is highly
text-dependent, so different texts should be anal-
ysed before conclusions can be drawn. Thirdly,
post-editing is faster than human translation, while
at the same time being of comparable quality, de-
pending on the text. It is hypothesised that by
training post-editors to detect typical PE-issues
(such as word sense, grammatical problems and
wrong collocations) the quality of post-editing can
be increased still. An important remark is the fact
that the pilot study was conducted with translation
students of different levels (although they were all
Master’s students from the same year), and exper-
iments with professional translators could lead to
different results. Furthermore, the annotation pro-
cess is a rather time-consuming process, so the
need of more than two evaluators should be care-
fully considered, depending on the requirements of
the project. Within the framework of the ROBOT-
project, two annotators proved to be sufficient in
that their annotations after consensus allowed for
an in-depth analysis and comparison of HT and PE
texts. Other plans for future work include compar-
ing the proposed TQA-approach to different meth-
ods of TQA, linking the differences in translation
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quality to the original MT-quality (in order to bet-
ter understand post-editing problems), and linking
the differences in translation quality to text diffi-
culty (as readability scores do not seem to indicate
translatability, so more research in this field is re-
quired as well). A final goal for future research
is the application of the proposed TQA-approach
to different text types and perhaps languages, to
prove its adaptability to different situations.
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