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Summary

The goal of the XLike project is to develop technology to monitor and aggregate knowledge 
that is currently spread across mainstream and social media, and to enable cross-lingual ser -
vices for publishers, media monitoring and business intelligence. The effort will combine sci-
entific capabilities and insights from several areas of science – modern computational linguis-
tics and NLP, machine learning, text mining and semantic technologies – in order to enable  
cross-lingual text “understanding” by machines. Specifically, we plan to pursue the following 
two key open research problems: (1) to extract and integrate formal knowledge relations from 
multilingual texts with cross-lingual knowledge bases, and (2) to adapt linguistic techniques 
and crowdsourcing to deal with irregularities in the informal language used primarily in social 
media. The developed technology will be language-independent to the largest possible extent, 
while within the project we will specifically address English, German, Spanish, Chinese and 
Hindi as major world languages and Catalan, Slovenian, and Croatian as less resourced lan-
guages. Knowledge resources from Linked Open Data cloud will be used, with special focus 
paid to using general common sense knowledge base CycKB as “semantic Interlingua”. The 
use of Machine Translation will be oriented towards translation from a natural language as the 
source language into a formal language of semantic representation as source language. For 
languages where not enough required linguistic resources are available, we will use a proba-
bilistic Interlingua representation trained from a parallel corpora and/or from comparable cor-
pus derived from the Wikipedia, or use MT as a fallback option for translating the text from 
less resourced language to English and then process this translation. Specifically, developed 
solutions will be applied and evaluated in two use cases: a “Bloomberg” use case, covering 
the domain of financial news, and a “Slovenian Press Agency” use case, covering the domain 
of general news.
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