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I.  Null subject Divergence: 

In Hindi the subject of the sentence can be left implicit, which is not the 
case in English.  Hindi allows dropping of the subject where the subject 
is obvious [Dave et al, 2001]. Similar situation has been observed for 
Urdu language as well. This can be illustrated with the following 
examples: 

(E)- Long ago, there lived a king. 
(U)- mudaton pahale, ek baadshah tha. 

Here there is no explicit mapping for the word “there” of English 
sentence in the Urdu translation, it is assumed implicitly. 

(U)- jaa rahaa hoon. 
(E)-Iam going. 

The subject “mein/ I” is missing and the presence of this missing 
subject is reflected in the morphology of the predicate. However the 
subject needs to be explicitly mentioned in the English sentence. 
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Wordnets have become crucial resources for NLP. They are complex 

structures capturing various kinds of lexico semantic relations among 

words. The first wordnet in the world was built; for English at Prin-

ceton  University.  This  was  followed  by wordnets  of  European  lan-

guages forming the EuroWordnet. At IIT Bombay the first wordnet for 

Indian  languages  was  constructed  for  Hindi.  This  was  followed  by 

many  other  languages  including  Marathi,  Sanskrit,  Bangla,  Tamil, 

Telugu, Punjabi, Gujarathi, and North East languages. In the first part 

of  the talk we describe the principles  and methodolgies  followed in 

multilingual  wordnet construction. We close this part of the discussion 

with a brief description of the Pan-Indian multilingual dictionary stand-

ard that IndoWordnet has given rise to and is the essential resource for 

multilingual WSD. 

Word Sense Disambiguation (WSD) is a fundamental problem in Nat-

ural  Language  Processing  (NLP).  Amongst  various  approaches  to 

WSD, it is the supervised machine learning (ML) based approach that is 

the dominant  paradigm today.  However,  ML based techniques  need 

significant  amount  of  resource  in  terms  of  sense  annotated  corpora 

which takes time, energy and manpower to create. Not all languages 

have this resource, and many of the languages cannot afford it.

In the second part of the presentation, we discuss ways of doing WSD 

under resource constraint.  First  we describe a novel scoring function 

and an iterative algorithm based on this function to do WSD. This func-

tion separates the influence of the annotated corpus (corpus parameters) 

from the influence of wordnet (wordnet parameters),  in deciding the 

sense. Next we describe how the corpus of one language can help WSD 

of another language, i.e., LANGUAGE ADAPTATION. This is presen-

ted in three setting of "complete", "some" and "no" annotation. From 

this we move on to DOMAIN ADAPTATION where the notion of act-

ive learning and injection are pursued to do WSD in a domain with 
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little or no annotated corpora. The extensive evaluation and good accur-

acy figures lend credence to the viability of our approach which points 

to the possibility of expanding from one language-domain combination 

to all language-domain combinations for WSD, i.e., multilingual gener-

al domain WSD, a long standing dream of NLP.

The  talk  is  presented  in  a  multilingual  setting  of  Indian  languages. 

There are 22 official languages in India with strong requirements of ma-

chine translation and cross lingual search. Our languages of focus in 

this talk are Hindi and Marathi along with English and the domains of 

focus are Tourism and Health which are important to India.

The presentation is based on work done with PhD and Masters students 

and researchers:  Dipak Narayan, Nitin,  Rajat,  Deabsri,  Mitesh,  Salil, 

Saurabh, Anup, Sapan and Piyush, and published in fora like  ACL, 

COLING, EMNLP, GWC, ICON and so on.
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Abstract. NLP has produced very few applications to support people in their 
quest to understand or produce language. Yet, such applications are not only 
badly needed, they are also possible. I will deal here only with one problem, 
word finding (lexical access or word retrieval), showing how electronic 
dictionaries could be improved to help language producers (speaker, writer) 
find the words they are looking for. Since finding supposes searching, I suggest 
to build similar tools to the ones we use elsewhere for this activity, namely, a 
map and a compass. While the semantic map defines the territory within which 
search takes place, the lexical compass guides the user, helping her or him to 
reach the goal (target word). I will discuss how such tools or resources can be 
built and how they can be used for search. 

Keywords: language production, word access, production mode, electronic 
dictionary, mental lexicon, speaker/writer. 

1 Problem: finding the needle in a haystack 

One of the most vexing problems in speaking or writing is that one knows a given 
word, yet one fails to access it when needed. This kind of impairment occurs not only 
in language production, but also in other activities of everyday life. Being basically a 
search problem it is likely to occur whenever we look for something that exists in the 
outside world (objects) or our mind: dates, phone numbers, past events, peoples' 
names, or, 'you just name it'. 

As one can see, I am concerned here with the problem of words, or rather, how to 
find them in the place where they are stored: the human brain or an external resource, 
a dictionary. My work being confined to lexical access, I have started to develop with 
some colleagues a semantic map and a lexical compass [25] to help language 
producers find the word they are looking for. More precisely, we try to build an index 
and a navigational tool, allowing people to access words, regardless of their input, 
which may be changing and incomplete. Our approach is based on psychological 
findings concerning the mental lexicon [1, 15],— i.e. representation, storage and 
access of information in the human mind,— observed search strategies and rational 
navigation, the goal being to find quickly and naturally the word one is looking for.  




