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Abstract

As described in this paper, we pro-
pose a new automatic evaluation met-
ric for machine translation. Our met-
ric is based on chunking between the
reference and candidate translation.
Moreover, we apply a prize based on
sentence-length to the metric, dissim-
ilar from penalties in BLEU or NIST.
We designate this metric as Automatic
Evaluation of Machine Translation in
which the Prize is Applied to a Chunk-
based metric (APAC). Through meta-
evaluation experiments and compari-
son with several metrics, we confirmed
that our metric shows stable correla-
tion with human judgment.

1 Introduction

In the field of machine translation, various
automatic evaluation metrics have been pro-
posed. Among them, chunk-based metrics
such as METEOR(A. Lavie and A. Agarwal,
2007), ROUGE-L(Lin and Och, 2004), and
IMPACT(H. Echizen-ya and K. Araki, 2007)
are effective. In general, BLEU(K. Papineni et
al., 2002), NIST(NIST, 2002), and RIBES(H.
Isozaki et al., 2010) use a penalty for calcula-
tion of scores because the high score is often
given extremely when the candidate transla-
tion is short. Therefore, the penalty is effective
to obtain high correlation with human judg-
ment. On the other hand, almost all chunk-
based metrics use the F -measure based on a
precision by candidate translation and a re-
call by reference. Moreover, they assign a

penalty for the difference of chunk order be-
tween the candidate translation and the refer-
ence, not the penalty for the difference of sen-
tence length. Nevertheless, it is also impor-
tant for chunk-based metrics to examine the
sentence length. In chunk-based metrics, each
word’s weight depends on the sentence length.
For example, the weight of each word is 0.2
(=1/5) when the number of words in a sen-
tence is 5; it is 0.1 (=1/10) when the number
of words in a sentence is 10. Therefore, the
weight of the non-matched word in the short
sentence is large.

To resolve this problem, it is effective for
short sentences to give a prize based on the
sentence length in the chunk-based metrics.
Therefore, we propose a new metric using a
prize based on the sentence length. We des-
ignate this metric as Automatic Evaluation
of Machine Translation in which the Prize is
Applied to a Chunk-based metric (APAC). In
our metric, the weight of a non-matched word
becomes small for the short sentence by award-
ing of the prize. It is almost identical to that
for a long sentence by awarding of the prize.
Therefore, our metric does not depend heavily
on sentence length because the weight of non-
matched words is constantly small. We con-
firmed the effectiveness of APAC using meta-
evaluation experiments.

2 Score calculation in APAC

The APAC score is calculated in two phases.
In the first phase, the chunk sequence is
determined between a candidate translation
and the reference. The chunk sequence
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is determined using the Longest Common
Subsequence (LCS). Generally, several chunk
sequences are obtained using LCS. In that
case, APAC determines only one chunk se-
quence using the number of words in each
chunk and the position of each chunk.

For example, in between the candidate
translation “In this case, the system power
supply is accessory battery 86.” and “In this
case, the system power supply is the accessory
power supply battery 86.”, the chunk sequence
is “in this case, the system power supply is”,
“accessory” and “battery 86.”, and the chunk
sequence is ony one in these sentences. Only
one chunk sequence is determined using the
number of words in each chunk and the po-
sition of each chunk when several chunk se-
quences are obtained.

The second phase is calculation of the score
based on the determined chunk sequence. The
Ch score in Eq. (3) is calculated using the de-
termined chunk sequence. In Eq. (3), ch de-
notes each chunk and ch num represents the
number of chunks. Moreover, length(ch) is the
word number of each chunk. β is the weight
parameter for the length of each chunk. For
example, in between the candidate translation
“In this case, the system power supply is ac-
cessory battery 86.” and “In this case, the
system power supply is the accessory power
supply battery 86.”, ch num is 3 (“in this
case, the system power supply is”, “accessory”
and “battery 86.”). Therefore, Ch score is 91
(=92.0 + 12.0 + 32.0) when β is 2.0.

P =

{(∑RN−1
i=0

(
αi × Ch score

)
mβ

) 1
β

+0.5× Prize m

}
/2.0 (1)

R =

{(∑RN−1
i=0

(
αi × Ch score

)
nβ

) 1
β

+0.5× Prize n

}
/2.0 (2)

Ch score =
∑

ch∈ch num

length(ch)β (3)

Prize m =
1

log(m) + 1
(4)

Prize n =
1

log(n) + 1
(5)

APAC score =
(1 + γ2)RP

R + γ2P
(6)

The P and R in Eqs. (1) and (2) re-
spectively denote precision by candidate
translation and recall by reference. These
are calculated using the Ch score obtained
using Eq. (3). Therein, m and n respectively
represent the word numbers of the candidate
translation and the reference. Moreover,
the chunk sequence determination process is
repeated recursively to all common words.
The number of determination processes of
the chunk sequence is high when the word
order of the candidate translation differs
from that of the reference. The RN is the
number of determination processes of the
chunk sequence. Here, α is the parameter for
the chunk order. It is less than 1.0. The value
of the Ch score is small when the chunk order
between the candidate translation and refer-
ences differs because the value of length(ch)
in each chunk becomes small. For example,
in between the candidate translation “In this
case, the system power supply is accessory
battery 86.” and “In this case, the system
power supply is the accessory power sup-

ply battery 86.”,
(∑RN−1

i=0 (αi×Ch score)
mβ

) 1
β

is 0.773 (=
√

91
169=

√∑1−1

i=0
(0.10×91)

132.0 )

and
(∑RN−1

i=0 (αi×Ch score)
nβ

) 1
β

is 0.596

(=
√

91
256=

√∑1−1

i=0
(0.10×91)

162.0 ) when α and β
respectively stand for 0.1 and 2.0. The
value of RN is 1 because there is no more
matching words after the determined chunks
(“in this case, the system power supply is”,
“accessory” and “battery 86.”) are removed
from the candidate translation “In this case,
the system power supply is accessory battery
86.” and “In this case, the system power
supply is the accessory power supply battery
86.”.

Moreover, Prize m and Prize n in Eqs. (1)
and (2) are calculated respectively using Eqs.

382



(4) and (5). Each is less than 1.0. For ex-
ample, in the candidate translation “In this
case, the system power supply is accessory
battery 86.” and “In this case, the system
power supply is the accessory power supply
battery 86.”, Prize m and Prize n respec-
tively stand for 0.473 (= 1

1.114+1= 1
log(13)+1) and

0.454 (= 1
1.204+1= 1

log(16)+1). These values be-
come large in the short sentences. They be-
come small in the long sentences. Therefore,
the weight of each non-matched word is small
in the short sentences. It is kept small in
the long sentences. Finally, the score is cal-
culated using Eq. (6). This equation shows
the f -measure based on P and R. In Eq. (6),
γ is determined as P/R(C. J. V. Rijsbergen,
1979). The APAC score is between 0.0 and
1.0. For example, in the candidate transla-
tion “In this case, the system power supply is
accessory battery 86.” and “In this case, the
system power supply is the accessory power
supply battery 86.”, P and R respectively
stand for 0.505 (=0.773+0.5×0.473

2.0 ) and 0.412
(=0.596+0.5×0.454

2.0 ). Therefore, APAC score is
0.445 (=0.521

1.171= (1+1.503)×0.412×0.505
0.412+1.503×0.505 ) and γ is

1.226 (=0.505
0.412)

3 Experiments

3.1 Experimental Procedure

Meta-evaluation experiments are performed
using WMT2012(C. Callison-Burch et al.,
2012) data and WMT2013(O. Bojar et al.,
2013) data, and NTCIR-7(A. Fujii et al., 2008)
data and NTCIR-9(A. Goto et al., 2011) data.
All sentences by NTCIR data are English
patent sentences obtained through Japanese-
to-English translation. The number of refer-
ences is 1. In NTICR-7 data, the average
value in the evaluation results of three hu-
man judgments is used as the scores of 1–
5 from the perspective of adequacy and flu-
ency. In NTCIR-9 data, the evaluation results
of one human judgment is used as the scores
of 1–5 from the view of adequacy and accep-
tance. For this meta-evaluation, we used only
English and Japanese candidate translations
because we can evaluate them in comparison
with other languages correctly.

We calculated the correlation between the
scores by automatic evaluation and the scores

by human judgments at the system level and
the segment level, respectively. Spearman’s
rank correlation coefficient is used at the sys-
tem level. The Kendall tau rank correlation
coefficient is used in the segment level.

Moreover, we used BLEU (ver. 13a),
NIST (ver. 13a), METEOR (ver. 1.4), and
APAC with no prize (APAC no p) as the
automatic evaluation metrics for comparison
with APAC as shown in Eqs. (4) and (5).

In APAC no p,
(∑RN−1

i=0 (αi×Ch score)
mβ

) 1
β

as P

and
(∑RN−1

i=0 (αi×Ch score)
mβ

) 1
β

as R are used re-

spectively in Eqs. (1) and (2).

3.2 Experimental Results

Tables 1 and 2 respectively present Spear-
man’s rank correlation coefficients of system-
level and Kendall tau rank correlation coef-
ficients of segment-level in WMT2012 data.
Tables 3 and 4 respectively show Spearman’s
rank correlation coefficients of the system-level
and Kendall tau rank correlation coefficients of
segment-level in WMT2013 data. Moreover,
Tables 5 and 6 respectively present Spear-
man’s rank correlation coefficients of system-
level and Kendall tau rank correlation coeffi-
cients of segment-level in NTCIR-7 data. Ta-
bles 7 and 8 respectively show Spearman’s
rank correlation coefficients of system-level
and Kendall tau rank correlation coefficients
of the segment level in NTCIR-9 data.

In APAC, 0.1 and 1.2 were used as the values
of parameters α and β by the preliminarily ex-
perimentally obtained results. In Tables 1–8,
“Rank” denotes the ranking based on “Avg.”
The value of “()” denotes the number of MT
systems in Tables 1, 3, 5, and 7. The value of
“()” represents the number of sentence pairs
in Tables 2, 4, 6, and 8. These values depend
on the data.

3.3 Discussion

The results presented in Tables 1–8 indicate
that APAC can obtain the most stable corre-
lation coefficients among some metrics. The
ranking of APAC is No. 1 through NTCIR
data in Tables 5–8. In WMT data of Ta-
bles 1–4, the ranking of APAC is the lowest
except for Table 3. However, the difference
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cs-en(6) de-en(16) es-en(12) fr-en(15) Avg. Rank
APAC 0.886 0.650 0.958 0.811 0.826 5
APAC no p 0.886 0.676 0.958 0.807 0.832 3
METEOR 0.943 0.841 0.979 0.818 0.895 1
BLEU 0.886 0.674 0.958 0.796 0.828 4
NIST 0.943 0.700 0.944 0.779 0.841 2

Table 1: Spearman’s rank correlation coefficient of system-level in WMT2012 data.

cs-en(11,155) de-en(12,042) es-en(9,880) fr-en(11,682) Avg. Rank
APAC 0.185 0.204 0.209 0.226 0.206 3
APAC no p 0.189 0.207 0.208 0.226 0.207 2
METEOR 0.223 0.279 0.248 0.243 0.248 1

Table 2: Kendall tau rank correlation coefficient of the segment level in WMT2012 data.

between the ranking of METEOR, which is
the highest, and that of APAC is not larger
in WMT data. The correlation coefficients of
APAC in NTCIR data of Tables 5–8 are higher
than those of METEOR. In Tables 5 and 6,
underlining in APAC signifies that the differ-
ences between correlation coefficients obtained
using APAC and METEOR are statistically
significant at the 5% significance level. In Ta-
ble 7, the correlation coefficients of METEOR,
BLEU, and NIST are extremely low. Only one
human judgment was used in NTCIR-9 data.
As a result, APAC is fundamentally effective
for various languages independent of the differ-
ences in the grammatical structures between
languages: these experimentally obtained re-
sults indicate that APAC is the most stable
metric.

Moreover, in APAC, the correlation coeffi-
cients of the segment level in NTCIR data were
increased using the prize of Eqs. (4) and (5).
In WMT data, the correlation coefficients are
almost identical using the prize. Therefore,
use of the prize was fundamentally effective
at the segment level. The evaluation quality
of segment level is generally very low in the
automatic evaluation metrics. Therefore, it is
extremely important to improve the correla-
tion coefficient of segment level. Application
of the prize is effective to improve the evalua-
tion quality of the segment level.

4 Conclusion

As described in this paper, we proposed a new
chunk-based automatic evaluation metric us-

ing the prize based on the sentence length.
The experimentally obtained results indicate
that APAC is the most stable metric.

We will improve APAC to obtain higher
correlation coefficients in future studies.
Particularly, we will strive to improve
the correlation coefficients at the segment
level. The APAC software will be re-
leased by http://www.lst.hokkai-s-u.ac.
jp/~echi/automatic_evaluation_mt.html.
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