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Abstract
Following the idea of using distributed semantic representations to facilitate the computation
of semantic similarity between translation equivalents, we propose a novel framework to learn
bilingual distributed phrase representations for machine translation. We first induce vector
representations for words in the source and target language respectively, in their own semantic
space. These word vectors are then used to create phrase representations via composition meth-
ods. In order to compute semantic similarity of phrase pairs in the same semantic space, we
project phrase representations from the source-side semantic space onto the target-side seman-
tic space via a neural network that is able to conduct nonlinear transformation between the two
spaces. We integrate the learned bilingual distributed phrase representations into a hierarchi-
cal phrase-based translation system to validate the effectiveness of our proposed framework.
Experiment results show that our method is able to significantly improve translation quality
and outperform previous methods that only use word representations or linear semantic space
transformation.

1 Introduction

Distributional semantic models provide a means to represent meanings of words under the
assumption that words occurring in similar contexts tend to have the same meanings (Har-
ris,1968). Various distributed representations have been successfully applied to various mono-
lingual natural language processing tasks, such as word sense discrimination (Clark and Pul-
man,2007) and thesaurus compilation (Yang and Powers,2008). In this paper, we explore how
to learn semantic representations of bilingual phrases, rather than monolingual words, in the
context of statistical machine translation (SMT) to facilitate the computation of semantic sim-
ilarity between translation equivalents at the phrase level. We also study whether semantic
similarity scores calculated in terms of bilingual distributed phrase representations are comple-
mentary to phrase translation probabilities estimated by the conventional counting method in
SMT Koehn et al. (2003).

Very recently we have witnessed some studies on learning bilingual distributed represen-
tations for SMT. Mikolov et al. (2013b) train two neural network (NN) based models to learn
word embeddings in the source and the target language, respectively, and then map the embed-
dings from the source to the target language space using a transformation matrix that is learned
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by minimizing the mapping cost on all word pairs. Zou et al. (2013) introduce bilingual word
embeddings into phrase-based machine translation: Word representations are first learned from
language A via an NN-based model, word embeddings in the parallel language B are then ini-
tialized according to A’s embeddings and word alignments between A and B, and the final word
representations of B are obtained by a further training process that optimizes a combined ob-
jective on bilingual data. Gao et al. (2013) extend distributional representations from the word
level to the phrase level, adopting a fully connected neural network to transfer bag-of-words
vector representations of raw phrases (in the source or the target language) to distributional
representations in a language-independent low-dimensional semantic space and having the pa-
rameters of the neural network jointly learned with the feature weights of the log-linear model
of phrase-based SMT.

Partially inspired by these previous studies, we propose a new framework to learn bilingual
distributed phrase representations for SMT via semantic composition and bilingual projection.
Our current work differs from the previous ones distinctively in several aspects.

• We learn bilingual phrase representations, instead of representations at the word level
Mikolov et al. (2013b); Zou et al. (2013), so as to keep consistency with the SMT that
uses phrases rather than words as basic translation units.

• We learn phrase representations from distributed word representations via semantic com-
position, instead of from raw phrases Gao et al. (2013) in order to avoid the data sparseness
issue of directly learning phrase representations from data. Particularly, we empirically
compare two different composition methods in our framework, namely, weighted vector
addition (Mitchell and Lapata,2008) and recursive autoencoder Socher et al. (2011).

• Rather than jointly learning phrase representations with feature weights of the log-linear
model of SMT Gao et al. (2013), we take a loose coupling strategy to simplify the learning
process. We adopt a neural network to project phrase representations from the source onto
the target language semantic space, in separation from the process of feature weight tuning
in SMT.

• Rather than capturing only the linear transformation between the source and target lan-
guage semantic space Mikolov et al. (2013b), our neural network for the bilingual pro-
jection can model both linear and nonlinear transformation between these two semantic
spaces. We hope that the nonlinear transformation can better model the bilingual projec-
tion.

We integrate the learned bilingual distributed phrase representations into a hierarchical
phrase-based SMT system (Chiang,2007) by calculating semantic similarity scores of bilingual
phrases in terms of their representations. We also empirically compare combinations of learn-
ing methods for word representations, and phrase composition methods as well as bilingual
projection strategies. Experiments on Chinese-to-English translation show that our best results
outperform the baseline by 0.53 BLEU points, indicating the effectiveness of our approach.

The rest of the paper is organized as follows. Section 2 describes how we obtain word
representations for the source and target language and vector representations of phrases via two
different composition methods. Section 3 presents a nonlinear neural network to learn bilingual
phrase representations by projecting source language phrase vectors onto the target language
space and Section 4 introduces the integration of bilingual representations into SMT. Section 5
elaborates our large-scale experiments on Chinese-to-English translation and analyzes experi-
mental results. Section 6 discusses related work in relation to ours and Section 7 concludes the
paper with future directions of research.
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2 Distributed Phrase Representation Acquisition via Semantic Composition

In this section, we introduce semantics-based vector representations of words and vector repre-
sentations of phrases via two different composition methods.

2.1 Word Representations
Vectors of words are basic elements in our bilingual phrase representation learning framework.
We employ two different models, namely a point-wise mutual information (PMI) based vector
space model (Pado and Lapata,2007) and a neural language model Mikolov et al. (2013a), to
derive word vectors.

PMI-based vector space word representations Vector space model provides an elegant
way to represent the meaning of a word: each element in its vector denotes a degree that mea-
sures how frequently it co-occurs in a predefined context window with every other word in the
vocabulary in question. A well-known measure for this is PMI, which estimates the strength of
the relationship between a context word c and a target word t as follows:

pmi(c, t) = log
p(c, t)

p(c)p(t)
(1)

In order to get around certain unavoidable frequency bias, we use positive point-wise mutual
information (PPMI) (Turney and Pantel,2010) to calculate the elements in a word. It is defined
as:

ppmi(c, t) =

{
pmi(c, t) if pmi(c, t) > 0

0 otherwise
(2)

Neural word representations Mikolov et al.(2013a) introduce an efficient neural language
model to learn high-quality word embeddings from extremely large amounts of raw texts. We
adopt their approach for learning word embeddings. After training the neural language model,
we can obtain a word embedding matrix M ∈ Rn×|V |, where each word in the vocabulary V
corresponds to a vector v ∈ Rn with n to denote vector size. Given this, the vector representa-
tion of the word assigned with index i in V can be retrieved simply by extracting the ith column
of M .

2.2 Composition Methods
Once having obtained vector representations for words, we can use them to construct those for
phrases via various composition methods as phrases are composed of words. We explore two
composition methods: one based on simple vector addition (Mitchell and Lapata,2008) and the
other on a recursive autoencoder that takes the inner structure of a phrase into account Socher
et al. (2011).

Weighted vector addition Given a phrase p that consists of two words w1 and w2, we
obtain the vector−→p from its word vectors−→w1 and−→w2 by the following weighted vector addition:

−→p = α−→w1 + β−→w2 (3)

where α and β are weights denoting the relative importance of each word in the composition.
For a phrase with multiple words p = (w1,w2,...,wn), we can use in a similar way to obtain the
vector for p by summing over vectors of all its words,

−→p =
n∑

i=1

λi−→wi (4)
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Figure 1: The architecture of a recursive autoencoder, where the nodes with black dots are input
word (or phrase) vectors and the nodes with circles are reconstructed vectors for computing
reconstruction errors.
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Figure 2: The architecture of bilingual projection neural network that projects vector represen-
tations of source phrases to the semantic space of target language.

Although weighted vector addition is a simple way for composition, it has proven effective
in many tasks (Kartsaklis,2014). In our task, however, it cannot model word positions in a
phrase. Therefore we only use it as a baseline to compare against a more advanced method:
recursive autoencoder.

Recursive autoencoder (RAE) RAE is a neural network that can learn representations for
large linguistic expressions such as phrases and sentences in a bottom-up fashion along a tree
structure. Normally, word vectors learned via a distributional method can be input as leaf nodes
of RAE. Figure 1 presents an illustration to visualize the architecture of RAE. Given a binary
branch p → c1c2 where a child node is either a leaf or nonterminal node, the representation of
p can be calculated as:

−→p = f(W [−→c1 ;−→c2 ] + b) (5)

where [−→c1 ;−→c2 ] denotes the combination of the two child vectors,W and b are model parameters,
and f is an element-wise activation function such as sigmoid. This will be used to further com-
pute representations for larger structures. In order to judge how appropriately a parent vector
computed this way can represent its children, we can reconstruct the children in a reconstruction
layer as:

[−→c1 ′;−→c2 ′] =W ′−→p + b′ (6)

For each nonterminal node, we compute the Euclidean distance between its original child vec-
tors and the reconstructed vectors as the reconstruction error of the node according to the fol-
lowing equation:

Erec([−→c1 ;−→c2 ]) =
1

2

∥∥[−→c1 ;−→c2 ]− [−→c1 ′;−→c2 ′]
∥∥2 (7)

The parameters of an RAE can be learned by minimizing the reconstruction error over the entire
tree.
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In this paper, we adopt a greedy unsupervised RAE that is proposed in Socher et al. (2011)
as an extension to the standard RAE described above. The unsupervised RAE can learn not
only the representation of a phrase or sentence but also their tree structures in a greedy manner.

3 Learning Bilingual Phrase Representations

We use the methods introduced above to obtain phrase representations for the source and target
language respectively, and adopt a nonlinear bilingual projection neural network to project the
phrase representations in the source language onto the semantic vector space of the target lan-
guage so as to calculate similarity scores of bilingual phrases in the same semantic space. The
general architecture for this work is presented in Figure 2.

The adopted neural network for projection is a fully connected neural network with only
one hidden layer. The projection can be formulated in the following equation:

−→p = sigmoid(W2(sigmoid(W1
−→x + b1)) + b2) (8)

where W1 is the projection matrix from the input layer to the hidden layer, W2 is the projection
matrix from the hidden layer to the output layer, b1 and b2 are bias terms. In order to calculate
the weights of the network, we need to calculate the squared error function as follows:

e =
1

2

∑
i

(tmi − pmi )
2 (9)

where pmi is the vector calculated by the neural network according to the Eq.(8) and tmi the real
vector of the corresponding target phrase. The weights can be trained via backpropagation by
minimizing the error on the set of collected training instances {(−→s ,−→t )}n1 where −→s and −→t are
vectors of the source and target side of a phrase pair (s, t). If we do not use any hidden layer in
the projection neural network, the degenerated neural network will exactly learn Mikolov et al.
(2013a)’s linear transformation matrix. Adding a hidden layer with nonlinear activation func-
tions, we enable our projection neural network to model the nonlinear transformation between
the semantic spaces of the source and target language. We will empirically compare the non-
linear against the linear projection in Section 5.Once the projection neural network is trained,
we can learn projected representations of source phrases in the target semantic space using this
neural network.

4 Integrating Bilingual Representations into SMT

A straightforward way to integrate bilingual phrase representations into SMT is to calculate
semantic similarity between representations of this kind for translation equivalents. Given a
phrase pair (s, t), let (−→s ,−→t ) denote their vector representations on the source and the target
language semantic space and (p(−→s ),−→t ) the learned bilingual distributed phrase representa-
tions, where p(−→s ) is the projected vector representation of source phrase s obtained by our
projection neural network as presented above. The semantic similarity between s and t can then
be calculated as follows:

Sim(p(−→s ),~t) = p(−→s ) • ~t
‖p(−→s )‖ ×

∥∥~t∥∥ (10)

Given a source sentence c, we can build a new semantic similarity model based on our
learned bilingual phrase representations according to the following equation:

MSim =
∑

(s,t)∈P

Sim(p(−→s ),−→t ) (11)
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System NIST 06 NIST 08
Baseline 30.23 23.21

PPMI 30.37 23.36
Neural 30.46 23.40

Table 1: Results of integrating word representations acquired by the two methods integrated
into hierarchical phrase-based SMT

where P denotes all possible phrase pairs that are in use to translate the source sentence c and
have distributed vector representations. The semantic similarity can be used as a feature in a log-
linear model and can also be integrated into any SMT system that uses bilingual phrase pairs
during decoding. In this paper, we integrate this new model into a hierarchical phrase-based
SMT system without loss of generality.

Rules in the hierarchical phrase-based SMT can be classified into two types: 1) phrase
rules that only contain terminals and 2) non-terminal rules with at least one non-terminal. For
phrase rules, the similarity score can be easily calculated according to Eq. (10) in a prepro-
cessing step. As for non-terminal rules, we compute their similarity scores in two steps. Let us
take a specific non-terminal rule X→ < X1 	>ÔX� X2 >L	>,X1 the election com-
mittee X2 hold election,0-0 1-2 2-3 3-4 4-5 5-6 > as an example to show how we compute
their similarity. First, we can find phrase pairs (�	>ÔX��,�the election committee�)
and (�>L 	>�,�hold election�) via word alignments. The similarity values of these
two phrase pairs are estimated according to Eq. (10). In order to ensure decoding speed, the
semantic similarities of these phrases are also calculated in a preprocessing step so that they can
be quickly retrieved during decoding. Second, we sum up all similarity values, including the
similarity values of phrases within nonterminals X1 and X2, according to Eq. (11) by means of
dynamic programming.

5 Experiments

We have carried out a number of experiments on Chinese-to-English translation to validate the
effectiveness of the proposed framework for learning bilingual phrase representations. Various
combinations of different word representation models, composition methods, and projection
strategies presented above are tested. Particularly, we intend to explore answers to the following
questions:

• Which word representation is better, PMI-based vector space representation or neural rep-
resentation?

• Would phrase representations be better than word representations when used to calculate
semantic similarity scores? Furthermore, would RAE provide more efficient phrase repre-
sentations than weighted vector addition?

• Is it necessary to project phrase representations in a non-linear fashion?

5.1 Experiment Setup
Our baseline system is hierarchical phrase-based system (Chiang,2007), where translation can-
didates are scored by a set of features. Our training data consists of 4.1M sentence pairs with
98.9M Chinese words and 112.6M English words from LDC corpora, including LDC 2003E07,
LDC 2003E14, LDC 2004E12, LDC 2004T07, LDC 2005T06 and LDC 2005T10. We use the
NIST evaluation set of 2005 (NIST 05) as development set, and sets of NIST 06/NIST 08 as our
test sets.
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System NIST 06 NIST 08
Baseline 30.23 23.21

Word Representations 30.46 23.40

Phrase Representations
weighted vector addition 30.59 23.45+

RAE 30.76∗ 23.51+

Table 2: Results of integrating word and phrase representations into hierarchical phrase-based
SMT with “+” and “*” to mark the statistically significant performance improvement over the
baseline with p < 0.05 and p < 0.01

System NIST 06 NIST 08
Baseline 30.23 23.21

Linear Projection 30.48 23.42+

Nonlinear Projection 30.76∗ 23.51+

Table 3: Comparison of linear and nonlinear projection, with “+” and “*” to mark the statisti-
cally significant performance improvement over the baseline with p < 0.05 and p < 0.01.

Word alignments of training data were obtained by running GIZA++ (Och,2003b) in both
directions of our bilingual language source and applying refinement rule grow-diag-final-and
Koehn et al. (2003). A 4-gram language model was trained on the Xinhua section of Gigaword
by SRILM toolkit Stolcke et al. (2002). We also extracted SCFG rules from the word-aligned
training data. The translation performance was measured by case-insensitive BLEU Papineni
et al. (2002). We used minimum error rate training (MERT) (Och.2003a) to tune the log-linear
feature weights. As MERT is normally instable, we ran the tuning process three times for all
our experiments and presented the average BLEU scores on the three MERT runs as suggested
by Clark et al (2011).

The open source toolkit DISSECT1 was applied to obtain PMI-based vector space word
representations with a context window of 5 words, and Word2Vec2 to acquire neural word rep-
resentations, with each word represented as a 50-dimensional vector. When adopted Word2Vec,
we just set the context window of size 5 and using continuous bag-of-words model. DISSECT
was also adpoted to train weights in semantic composition of weighted vector addition. Unsu-
pervised greedy RAE was trained in the way following Socher et al. (2011). In the bilingual
projection neural network, 50 hidden units were used in the hidden layer.

5.2 PMI-Based Word Representations vs. Neural Word Representations

Our first series of experiments were carried out to compare PMI-based vector space word rep-
resentations obtained by DISSECT against neural word representations obtained by Word2Vec.
Note that we did not perform semantic composition in this series of experiments as we focus
on word representations. Source word vector representations were projected onto the target
semantic space via the projection neural network described in Section 3. Experimental results
are presented in Table 1, from which we find both PMI-based vector space and neural word
representations can improve translation quality in terms of BLEU. Since vector space represen-
tations obtained by neural word representations are better than PMI-based word representations,
we used neural word representations in experiments hereafter.

1http://clic.cimec.unitn.it/composes/toolkit/index.html
2https://code.google.com/p/word2vec/
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Example 1

Source pÞ i÷@ 1 [�b P÷ \\\úúú ãããÊÊÊ � ê à ¨E Ç

'�

Reference Lanzhou Price Bureau gives explanation of price controls on
beef noodles : It is only because the raises have been too large .

Baseline Lanzhou explained beef noodles reduce : only because of the
excessive increase .

NWR Lanzhou explained that beef noodles reduce only because of ex-
cessive price .

PRR Lanzhou gives explanation of beef noodles reduce : only be-
cause of the excessive raises .

Example 2

Source ØØØ666eee///¸�ºÎ��öå|L�Í��àK��

Reference High wages are one of the major reasons for many people to get
second jobs as hourly workers .

Baseline High income many people engage in hourly workers outside one
of the major causes .

NWR High income is one major cause many people engage in hourly
workers outside .

PRR High wages are one important reason many people engaged in
hours for part-time workers .

Example 3

Source ½A�ÅÒ*ù('2úúú°°°� �ºÃöö�

Reference Panic strikes as signs of bird flu virus continue to emerge in
Europe .

Baseline Traces of avian flu virus keeps on Europe, causing panic .
NWR Traces of avian flu virus continued there, causing panic in Eu-

rope .
PRR Traces of avian flu continue to emerge, causing panic in Europe

.

Table 4: Translation examples to illustrate the advantage of RAE composition based phrase
representations over others. NWR = neural word representations. PPR = phrase representations
with RAE composition.

5.3 Comparison of Different Composition Methods
The second series of experiments were aimed at investigating whether we should learn semantic
representations for phrases and at examining which composition method, i.e., either weighted
vector addition or recursive autoencoder, is a better approach to create phrase vector representa-
tions from word representations. Table 2 presents the experimental results, from which we can
draw the following observations:

• Integrating bilingual distributed phrase representations leads to a substantial improvement
up to 0.53 BLEU points over the baseline.

• Phrase representations gave a better performance than word representations by up to 0.3
BLEU points.

• The RAE composition outperforms the weighted vector addition by up to 0.17 BLEU
points.
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5.4 Nonlinear vs. Linear Projection
As mentioned in Section 3, a linear variation of the bilingual projection can be derived by
removing the hidden layer. In the third series of experiments, we investigated whether linear
transformation is sufficient to project source language representations onto the target language
semantic space. Our experimental results presented in Table 3 show that the nonlinear projection
outperforms the linear one by 0.28 BLEU points. This suggests that the former is effective than
the latter for transformation between the semantic spaces of the source and the target language
even though they are learned by the same method from the same sets of data.

5.5 Translation Examples
Experimental results presented in the last four subsections show that the nonlinearly projected
compositional phrase representations based on RAE give a better performance than the others.
In this section, we examine a number of translation examples extracted from the test set, as
presented in Table 4, to see the difference that the proposed method makes. These examples
illustrate that the decoder equipped with the proposed semantic composition and bilingual non-
linear projection is able to select better translations for both continuous (Example 1 & 2) and
non-continuous phrases (Example 3).

6 Related Work

Previous studies related to our research can be categorized into three strands as follows:
Distributed representations in monolingual settings Various methods are explored to learn

distributed vector representations for words and phrases. Among them, vector space models are
widely used, creating a vector to represent the co-occurrence relations between a target word
and its contextual words (Bullinaria and Levy,2007; Pado and Lapata,2007). Topic models
can be also used to construct distributed representations for words over topics that are learned
from data Xiao et al. (2012). Recently, a variety of deep neural networks are applied to learn
neural representations for both words and phrases in a continuous semantic space (Bengio et
al.2003; Collobert and Weston,2008; Turian et al.2010; Socher et al.2012). All these methods
can be used to create monolingual word representations for use in our framework to underlay
the composition and projection operations.

Distributed representations for SMT In addition to the already mentioned three meth-
ods (Mikolov et al.2013b; Zou et al.2013a; Gao et al.2013) in the Introduction section, very
recently Zhang et al. (2014) have proposed a bilingually-constrained recursive autoencoder in
this strand, which extends the traditional semi-supervised recursive autoencoders Socher et al.
(2011) to learn semantic phrase representations. They learn representations of one language
with constraints from the counterpart language and share learned representations for phrases in
the other language while we learn representations for the source and target language separately.

Semantic similarity models Our work is also related to semantic similarity models used in
various NLP tasks. Bullinaria et al. (2007) carried out a word-based semantic similarity task to
exam the degree of correlation between human judgments for two individual words and vector
based similarity values. Xiao et al. (2012) introduced a topic similarity model to measure the
similarity of translation rules to a document in terms of topics. We differ from them in that
we calculate semantic similarity scores based on bilingual phrase representations learned via
semantic composition and bilingual projection.

7 Conclusion and Future Work

We have presented a flexible framework above, which learns bilingual distributed phrase rep-
resentations for machine translation. In this framework, vector representations of phrases are
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obtained by weighted vector addition or recursive autoencoder composition over words, which
are represented as PMI-based vectors or continuous-valued vectors. We adopt a bilingual pro-
jection neural network to build nonlinear transformations between the source and the target
language semantic space that are separately learned.

We integrate learned bilingual phrase representations into a hierarchical phrase-based SMT
system. Our experimental results suggest the following:

• A semantic similarity model built on phrase representations is better than one built on word
representations.

• Recursive autoencoder is superior to simple weighted vector addition in creating phrase
vector representations from word vectors via composition.

• Nonlinear transformation is effective than linear transformation between the source and
target language semantic space.

Our future work along this direction is to build stronger RAEs to construct vector repre-
sentations for sentences.
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