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Machine translation methods and their application to an Anglo-Russian
scheme

By I. K. Belskaya, Academy of Sciences of the USSR

An account is given of research which has lead to an algorithmic
procedure for machine translation. The method has three stages:
dictionary analysis, grammatical analysis and grammatical
synthesis. It has been used for translations from English, German,
Chinese, Japanese and Russian but the present paper concerns
only translation from English to Russian.

The dictionary consists of 3000 English words and about the
same number of Russian words, divided in two parts: mono-
semantic and poly-semantic. The latter includes about one fifth
the dictionary. The dictionary analysis uses five routines, of
which the most important, both in theory and in practice, is the
routine for the analysis of poly-semantic words.

There are six routines for the grammatical analysis, which is the
most important section theoretically since it involves a detailed
description of the structure of the source language. The routines
treat verbs, punctuation marks, syntax of sentences, nouns and
numerals, adjectives, and changes of word order. There are four
routines for grammatical synthesis, which treat the dictionary,
verbs, adjectives, nouns and numerals.

The dictionary and the routines were tested both using the
BESM machine (1956) and also "by hand" by 10 laboratory assist-
ants with no linguistic knowledge. Translations were made of
about 100 English texts, some in applied mathematics, some
literary. Structural transformations in the source text have been
restricted to a minimum, such as the insertion or omission of a
few "helping" words or punctuation marks and a few (local)
changes of order. The translations thus obtained were quite
adequate for understanding and did not require post editing.



Belskaya ¢ Machine translation methods and their application to an Anglo-Russian scheme

1. Introduction

Research in the MT methods which are outlined below, was
started late in 1954 on the initiative of Academician A. S.
Nesmejanov, President of the USSR Academy of Sciences.
The first experiments in MT from English into Russian
were carried out in December, 1955 [1,2], and terminated
the first stage of the research. Some of the principles on
which our research is based were put forward in earlier
publications, among which a paper published in RESEARCH,
October 1957 [3], should be mentioned. Since then, con-
siderable progress has been made towards adequate formu-
lation of the method. We are now in a position to say that
the second stage of the research has recently been com-
pleted, in which the method was extended to cover MT
from languages as different in structure from English as
Japanese, Russian, Chinese and German [4]. This research
showed that the method was generally applicable.

The research on the Anglo-Russian scheme of MT has
reached a stage where a complete grammatical analysis at
a bilingual level, as well as the rearrangement of the most
important types of English idiomatic construction, can be
accomplished. Grammatical modification of the Russian
translation (which indeed is the simpler part of the pro-
blem) is performed by an independent set of routines,
termed Russian synthesis. In addition, the progress in
Anglo-Russian MT has taken the form of a considerable
growth of the volume of words now entered into the MT
dictionary. More than 2000 words are stored in the English
section of our multilingual MT dictionary, a still greater
number of Russian equivalents being stored in the Russian
section. The dictionary is thus made to cover different
fields of applied mathematics").

To complete this stage of research a large-scale test of the
Anglo-Russian scheme has been carried out. 100 samples
(which amounted to 3000 sentences) of "unknown" text
were selected at random from different English authors,
and translated into Russian in strict accordance with in-
structions provided by the MT dictionary and translation
routines?). The ten persons chosen to carry out the experi-
ment had no knowledge of English, nor had they any pre-
vious experience of the tasks required®).It emerged from the
test that the scheme is very effective at dealing with all
sorts of texts restricted lexically to applied mathematics.
Grammatically no limitation as to type of the written text
has been found necessary. One or two words per printed
page is the average for "unknown" words with the present
size of dictionary, which makes the translation quite under-
standable (see Tables 1, 2, 3, 4). For this reason, as well as
to be consistent with the proposed series of strictly special-
ized MT dictionaries, we are not inclined to increase the
volume of words in the present dictionary, but rather to
proceed with compiling medium size (say 2500—3000 words
each) dictionaries for various fields. This indeed will be our
occupation at the next stage of research.

As the translation routines for Anglo-Russian MT are the
principal achievement of the recent research it seems
reasonable, in the present communication, to lay particular
stress on the description of the routines for vocabulary and
grammatical analysis of the English sentence. For the prin-
ciples on which the MT vocabulary is based, the reader is
referred to our earlier publication [3].

") Participants in this work were G. A. Tarasova, whose contri-
bution to the compilation of the Anglo-Russian dictionary is
most valuable, and L. M. Bykova.

2 A. LMartynova was engaged as supervisor in the testing pro-
cedure.

%) Several samples translated in this manner are given in Tables
1,2,3 and 4.
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2. General considerations. Applicability of MT methods

Of the two most general MT problems—the possibility of
machine translation and its applicability—the former has
already been resolved, both theoretically and practically,
whereas the latter problem still remains open for discussion.
The object of the present research is to prove the applic-
ability of MT methods to any sphere of language.
To date, it is only within the limited sphere of scientific
writing that the applicability of MT methods has won
general recognition. As to other uses of MT, most machine
translators are inclined to feel very doubtful [4]. However,
the majority of the restrictions imposed on MT application
turn out, when analysed, to be due to a very strong in-
clination on the part of investigators to describe the trans-
lated language (the source language) in terms of its corres-
pondences with some other system; for example, with an-
other language or group of languages, or with a science other
than linguistics, especially logic or a particular field in
mathematics. The possibility of MT is discussed, then, in
terms of the common elements of the systems compared.
These elements may be more or less numerous, but the
absence of complete correspondence between the systems,
which is usually the case, inevitably suggest limitations in
the scope of MT. Thus, the application of machine to
translating literary works of art has more than once been
declared to be absolutely ruled out ([4], p. 42).
In our opinion, it seems very reasonable to expect that
these limitations can easily be eliminated should the prob-
lem be formulated in a different way; namely, "whether
it is possible, within any existing language, to give a formal
description of any of its multiple spheres, individual as they
may seem." This comes to the same thing as saying that
the applicability of MT depends on whether it is possible to
identify the implicit set of rules governing this or that par-
ticular sphere of language applications, be it as narrow a
sphere as say, Wordsworth's poetry, and further, on whether
these rules can be formulated into a formal set.
It is apparent that every piece of writing (insofar as writ-
ten language is discussed) can be analysed on these lines
within the sphere to which it belongs, and a set of rules for
such analysis can be laid down. It is essential that these
rules should be entirely formal. This is no obstacle, since
language is only a formal system of specific character devel-
oped by man to give communicative expression to his
mental activities. In consequence, it is immediately obvious
that problems posed by stylistic peculiarities of literary
works of art can satisfactorily be resolved, if they are
treated on the lines suggested above, i.e. within the sphere
to which they belong.
In this light, the supposed "principal informalizability" of
poetry [4] should be rejected. On the contrary, poetry, as
indeed any piece of literary art where formal elements are
of no small importance, is particularly susceptible to
machine translation, in this sense. This conclusion has been
partially justified on empirical grounds, that is, by ex-
perimental translation of passages from Ch. Dickens®),
J. Galsworthy, J. Aldridge and Edgar A. Poe. (Tables 2,
3 and 4). It is our firm belief, that further investigations
will completely eliminate the restrictions now imposed on
MT application.
An adequate description of a language, or of any particular
sphere of it, should aim finally at establishing within the
analysed system a set of correlatigs of the type

means 2 effect

which implies the correlation of linguistic means and their
meaning (effect). In its most general sense, the problem

*) Tllustration to be found in [3].
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Table 2

He could not say much more about it, although he felt
like telling them exactly what this meant. If he had been
a lesser man he would have been insulted by this telegram.
Being Essex, he could only assume it to be the illicit
interference of someone like B. Cooke, or A. Cutler. They
had not wanted him on mission in the first place, and no
doubt they were doing their best to make it impossible
for him. He wanted to explain this to Katherine, but not
a word of it could reach her.

J. Aldridge, "The Diplomat"

OH He MOr paccka3aTh 3HAYUTEIBHO OONbIIE 00 3TOM,
XOTSl €My XOTEJIOCh CKa3aTh UM B TOYHOCTH, YTO 3TO 3Ha-
guyo. Eciu Obl OH ObUT 0OJice MEIHHM 4YEJIOBEHOM, OH
ObUT ObI OCHOpPBJICH 3TOW Tejerpammoil. Byayun Dccen-
COM, OH MOT TOJIbKO MPEIIONIOXKUTh, YTO 3TO HE3aKOH-
HOE BMELIATeJILCTBO HOro-To, Bpoae b. Kyka miu A. Kat-
nepa. [Ipexnae Bcero, OHH He XOTEIH, YTOOBI OH exal C
Muccuell, U 0e3 COMHCHHUs OHH CIeladd BCE BO3MOXK-
HOE, YTOOBI CIeNaTh 3TO HEBO3MOXHBIM Juis Hero. OH
xomrea 00sICHUTH 3T0 KATpHH, HO HH OJHO CJIOBO H3 3TOTO
HE MOTJIO JIOMTH 10 Hee.

Table 3

It was the only way, probably, that such a proposition
could have been made to Soames. He was nonplussed.
Conscience told him to throw the whole thing up. But the
design was good, and he knew it-—there was complet-
eness about it, and dignity; the servants' apartments were
excellent too. He would gain credit by living in a house
like that—with such individual features, yet perfectly
well-arranged.

Galsworthy, "The Man of Property,"

Part I, Chapter VIIIL.

BeposTHO, 5TO OBIT €JUHCTBEHHBIH CIIOCO0, YTOOBI Takoe
IpeUIOKEHHE MOXKHO ObLIO caeath comcy. OH Obul oma-
pameH. Paccyzok Benen eMy OTKas3aTbCs OT BCEH 3aTei.
Ho weptex Obln XOpom, M OH 3HaN 3TO — B HEM ObLIa
3aKOHYEHHOCTb, M OJIarOpoACTBO; KOMHATHI [UIS CIIYT
Obutn Tarke oramuyHble. OH mpuoOpen OBl yBakeHHE,
KHBSL B JIOME, MOJAOOHOM 3TOMY — C TaKUMU HHAWBH-
IyaJbHBIMH OCOOCHHOCTSIMHM, M BCE JKE€ COBEpIICHHO
0J1aroyCTpOCHHOM.

Table 4

From childhood's hour I have not been
As other were—I have not seen

As others saw—I could not bring

My passions from a common Spring.

Edgar A. Poe, "Alone"

C 4aca jgercTBa s He ObLI

Kak apyrue Obuti — st HE BUICT

Kak npyrue Buaenu — He MOT 4eprarth
Mou cTpacTu U3 00LIero HCTOYHUKA

Notes on Tables 1, 2, 3, 4

Samples of texts translated in strict accordance with the translational routines devised for MT are given in Tables 1, 2, 3, 4. Words
italicised were either not found in the MT dictionary at all, or their meanings were different from those required in the present texts.

translation is, in fact, the problem of equating the cor-
relations of one language with those of another. The proce-
dure can be expressed symbolically by the following chart

means; z effect;

>
& mean effect,s,
where 'effect,' and 'effect,’ are identical, whereas 'means;'
and 'means,’ differ. In the course of this substitution of
one language for another, transposition of semantic content
from one language to another is realized.
In conclusion, a word must be added on the problem of the
prerequisites of MT. These do not rest upon the existence
of common basic elements in languages, as is often stated,
but rather on the following two factors:
1) language in itself is only a system of formal means by
which meaning is communicated;
2) all existing language systems are developed in order
to express in their particular ways any shade of meaning,
as well as various emotional effects.

In terms of our symbolization, this comes to saying that the
number of "effects" in any two languages is equal, which
makes the corresponding systems of "means" fully com-

parable, through their "effects." Since language systems
are formal, any application of them can be provided with
a description which is programmable on a machine.

3. A short outline of translational routines

The general procedure covered by the translational routines
can be broken down into three independent steps, namely:

1) Vocabulary Analysis of the source language for which
purpose an MT dictionary and a set of dictionary routines
are used;

2) Grammatical Analysis of the source language for which
purpose analysis routines are devised;

3) Grammatical Synthesis of the target language for which
the same set of synthesis routines is applied to the texts
translated from different source languages.

To make the outline concrete, the translation routines will
further be described in their Anglo-Russian realization®).

%) A complete list of translational routines given in the order

of their application to be found in Table 8.
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Notes on Table 5

1. The routine of "affix discarding and vocabulary search" is

given in full in Table 5. The routine does not include:

a) reconstruction of irregular verb forms, or of irregular forms
of nouns, numerals, adjectives and adverbs stored in the MT
dictionary;

b) analysis of contracted forms, such as ".. .'II", ".. ,'d", ".. .'s
in "I'N1", "we'd", "he's", etc., since these are not character-
istic of scientific texts.

2. As soon as the operand word is found in the MT dictionary
it is replaced by its vocabulary form, the indication "inflected"
being developed if the discarded affix belongs to the class of
starred affixes.

3. The indication PM given only to those punctuation marks
which are meant to be analyzed by the punctuation routine.

4. Dictionary analysis

Dictionary analysis of the English sentence starts with
a search for every word of the text in the MT dictionary.
The first dictionary routine to be used is that for trans-
forming words of the text into the standard forms listed
in the MT dictionary (Table 5). Thus "wanted" will be
transformed into "want," "stopped" into "stop," "coming"
into "come," "lying" into "lie," "copies" into "copy,"
"bigger" into "big," etc.

When the dictionary search is complete, another routine
is applied which treats the words which for various reasons
have not been found in the dictionary. These are termed
"unknown words" because their lexical equivalents remain
unknown throughout the translation procedure. Yet,for
the forthcoming grammatical analysis, it is essential that
grammatical qualification of the "unknown words" should
be obtained. It is impossible to foresee every word in every
text of a language, even in one particular sphere, since some
of them may be occurring for the first time in the language,
not to mention quite a number of more trivial reasons.
However, the 'unknown words' do not affect the translation,
provided that they have been classified grammatically.
To meet this problem a very important routine, that of
classifying "unknown words" into "part of speech," has been
devised in which extensive use is made of the morphology
and syntactic significance of the words.

Another category of sentence constituents which undergoes
preliminary grammatical analysis in accordance with a
dictionary routine, is the so-called "formula" by which
various symbols used different sciences are understood.
The syntactic function of every "formula" in the sentence
is defined in accordance with a special routine.
So much for the words and symbols not found in the MT
dictionary.

In addition to lexical equivalents, the words found in the
dictionary are provided with information (termed "invari-
ant characteristics") which is partly grammatical, partly
semantic in character. For a more detailed description of
this information the reader is referred to our earlier publica-
tion [3]. The only thing that needs to be mentioned here
is that within the 'invariant characteristics' obtained from
the dictionary a distinction is made between final and
preliminary information. Information is considered to be
final for the dictionary cycle when the lexical equivalent
of the word is included. Otherwise preliminary information
of the word is restricted to the indication "homonymous"
or "polysemantic." Special routines have been devised to
deal with homonymous and polysemantic words, the anal-
ysis of the former words preceding that of the latter.

The four types of homonym analysed by the routine, are
adjective-noun" (homonyml), "noun-verb" (homonym?2),
verb-adjective" (homonym 3) and "preposition-adverb"

(homonym 4). Among homonyms 1, a more complicated
sub-type is distinguished, that of "adjective-noun-verb"
(homonym 1 complicated). Examples of homonyms are
shown below:

CHECK: 1) adjective — KOHTPONBHBII

2) noun — KOHTPOJIb

3) verb — "polysemantic"
SQUARE: 1) adjective ~— kBagpaHbIit

2) noun — "polysemantic"

3) verb — BO3BECTH B KBaJipa

In specifying homonyms 1, 2 and 3 a combination of mor-
phological and syntactical analysis of the word is used.
Thus, any inflection (except for ER or EST) identified in
homonyms 1 or 3 makes "adjective" an impossible alter-
native, just as ED or ING inflexions in homonym 2 rule out
the "noun" solution. These morphological criteria do not,
however, find as wide an application as syntactic analysis
does in view of the scarcity of inflexions in English. The
information which homonyms acquire in the course of this
analysis may or may not be final for the dictionary cycle,
since some of them are provided here with the indication
"polysemantic" instead of with a lexical equivalent.

The total number of polysemantic words stored in our
dictionary is about 500. Determination of multiple meaning
is performed by specifying typical contexts for polysemantic
words, in accordance with a special routine which concludes
the dictionary analysis of the English sentence. Since the
basic principles of this routine have been discussed else-
where [3], we do not propose to dwell on them here. However
to make this paper comprehensible on its own, two illustra-
tions of context analysis of polysemantic words have been
included (Tables 6 and 7). For details, and for the back-
ground of the method, the reader is referred to our earlier
publication [3].

5. Target language synthesis

The grammatical processing of a sentence is broken up
into two independent steps: analysis and synthesis. The
latter is the simpler of the two, and for this reason it is not
here that the interest of the problem lies. Therefore the
discussion of synthesis will be restricted to a few general
comments.

The synthesis routines provide rules for grammatical
modification of the translated text in accordance with
grammatical information obtained in the course of the
analysis of the English original. The most important
feature of these routines is their non-comparative nature,
which means that both the rules of wordchanging and also
certain rules of word-building, are formulated strictly
within a particular target language. Because of this, the
same synthesis routines can be applied to sentences trans-
lated from different source languages. However, synthesis
requirements are inclined to increase whenever the routines
serve multi-lingual MT purposes. With multi-lingual MT in
view, synthesis routines should be:

1) exhaustive in describing the target-language word-
changing system, since grammatical rules with no
application in MT from one language may become
vitally important when the source language is changed;

2) reliable in carrying through any instruction obtained
from the analysis of the source language. This makes it
necessary to provide every "nonproductive" category
of the target language with a "productive" grammatical
equivalent. So far, the problem of grammatical equiva-
lents within a language stands out as the most important
theoretical requirement for the synthesis in MT.

3) independent of analysis, since the latter may be very
different for different languages.



Table 6

ADVANCE 4 (a,c) Check the operand word for indication "verb"
Homonym 2— 1. Noun a(b, 1) Check the operand word for indication
Polysem "inflected", the affix for ED and the following word for
2 Verb indication "noun"
Polysem b (11, IIT) Check the selected noun for group "textbook"
c(IV, V) Check the preceding word for group "in"
1(0)
Table 7
DESIGN 69 (1, a) Check the nearest following noun (*2a),
Homonym 2 —Verb or the nearest preceding noun (*2b) for
Polysem group "construction" or group "method"
a (1L, 110) Check the nearest following preposition for

") PPV: Preposition of passive voice
PD: Preposition of direction
PA: Preposition of aim

indication PPV, or PD, or PA+)

Notes on Tables 6, 7

1. Two examples of context analysis carried out by the polysemantic word analysis routine are given in tables 6 and 7.

2. The following symbols are used in describing the routines: A (B, C) means that the next operation is B if the answer is
positive and otherwise is C. A (B) means passing to B in both cases, and A (C) means that the final result is reached and that no
further search is necessary. The quantities A, B and C may be letters or figures, or a combination of both.

6. Source language analysis

Unlike  synthesis, "independent" analysis cannot be
recommended, for this would not help to make it econom-
ical. Analysis problems are both numerous and important
scientifically, and they indeed deserve the special discussion
which is given below. English analysis is covered by six
routines, which are applied in the order indicated in
Table 8. In view of the limitation on the length of the
present communication, the discussion is restricted to
a general outline of the most important analysis routines,
among which the "verb" and "syntax" routines stand out
as playing the key part in the whole procedure of the
analysis.

6.1 Verb analysis

The verb analysis routine is divided into five sections, the
first section being compulsory for every verb of the sentence,
whereas only one of the remaining sections is employed for
each type of operand verb.

In Section 1 a selection for further analysis is performed.
Among the words picked out for analysis in this routine
are those which possess the indication "verb," provided
that they do not have any of the following indications:
"to be disregarded" (D), "not to be changed" (NCh), or
the (Russian) indications '"participle," "verbal adverb" or
"verbal noun." The check for these indications is meant to
exclude from further analysis those of the verbs that have
been elsewhere provided with characteristics that satisfy
the synthesis routines.

In addition to selection, correction of certain verb indica-
tions is included in Section 1. Among verb indications
liable to correction are tense within the verb-predicates of
IF-clauses and case government associated with link-verbs,
as well as some more particular indications. Analysis of
homonymous forms, such as the past indefinite and sub-
junctive, of irregular verbs also belongs here. Checks for

grammatical context, which imply the possibility of a
correction, are performed both when one of the above
indications is ascribed to the operand verb in the dictionary
and also when the verb is about to be developed in the
course of further analysis.

The preliminary checks of Section 1 are followed by the
verb analysis proper, for which purpose the operand verb
is sent to one of the four different sections, according to its
morphological structure. Thus, verbs with S-endings®), are
sent to Section 2, verbs with ED-endings, as well as certain
forms of irregular verbs, to Section 3, verbs with ING-
endings, to Section 4, while uninflected verbs are analyzed
in Section 5.

Grammatical qualification of "S-verbs" in Section 2
depends on whether S stands out as the only ending of the
verb, or whether another ending (usually ING) is associated
with it. In the latter case, the following indications are
developed for the Russian equivalent verb: "verbal noun;
neuter; plural,” which implies further analysis by the
"noun" routine at the proper time. When S is the only
ending, the English characteristics of the verb (predicate
in the present indefinite form) are transformed into Russian
indications, but not without checking for correction condi-
tions (see above). The resultant characteristic is "predicate,"
associated with either "present" or "future" tense; the
number and person (or gender for the past tense in other
cases) of the Russian predicate remain undefined until the
subject of the Russian sentence has been determined.
The analysis of "ED-verbs", i. e. verbs with ED-endings and
certain groups of irregular verbs, is performed in Section 3;

6) The term "ending" is applied to affixes following the stem
of the word, whereas affixes preceding the stem are called
"prefixes."

Note: the term "affix" is restricted to those formatives that
are used in wordchanging, whereas formatives used for deriva-
tion are termed "suffixes."
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Table 8. MT Routines in the order of their application

Affix discarding and vocabulary . VOCABULARY
search ROUTINES

!
Parts-of speech classification of
"unknown words"

l

Homonyms classification into
parts of speech

!
Analysis of formulae
l
Polysemantic word analysis
!
Verb analysis II. GRAMMATICAL
! ANALYSIS

Analysis of punctuation marks ROUTINES

l

Syntax analysis

l

Noun and numeral analysis

!

Adjective analysis

l
Changes in word-order
!

Word-formation routine III. SYNTHESIS
l ROUTINES

Verb synthesis
!

Adjective (and numeral) syn-
thesis

!

Noun (and numeral) synthesis

where syntax definitely takes precedence. The four main
patterns which are used here for the grammatical analysis
of the context of the verb are indicated in Table 9 as
Patterns 1 (la, 1b, 1c, 1d), 2 (2a), 3 (3a, 3b), and 4 (4a,
4b, 4c). It should be noted that in all cases context analysis
of a word implies the observation of "Rules of Word
Selection." These rules are based on classifying all the words
in a sentence in three categories, which are:

1) words of third-degree structural significance, which
include particles, adverbials, parentheses, and coor-
dinated”) parts of the sentence;

2) words of second-degree structural significance, which
are words and word groups placed in the attributive
position with respect to some word of the sentence;

3) words of first-degree structural significance, which
include words not identified as belonging to either of
the two previous categories.

By applying the 'Rules of Word Selection' in the course of
a search, all words of lower category than the operand word
are omitted. Thus the chief constituents of the required
grammatical pattern are isolated.

" The term "coordinated" is applied to those parts of the
sentence, which are introduced by a coordinating conjunction
or punctuation mark.

This is not the place to give a detailed description of all the
processes involved in the analysis of verb patterns in
Section 3. For this reason, the discussion will be restricted to
just a few comments on those patterns which lead to the
most interesting solutions. They are Patterns la, 1b, and 2a.
Among the different solutions of Pattern la we may note
that of transforming the English construction of modal

passive,
i.e. modal verb + selected verb, + operand verb
denoted as
"auxiliary 1"
(BE)
into the Russian active compound predicate,
Le. modal verb; + operand verb;
impersonal infinitive

the transformation being associated with the conversion
of the English subject into the Russian direct object
(Tables 10 and 12).

Pattern 2: 2a is provided, among other solutions, with that
of transforming an English complex object construction
into a Russian subordinate clause.

The resultant characteristics developed for the verbs
analysed in Section 3 include both morphological and
syntactical information. Of the syntactical indications only
"predicate” and "attribute" are fixed here. The indication
"predicate" is associated with the morphological indications
of mood (indicative, subjunctive and infinitive are developed
here), of tense (present or past) and voice (both active and
passive are developed). "Attribute" is accompanied by the
morphological indications of "participle", of tense (present
or past) and voice (active or passive).

ING-forms of verbs are analysed in Section 4. Here the
same verb patterns are used, though important changes in
their value affect the order in which the analysis is per-
formed. Pattern 1b disappears, whereas Patterns 1d, 3a,
and 3b are used much more extensively. Pattern 1d is
complicated in order to differentiate quite a number of
semantic groups of verbs which are significant for the
analysis. There are some modifications in Patterns 4a, and
4b, and another two patterns are introduced, namely
Patterns 3c and 5Sa.

The resultant characteristics of the Russian equivalent
verb include one of the following indications: a) "verbal
noun, neuter;" b) "participle, present tense, active voice;
attribute;" c) "verbal adverb, present (or past) tense";
d) "not to be translated (NT), to be disregarded (D)."
In addition to these, "infinitive," "subjunctive" or "indic-
ative mood," with the corresponding set of indications,
may be added if the characteristics of the operand verb
derive from some other words of the sentence, called the
"selected" (helping) words.

Uninflected verbs are analyzed in Section 5. Verb Patterns
la, 1b, 1c, 1d are replaced here by le, 1f, 1g; Patterns 2b,
2c are added to Pattern 2 a, which, itself, is greatly enlarged.
Patterns 4a and 5a disappear; instead, Pattern 4c increases
considerably, and Patterns 5b-1, 5b-2, 5b-3 are introduced.
Among different solutions of Patterns 5b-l1 and 5b-2 at
least two are worth special mention, which deal with the
transformation of the English constructions of complex
subject and of attributive infinitive into the Russian
complex sentence or subordinate clause respectively. The
resultant information includes the indication of infinitive,
imperative, subjunctive or indicative mood, with the
indications of tense (present, past or future) and of voice
(active or passive) attached in case of the indicative mood.
The only syntactical indication fixed here is "predicate."
Verb analysis in the different sections of the routine is
based on a classification of the verbs which was devised
to characterize English verbs both within the English
system and also with regard to the Russian translation
traditions. Within the English language, verbs are classified



into "modal" and "half modal" (help, dare); "auxiliary"
and 7 sub-classes of "half-auxiliaries;" "causative" (cause,
enable, make, order, command, etc.); "declarative" (declare,
call, label, report, etc.); verbs taking two objects (give,
offer, permit, etc.); etc. To meet the requirement of the
Russian translation traditions, verbs are divided into
classes and semantic groups. To date, 53 groups of verbs
have been established. These are summarized into three
classes, the first two classes comprising verbs having
translational peculiarities in finite (class I) or infinite
(class II) forms; class III covers more complicated cases.

The verb analysis routine is applied until every verb of the
sentence is provided with all the grammatical information
required in the synthesis routines, except for the indica-
tions of number, person (or gender) which are not defined
until the subject of the Russian sentence is established.
It may be noted that the information obtained in this
routine is not restricted to the operand verb, but extends
also to some information which is available at this stage of
analysis concerning "selected" (helping) words (verb,
nouns, adjectives, etc.) and punctuation marks. Moreover,
quite a number of transformation in sentence structure are
introduced here, such as changes of word-order, insertion
of necessary conjunctions and other words, punctuation
marks, etc. These transformations are associated with the
translation of complex subjects, complex objects, attri-
butive infinitive and gerundival subjects as well as some
other verb constructions.

6.2 Punctuation analysis

The verb analysis routine is followed by the routine devised
to analyze the punctuation marks of the English text, with
the exception of those terminating an utterance®). This
analysis serves to establish both the "English function"
(i.e. the function within the English text) of each punctua-

Table 9. Patterns of grammatical context used in verb analysis

tion mark, and also its "Russian function", by which we
imply the corresponding Russian indication. These func-
tions may or may not coincide. If they do not, both the
English and the Russian indications are developed, For
example, commas marking a prepositional phrase obtain
the English indication "CP" (comma, parenthetical),
associated with the Russian indication "CD®" (comma
to be disregarded in Russian), as a result of which this
comma will not appear in the Russian text. There are also
cases in which English punctuation marks should be
neglected in the course of the English analysis, although
they are rendered by the same marks in the Russian text.
This is achieved by developing the indication CD (comma,
to be disregarded in English).

6.3 Syntax analysis

The syntax analysis routine follows the punctuation
routine, since it is essential that the information which can
be obtained in both previous routines should be available
here. The analysis is carried out in three cycles. In Cycle I,
parentheses, comparative AS-phrases, and attributive
word-groups with a participle, verbal adverb or adjective
as the chief constituent, are marked out by means of
appropriate qualification (and insertion when necessary)
of punctuation marks. This qualification includes the
development of the indication CP*/° (comma, parenthetical,
beginning/end) and CA" (comma, attributive, beginn-
ing/end).

%) Note that our application of the term "utterance" is at vari-
ance with its usual applications. A piece of text, terminated by
a full-stop, exclamation or question mark, we call an "utter-
ance" in order to distinguish it from a "sentence" by which
we mean only a simple sentence, i. e. a sentence containing not
more than one non-coordinated predicate.

Preceding word la
(selected) is 1b
lc

L.VERB + operand
verb le

If

lg
2a verb

2. NOUN +operand
verb 2¢ CI

3a S
3. ADJECTIVAL + operand { 3b selected ,

verb 3¢ adjectival
4a
4b
+ operand 4c selected
4.CONJUNCTION verb 4d conjunction
4e
4f
5. ADVERBIAL + operand Sa selected
verb 5b adverbial

1d selected verb is

2b verbal particle

auxiliary [
auxiliary II
half-auxiliary
notional
modal
half-modal
auxiliary I1I

+
+ (selected
+ 7 noun

{pronominal adjective
is

preposition
numeral
CI
CH
PM "bracket"
is | PM "comma"
PM  indicated |"semicolon"
M "full-stop"
adverb 5b—1 verb
is JLindef’mite { 5b—2 noun }+ selected
particle 5b—3 adjective adverbial
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TeaT 051 (continued)
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N°E ne 8€ OF - A0E ME | 428
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TesT 885 (continued)
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Attributive groups are not isolated until preliminary
checks for certain patterns of grammatical context have
been carried out. Among these patterns are the following
three:

1) preceding word is CA ®;
2) preceding word is a noun; (provided that it is associated
pattern 3);

3) following word is: 3a) preposition

3b) conjunction (or conjunctive
word)

3c¢) punctuation mark (PM)

3d) verb indicated "participle,
short form."

In practice, isolation of these word-groups reduces to
establishing their right word limit ("end"), since the left
hand limit ("beginning") in these cases can easily be associ-
ated with the chief constituent of the construction. The
'end' of the isolated word-group is found by searching to
the right of the chief constituent until the nearest of the
following is encountered:

a) CA®

b) noun with indication (or condition of) "subject"

¢) verb with indication "predicate"

d) conjunction without the indication "coordinating"

e) punctuation mark without indications CP or "b"
("beginning")

It is essential that the search should be performed in the

order indicated above’).

In Cycle 2, sentence limits are established by checking the

utterance'®) for the presence of:

1) conjunctions with the indication "non-homogeneous"
(@)

2) conjunctive words (nouns or adjectives)

3) words with indication "initial"

4) two (or more) predicates within a passage terminated
by sentence limits already established
a) immediately following each other
b) not immediately following each other

5) two nouns following each other, but not joining in a
"lawful" combination.

A very detailed analysis of every pattern is carried out in
the order indicated above. Normally, sentence limits do
not acquire the indications SB (sentence beginning) or SE
(sentence end) in this stage of the analysis, except in two
cases:

a) when the pattern analyzed is

non-homogeneous adjective (absence
conjunction + markedas + of;
"of condition" "predicative" noun)

b) when two conjunctions follow each other, the second
being provided with a correlative conjunction or conjunc-
tive word.

At this stage of the analysis certain changes in the structure
of the Russian text are also provided. In this connection,
mention should be made of the insertion of the conjunctive
word (with appropriate indications) when it is omitted in the
English  attributive  clause  (Patterns 4 and 5).
In Cycle 3 the information so far obtained is used to
qualify sentence limits by indicating "beginning" or "end"
for any sentence inserted within the limits of another sen-
tence. Among other more particular cases, sentences in
which the subject and predicate are separated by an
attributive or other subordinate clause are analysed here.

%) Note that wherever following or preceding words are exam-
ined the "Rules of Word Selection" are strictly observed in the
analysis routines.

1%) See above for our definition of the term.

The position (initial, middle, or final) of the nonpredicative
piece of the broken sentence determines the order in which
the parts are treated. The limits of the sentence which have
not been recognized as "insertions" within other sentences
are qualified as SD (sentence division), since neither
"beginning" nor "end" indications are considered neces-
sary here.

The information obtained by application of the "syntax
analysis" routine is extremely valuable, for as long as
syntactical units are marked out for further analysis
Nouns, numerals and adjectives are analyzed within these
units, the order in which syntactical units are treated being
as indicated below:

1) a sentence (minus all parenthetical and comparative or
attributive word-groups)

2) comparative and attributive word-groups (minus pa-
renthetical word-groups) within the sentence

3) parenthetical word-groups within the sentence

4) next sentence (minus all parenthetical and comparative
word-groups).

Step 4 is again followed by Steps 2, 3, 4 etc., until the last

sentence is studied.

6.4 Noun analysis

The noun analysis routine is devised so as to cover the
analysis of two word classes, nouns and numerals. The
ordinal numbers are regarded as adjectives [5], so only
cardinal numbers are termed numerals here. They are not
entered into the class of nouns, owing to their morphological
peculiarities. The routine is divided into two parts, the
development of case indication being the object of Part I.
whereas in Part 2 the indication of number is developed.
The two parts differ in scope as well as in method.
In Part 1, in which both nouns and numerals are treated,
syntactical methods are used, since qualification of nouns
inflected with "S", " * " or "IAN" has been achieved at an
carlier stage (Table 5). The grammatical context of the
operand noun or numeral is checked for the presence of
some "governing" or "coordinating" element preceding the
operand word. Prepositions, verbs, verbal nouns and
numerals belong to the "governing" group, whereas
conjunctions and punctuation marks with the indication
"homogeneous", and conjunctions of comparison are
considered to be "coordinating". In all cases the indication
required is taken from one of the preceding words, either
governing, or coordinated with, the operand. If there is
no governing or coordinating word, other patterns are
applied, special attention being given to conjunctive nouns.
Nouns are the only class of word analysed in Part 2 of the
routine, in which morphological methods provide the most
important information for developing the indication of
number. If the word is inflected the number is defined as
"plural," otherwise syntactical methods are applied.
It should be noted that patterns of grammatical context
are introduced at this point so as to reflect the peculiarities
of number and case forms in the English and Russian
languages. Thus with number indications, differences
between English and Russian in classifying nouns into
"countables" and "uncountables" are taken into account.
Among other idiomatic constructions in Russian, that of
the combination "numeral and noun" in which the numeral
has retained the old "dual" government, should be pointed
out. Certain peculiarities in Russian verb government are
also considered. Syntactically, nouns and numerals, are
classified only when used in the function of an attribute
or subject of the sentence.

6.5 Adjective analysis

The adjective analysis routine is the last of the series
which develop grammatical

English analysis routines
indications to be used in the Russian synthesis routines.
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Information acquired from the adjectives (and participles)
of the text includes the indications of gender, number, case,
degree of comparison and "short/full" form. In addition
to these, the indications of "substantivized" or "adverbial
adjective" are developed.

Preliminary checks for the absence of the indications
required are followed by an examination of the morpho-
logical structure and syntactical environment of the operand
word. The main interest of the testing procedure lies in
determining whether the operand is placed in the attributive
position towards some noun of the sentence''). If the result
of the search is positive, it becomes very important to pick
up the right noun, which in some cases is not a very easy
task. Another important search is aimed at establishing a
predicative position for the operand. Finally, if both
searches are negative, the word is qualified as 'substantiv-
ized.'

6.6 Change-of-word-order

The change of word order routine is designed to give a final
touch to the translated text before the synthesis routines
are applied. English patterns of word-order which do not
correspond to Russian patterns are recomposed. It is
interesting, however, that these rearrangements are
usually of local character. The most important word-order
changes performed in this routine'?) are due to the difference
in the position of attributes expressed by nouns or noun
combinations (Tables 11 and 12) and to differences in the
expression of negation in the English and Russian languages.
Other changes are of no particular importance.

7. Conclusions

The heart of the whole method suggested above lies in the
most careful description of every language included in the
MT system followed by a very detailed comparison of these
descriptions. The latter is the basis of MT research. The
comparison of the English and Russian languages in the
course of MT studies has proved to be more fruitful than
has been expected, and the structure of these languages
was found to be strikingly alike, even in a great many of
details. For this reason, an attempt was made to work out
an Anglo-Russian MT scheme which would make maximum
use of similarities of structures in the two languages. For
this reason, structural transformations of the translated
text have been restricted in the present scheme to MT to
such insignificant changes as omission and insertion of just
a few helping words and punctuation marks, and a few
(local) word-order changes. Nevertheless, the translations
thus obtained are quite adequate for understanding, and
do not require post-editing, as can be seen in the samples
cited (Tables 1, 2, 3, 4).
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9. Discussion

O. F. Koulagina (USSR): Miss Koulagina talked about the
"Conference on Mathematical Linguistics" which took
place in Leningrad on April 15-21, 1959. In her speech she
said that there were 78 participants from Leningrad,
Moscow, Kiev, Gorki, Erevan, Tbilisi, Prague, and Peking,
and that a total of 59 papers was presented. She also out-
lined briefly the general topics which were discussed at
the conference.

S. Gorn (USA): T should like to comment on the negative
answer | have been receiving from most of the members of
the panel to the following fundamental question: Suppose
that, during the process of translation, your program picks
up a sentence of the following type: "We will now define the
word X to mean .." Does your program recognize that
the words "define" and "mean" are not merely to be
translated but must also signal the program to change
itself, and to change the dictionary by automatically
adding the word X to it ?

The answer has uniformly been "no". Where the signifi-
cance has been recognized, the statement was still made that
such a requirement was a luxury and had a low priority.
This seems to me to be wrong, because the one power that
general purpose computers and their command languages
have is this ability of self-reference.

Let me explain by a diagram:

Gontrol -

nstruction registers
ndex registers. efc.

Control counters ]

(Bieclaratve? timparative!
Descriptive Commaond

(Object {Storaget

The areas of a mechanical language

In the diagram, the "object" area of a language (or machine),
which is the area in which all words are nouns, there are
two types of syntax sub-languages: the descriptive syntax,
and the command syntax.

The reason why such a language system does not need to
be stratified, is that there is a "Control syntax" which
changes the context of words by moving them from one
area to another, and even to and from the "Control"
itself. In a machine this is done by transfer and control
commands and the common storage. In a language the
Control syntax includes all words referring to the relation-
ship between symbols and their meaning. Examples are the
words "define", and "mean", and quotation marks.
Why should MT not be taking immediate advantage of a
fundamental capability its tool already possesses?

Iodoers, shifters ete.



