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News 

NATIONAL SYMPOSIUM 

A National Symposium on Machine Translation 
will be held at the University of California at 
Los Angeles,  February 2-5,   1960.    The sym- 
posium will be sponsored jointly by the Uni- 
versity of California,  Berkeley;   University of 
California,  Los Angeles;   University of South- 
ern California, and the University of Washing- 
ton.    The purpose of the Symposium is to pro- 
vide an accurate appraisal of the current state 
of progress and a description of methods now 
being used.    There will be sessions in which 
reports on current research in the field are 
given,  as well as sessions on methodology, 
grammatical studies,  syntax,  dictionary con- 
struction,  semantic problems,  information 
processing and its relation to linguistic analy- 
sis,  programming for machine translation, 
and the design of equipment for information 
processing. 

HARVARD UNIVERSITY 

The Harvard Automatic Dictionary file,  now 
containing about 30,000 stem entries represent- 
ing approximately  15,000 Russian words or 
over 150,000 distinct inflected forms,  can be 
made available on magnetic tape to responsible 
research workers.    The entries are primarily 
from the fields of mathematics and electronics, 
but include an adequate supply of general words. 

The format of the entries,    the details of the 
grammatical codes they contain,  etc. are fully 
described in a series of reports.    The file is 
now being used at Harvard as a tool for syn- 
tactic research. 

Address inquiries to: 
Anthony G. Oettinger 
Harvard University 
Computation Laboratory 
33 Oxford Street 
Cambridge 38,  Mass. 

SUMMER WORKSHOP 

The M.I.T.  group is planning a third Summer 
Workshop on German to English mechanical 
translation.    Its purpose is to provide an in- 
formal and stimulating atmosphere in which 
experienced people as well as those who are 
new in the field can exchange ideas and work 
on various problems in German and English 
morphology and syntax from the mechanical 
translation point of view. 

Those who are interested in obtaining 
further details about this program should 
write the undersigned. 

Victor H. Yngve 
Room 20 D 102 
M.I.T. 
Cambridge 39,  Mass. 



94 News 

ADDITIONS AND CORRECTIONS 

The news item in the last issue of MT (vol.  5, 
no.  2) reporting the development of an English- 
to-Japanese electronic reader and printer at 
Denki-Shikenjo,  Tokyo,  should have included 
the following information: 

Anyone who wishes to obtain further infor- 
mation about the pilot models of the reader 

and printer should contact: 
Denki Shikenjo,  Denshi-bu 
Nagata-cho 2-1 
Chiyoda-ku 
Tokyo,   Japan 

We wish to thank Mr. Ichiro Honda of the De- 
partment of Psychology at Kyoto University 
(Kyoto,  Japan) who translated the reports of 
the development for calling our attention to 
this omission. 



The Work on Machine Translation in  the Soviet Union * 
Fourth International Congress of Slavicists Reports, Sept. 1958 

V. Yu. Rozentsveig, First Moscow State Pedagogical Institute of Foreign Languages, Moscow, USSR 

Problems of machine translation have been 
investigated in the Soviet Union since 1955.1 A 
number of groups are carrying   out theoretical 
and experimental work in the area of   machine 
translation. 

In the Institute of Precision Mechanics and 
Computer Technology of the   Academy   of 
Sciences of the USSR (ITM and VT) dictionaries 
and codes of rules (algorithms) have been com- 
piled for machine translation from English, Chi- 
nese, and Japanese into Russian;   and a German- 
Russian algorithm is being worked out.    Experi- 
mental translations of individual passages have 
been made. 2    In the work of the ITM and   VT 
group there is a marked striving for the rapid 
achievement of immediate, practical results. 
The efforts of this group are directed not so 
much toward a theoretical   comprehension   of 
the general problem of machine translation as 
toward a careful,  detailed investigation of lin- 
guistic material,  especially lexical.    Diction- 
ary routines,  routines for analysis of the sen- 
tence in the source language, and routines   for 
the synthesis of the sentence in the target lan- 
guage are being compiled in the ITM and VT on 
the basis of traditional methods of describing a 
language. 

*      Translated by Lew R.  Micklesen,    Depart- 
ment of Far Eastern and Slavic Languages and 
Literature,     University   of  Washington,    De- 
cember 1958. 

1.    The idea of machine translation was advanc- 
ed even in the 30's by the inventor-technician, 
P.  P. Smirnov-Troyansky. 

An essentially different course is being fol- 
lowed by the group working in the Steklov Mathe- 
matical Institute of the Academy of Sciences 
(MIAN).    The problem of machine translation is 
being examined here as part of the larger prob- 
lem of the automation of thought processes. The 
directors of this group regard the effective prac- 
tical realization of machine translation only as 
the result of profound theoretical research   in 
the area of mathematics and linguistics. 

In MIAN three algorithms have been elabo- 
rated:   French-Russian,  English-Russian, and 
Hungarian-Russian. 3   During the compilation of 
the first of these algorithms in 1955-56,     the 
workers in this group proceeded empirically, 
i. e. they extracted the rules for the transla- 
tion of each word from a comparative analysis 
of French texts and their Russian   translations. 
In the elaboration of the English-Russian   algo- 
rithm, the MIAN group posed for themselves 
a more complex problem -- determination   of 
the correspondences between the grammatical 
structures of two languages.    The posing    of 
such a problem was partially conditioned by the 
nature of the relationships of the English   and 
Russian languages:   although it was possible to 
build the analysis of a sentence on a morpholo- 
gical basis in translating a French mathematical 
text into Russian,  such a method did not seem 
rational to the MIAN group in the case of Eng- 
lish-Russian translations of similar texts.    The 
problem was also partially conditioned by the 
theoretical goal of the director of the group. 
Professor A. A.  Lyapunov:   to work out strictly 
formal methods of describing languages in or- 
der to attain gradual automation of the whole 
process of machine translation. 

  

2.    I. K. Bel'skaya,  "Concerning Certain Gen- 
eral Problems of Machine Translation,"    Ab- 
stracts of the Conference on Machine Transla- 
tion, Moscow,  1958, pp. 10-14, (hereafter re- 
ferred to as Abstracts CMT). 

3.    See O.  S. Kulagina and I. A.  Mel'chuk,  "Ma- 
chine Translation from French to Russian, " Vo- 
prosy Yazykoznaniya,   1956, No. 5;    T. N. Mo- 
loshnaya,  "Some Problems  of Syntax in Connec- 
tion with Machine Translation from English to 
Russian, "Voprosy Yazykoznaniya,  1957, No. 4. 
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The theoretical basis for the isolation of typi- 
cal sentence structures was the concept of   the 
syntagma (according to de Saussure) or of the 
construct (according to Fortunatov).   Machine 
translation, however,  requires a certain modi- 
fication of this system.   In the structural syn- 
tactic analysis proposed by the author, T.   N. 
Moloshnaya,  of the English-Russian algorithm 
worked out at MIAN,  constructs consisting not 
only of two members but also of many members 
(constructions with an absolute participle, etc.) 
are isolated.   Such elementary structures were 
called configurations.    They are composed   of 
words classified according to formal signs. 
The analysis consists in reducing each configu- 
ration to its basic word, that is, shortening  it. 
In this way,  syntactical links are established be- 
tween the words of a sentence.   Synthesis of the 
Russian Sentence is made by means of substitut- 
ing  for it a given English configuration which 
corresponds to the Russian configuration   and 
completing it with Russian words on the basis 
of the data of the dictionary,  more precisely,  of 
the Russian part of the dictionary, and on  the 
basis of the corresponding morphological rules. 
The dictionary for machine translation, as com- 
piled at MIAN during work on the French-Rus- 
sian algorithm consists of two parts: (1)   the 
foreign,  containing the words of the given lan- 
guage (more precisely their stems, i.e. the 
graphically invariable parts of a word) with their 
corresponding tags indicating part of speech, id- 
iomatic relationships,  government by preposi- 
tion and grammatical characteristics and (2), 
the Russian,  containing Russian stems and the 
corresponding information about them.    The Rus- 
sian part of the dictionary is independent of the 
foreign part;   so it may be used in translating 
from various languages.   The rules for the mor- 
phological form of a Russian word are also inde- 
pendent of the language from which the transla- 
tion is made. 

The significance of the MIAN English-Russian 
algorithm lay in the fact that in contrast to all 
preceding   algorithms in which the analysis of 
the text under translation was realized in terms 
of a translation into Russian (a category of the 
Russian language   was ascribed to a foreign 
word), in T. N. Moloshnaya's algorithm   the 
structural-grammatical analysis of an English 
sentence proceeded, in principal, independently 
of the language into which the text was being 
translated.    This is extremely important, for 
an independent analysis opens the way for the 
realization of machine translation not only from 
one concrete language to another, but also from 
many languages to many others. 

Several scientific groups are now working a- 
long this path opened up by the efforts of the 
MIAN Group.   In the division of applied linguis- 
tics of the Institute of Linguistics of the USSR 
directed by A. A.  Reformatsky,    rules for the 
analysis and synthesis of a text and an abstract 
system of lexical and syntactic correspondences 
between various languages are being worked out 
independent of a translation into a concrete lan- 
guage by I. A. Mel'chuk.   All of this should al- 
low us to do machine translation from several 
languages into several other languages (the mod- 
el of such an intermediary language is being 
made on the basis of an analysis of Russian, 
English, Chinese, French, and Hungarian). 
Syntactic analysis lies at the basis of the trans- 
lation system being developed by I.   A.    Mel' 
chuk — morphological data are employed only as 
auxiliary data in the establishment of configura- 
tions, i.e. in bringing out the relationships be- 
tween words in the source language and the ex- 
pression of these relationships by means of the 
target language. 

In this connection one should mention the re- 
search on the isolation and cataloguing of the sys- 
tem of relationships in the Russian language car- 
ried out in close collaboration with I. A. Mel'chuk 
in the Laboratory of Electrical Modelling of the 
Ail-Union Institute of Scientific and Technical 
Information of the State Scientific-Technical 
Committee in the Soviet of Ministers of the USSR 
and of the Academy of Sciences of the USSR(LE). 
In Russian mathematical texts the workers of this 
laboratory,   Z.M. Volotskaya,  E. V. Paducheva, 
I. N. Shelimova, and A. L. Shumilina isolated and 
described about 200 syntagmas (two-membered 
constructs in a subordinate relationship) which 
are essential in both the analysis and the syn- 
thesis of a Russian sentence. 

A substantial contribution to the theory    of 
translation algorithms and their programming 
was made by O.S. Kulagina (MIAN).   She de- 
veloped a system of so-called elementary oper- 
ators of the simplest steps of which any trans- 
lation process may consist and of programs cor- 
responding to these steps.   As a result, signifi- 
cant generalization and standardization in the 
process of making algorithms can be attained, 
all of which allows us to pose the problem   of 
automation of the programming of algorithms 
and then the problem of their automation and 
construction. 
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The Experimental Laboratory of Machine 
Translation of the Leningrad State University 
(ELMP) under the directorship of N.D.Andreyev 
is also endeavoring to realize the idea of develop- 
ing   completely independent methods of analysis 
and synthesis and of some abstract logical sys- 
tem making it possible to go from analysis   to 
synthesis, i.e. a system that will serve as   an 
intermediary language.    In this laboratory   ex- 
tensive material from various linguistic sys- 
tems is being investigated;   Indonesian-Russian, 
Arabic-Russian, Japanese-Russian, Burmese- 
Russian, Norwegian-Russian, English-Russian, 
Spanish-Russian and Turkish-Russian algorithms 
are being developed.   The intermediary  lan- 
guage which N. D. Andreyev is attempting  to 
create is an artificial language constructed   by 
averaging the phenomena of various languages. 
It is regarded as a material language with   its 
lexicon, its morphology, and its syntax, but 
with the one peculiarity that it consists of sym- 
bols *.   In the selection of the categories at the 
basis of his symbolization, N. D. Andreyev con- 
siders the most frequent phenomena and also 
the international prestige of each language.4 

The system of signs developed in ELMP for 
the recording of the intermediary language can 
be used also for the recording of information in 
information machines. 

Along with work on the algorithms of machine 
translation from foreign languages into Russian 
and from Russian into foreign  languages being 
conducted in the Gorki State University, the fol- 
lowing  algorithms are being elaborated: Arme- 
nian-Russian and Russian-Armenian (in the Com- 
putation Center of the Academy of Sciences   of 
the  Armenian SSR), Georgian-Russian and Rus- 
sian-Georgian (in the Institute of Automation 
and Telemechanics of the Academy of Sciences 
of the Georgian SSR). 

In the First Moscow State Institute of Foreign 
Languages (I MGPIIYa) where under the direc- 
torship of I.I.Revzin theoretical investigations 
of the problems of machine translation and of 
related problems of linguistic theory of trans- 
lation and methodology of foreign language teach- 

*     Translator's note:   The author obviously 
means symbols different from the conventional 
symbols of language. 

4. N. D. Andreyev, "Machine Translation and 
the Problem of an Intermediary Language," Vo- 
prosy Yazykoznaniya, 1957, No. 5. 

ing have been carried out, the elaboration of 
Russian-English,  Russian-French, and Russian- 
Spanish translation algorithms for foreign policy 
texts has begun .   At the Institute, the Machine 
Translation Society has been created at whose 
meetings theoretical problems are discussed 
and an exchange of ideas about the practical 
problems of the compilation of the algorithms 
takes place.    In the bulletin published by the So- 
ciety are published both theoretical and experi- 
mental work connected with the problem of ma- 
chine translation.   In May,   1958, the Society 
convened the First All-Union Conference on Ma- 
chine Translation.    Seventy-nine institutions 
were represented at the conference, including 
twenty-one institutes of the Academy of Sciences 
of the USSR and eight institutes of the Academies 
of Science of the Union Republics,  eleven univer- 
sities, and nineteen other institutions of higher 
learning in the country.    Linguists, mathemati- 
cians, and technicians took part in the work of 
the conference.   At the plenary and sectional 
meetings of the conference there were discus- 
sions of more than seventy reports and communi- 
cations devoted to general linguistic problems 
arising in connection with the use of language in 
present-day automatic devices as well as to spe- 
cial problems of construction of algorithms for 
machine translation. 5 

The central problem now confronting linguists 
working in the field of machine translation is 
that of the methods of formal description of lin- 
guistic structures.   Structural methods,  parti- 
cularly the methods elaborated by descriptive 
linguistics, offer much of value for the formal 
description of language  — it was not by accident 
that the work of Fries   in the structure of the 
English language   proved useful in working out 
English configurations.   It has become clear, 
however, that these methods are inadequate for 
the formal  description of language to the ex- 
tent that this is demanded in automatic transla- 
tion.   In connection with this a search for means 
of applying mathematical methods to the analys- 
is of language was begun.   With this in mind the 
Department of Philology of the Moscow State Uni- 
versity initiated a seminar on mathematical lin- 
guistics in 1956,  joining mathematicians and lin- 
guists under the direction of P.S. Kuznetsov, V. V. 
Ivanov, and V. A.Uspensky.   Here, as well as at 
the meetings of the Machine Translation Society 
the idea, suggested by Academicians    A.   N. 
Kolmogorov and A. A. Lyapunov, of applying 
the methods of mathematical logic and of set 

5.    See Abstracts CMT,  M.,   1958 
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theory to the study of language was discussed. 
Thus, for example, A. N. Kolmogorov's idea 
about the possibility of a strict formal definition 
of the category of case (the work of V.A. Uspens- 
ky and, in part, also of R. L. Dobrushin) was 
expounded and developed.   It is interesting  to 
note that eight cases can be counted in the   de- 
clensional system of the  Russian substantive 
according to this definition. 

A method for defining grammatical categories, 
worked out by a student of Professor Lyapunov, 
O. S. Kulagina (MIAN), was discussed at the se- 
minar.   This method of definition allows one to 
obtain, independently of the concrete features 
of the language, a classification of words and a 
determination of their syntactic relationships. 
Language in this conception is regarded as   a 
set of elements  — words,    or more exactly — 
word forms.   A finite number of words arrang- 
ed in a definite order is called a sentence. Cer- 
tain sentences are assumed to be marked — 
these are sentences constructed according to 
the norms of the given language  — others are 
unmarked.   According to the criteria of mutual 
substitutability of words in the marked sentences 
the entire set of words is broken down into groups 
of mutually equivalent words. 

In terms of this system a series of definitions 
corresponding, in general, to certain tradition- 
al morphological categories, for example, parts 
of speech, was successfully obtained.    The ad- 
vantage of this classification lies, however, in 
the fact   that it has been deduced on the basis 
of an exact and strictly formal system of defi- 
nitions.   It is particularly effective for languages 
with a rather symmetrical system of word forms 
(for example, French).   In languages like Rus- 
sian that do not possess this symmetry,     the 
method of defining a grammatical category pro- 
posed by R.  L. Dobrushin can be utilized. 

By making use of the criterion of equivalency, 
the relationships between the classes of words 
isolated are also determined.   Moreover,   the 
concept of configuration, mentioned earlier, 
gets a more exact definition:   a configuration is 
defined by O. S. Kulagina as that combination 
of not less than two words belonging to various 
non-intersecting subsets, which can be reduced 
to one element without any marked sentence con- 
taining this configuration losing its marked quali- 
ty.   Thus the combination of the words "thick 
book" in the sentence   "the thick book lies   on 
the table" can be reduced to the element "book" 
or can be replaced by the element  "thing"   or 
the element "it" without the sentence ceasing  to 

be marked. The isolation of the configurations 
allows one to determine the syntactic structure 
of the sentence. 

The set-theory concept of language is strictly 
deductive and formal.    This is just what deter- 
mines its importance both for general linguis- 
tics and for machine translation.   Naturally the 
formal description of language is possible only 
to a limited extent.    Thus, the concept of   the 
marked quality of sentences, without which   it 
is impossible to determine the equivalence of 
elements and configurations of a language, will 
have little effect if it is extended to all function- 
al   areas of language.    But in a limited sphere 
of language  —  and machine translation at   the 
present time is being considered only within the 
limits of scientific and technical prose  —  this 
concept is sufficiently exact and effective.   Thus, 
all sentences in a given language which are met 
in a given field of scientific literature can be 
considered marked. 

The set-theory conception of language is im- 
portant in yet   another respect.    Since it allows 
us to construct and investigate a grammatical 
model, i.e. a simplified analog of actual lin- 
guistic relationships, this theory opens one of 
the possible ways for logico-semantic investiga- 
tions of language.    In this connection we should 
point to the ideas of V. V. Ivanov about the pos- 
sibility of applying mathematical methods to the 
definition of the lexical meaning of words.     I 
note that,  contrary to wide-spread opinion, the 
theory of machine translation is not limited   to 
the investigation of language in its formal as- 
pect alone.    The search for methods of objective, 
precise description of the system of meanings 
in language has begun. 

If it is true that complete formal description 
of an actual language is hardly accessible, that 
it is necessary to attain only formal approxima- 
tions to actual language, then a statistical eval- 
uation of the probability of this approximation 
acquires special importance 6.    On the other 
hand,  certain phenomena of language do not 
yield, for the time being, to structural descrip- 
tion and can be formally described only statisti- 
cally. 

6.    See V. A. Uspensky, "Conference on  the 
Statistics of Speech," Voprosy Yazykoznaniya, 
1958, No.  1, p.  173. 
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The quantitative aspect of linguistic phenomena, 
both lexical and grammatical, has been consider- 
ed, as a rule, in all the algorithms formulated. 
One should point particularly to the statistical 
investigations carried out on Russian language 
material in the Laboratory of Electrical Model- 
ing.   I have already mentioned the cataloguing 
of Russian syntagmas.    This work was accom- 
panied by a statistical investigation of the lan- 
guage of Russian mathematical texts.     The re- 
sults of this work conducted by   I. A.  Mel'chuk, 
T. N. Moloshnaya,    A.  L.  Shumilina,  Z. M. 
Volotskaya,  and I. I. Shelimova, were,    along 
with other works,  announced at the conference 
on the statistics of speech convoked in October 
1957 by the Section of Speech of the Commission 
on Acoustics of the Academy of Sciences of the 
USSR and by Leningrad University.    This work 
is of interest not only in a practical respect. 
Its value consists in a true solution to the prob- 
lem of combining statistical and structural me- 
thods:   a count of linguistic elements was car- 
ried out by the authors on the basis of a clear- 
cut definition of such concepts as "syntagma", 
"type of syntagma",  etc.   As I. I. Revzin show- 
ed in his report presented at the conference 
mentioned, the correlation of structural   and 
statistical methods has a two-sided nature: sta- 
tistics aids in specifying the structure of lan- 
guage and an exact structural definition of units, 
the number of which are counted, insures the 
proper conduct of the statistical investigation. 

A frequency   count of dictionary units is im- 
portant not only in connection with machine 
translation.   No longer speaking about statisti- 
cal investigations of problems of general and 
particular linguistics 7,   which have already be- 
come traditional, we shall point to recent works 
connected with the use of language in various 
devices for the storage,  processing, and   trans- 
mission of information.   In reference to the Rus- 
sian material we can call attention to the use of 
methods of machine translation for the coding 
of telegraphic and telephonic messages. 

It has been established (V. I.  Grigor'ev and 
G.  G. Belonogov) that the size of a telegraph 
message in Russian can be diminished by   3-4 
times if the telegraphic communication is trans- 
lated from a letter code into a dictionary (lexi- 

cal) code.    Statistical investigations have shown 
that in the case of such coding 4, 000 common 
words would be sufficient in order to insure the 
transmission of 97.5 percent of a general-lan- 
guage text. 

The problem examined here is connected, for 
the most part, with an analysis of the text under 
translation.   For the Soviet specialists the ela- 
boration of effective methods for analysis pre- 
sented special difficulties:   they dealt primari- 
ly with morphologically poor languages.     It 
would be erroneous, however, to assume that 
the synthesis of the Russian sentence did not 
present any serious difficulties to them.   By 
way of illustration we may cite the difficulties 
arising in the synthesis of Russian aspectual 
forms, inasmuch as the category of aspect   per- 
meates the entire Russian verbal system. 

Here two problems of principle arise.    In the 
first place, it is necessary to find a principle 
of classification of Russian verbs which will al- 
low us to obtain for each verb in an absolutely 
regular way (by adding or taking away the same 
letters) all forms of the perfective as well as of 
the imperfective aspect.    Such work was done by 
Z. M. Volotskaya (LE), who obtained three break- 
downs of the whole Russian verbal complex ac- 
cording to method of formation:   a) of present 
tense forms;   b) of past tense forms;   and c) of 
the perfective stem from the imperfect stem. 8 

In the second place — and this task is   much 
more difficult — it is necessary to work out the 
rules for the choice of one or the other aspectu- 
al form.   Inasmuch as the tendency towards car- 
rying out the operations of synthesis independent- 
ly from those of analysis has already been noted, 
these rules must be constructed on the basis of 
contextual data, considering, for example, the 
presence in the sentence of adverbs, the charac- 
ter of the combination,  etc.   In a series of cases 
one must limit oneself only to a probable solu- 
tion, based on statistics. 

The problem of machine translation from Rus- 
sian,  of course, occupies Soviet investigators 
less than the problem of translation into Russian. 
But investigative work connected with the analy- 
sis of the Russian sentence has already begun 
(chiefly in the Laboratory of Electrical Modeling, 
the Division of Applied Linguistics of the Insti- 
tute of Linguistics of the Academy of Science of 
the USSR and in ITM and VT).   From the point 
of view of general linguistics the work reveal- 

  

7.    In this connection one should   recall    the 
works in the statistical investigation of Russian 
literary works, carried out in the 20's and 30's 
by A. I. Peshkovsky, M. Peterson, et al. 

 

8.    See Abstracts CMT,  p.  87 
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ing the redundancy of certain categories of the 
Russian language is most interesting.   Thus, 
for example, the category of gender in the Rus- 
sian verb, expressed only in the forms in   -1 of 
the singular of the past tense and of the condi- 
tional mood, is redundant,  unnecessary from 
the standpoint of analysis.   It is clear    (V. N. 
Vinogradova, the Institute of Linguistics of the 
Academy of Science of the USSR) that in scienti- 
fic texts the number of verbs with the expressed 
form of gender comprises from four to thirty per- 
cent and that in the majority of sentences the 
verb can be related only to the subject — the 
only substantive in the nominative case.   Nor is 
it necessary, in most cases, to consider the in- 
flection of the Russian adjective and determine 
the relationships of the adjective to the substan- 
tive with which it agrees on the basis of the po- 
sition of the adjective in the sentence.   (N. N. 
Leont'eva and G. H. Vavilova, the Institute   of 
Linguistics). 

Interesting also is the work on the determina- 
tion of syntactic links for the preposition-case 
groups of the Russian language (I. N. Shelimova) 
and also the work on the elaboration of the syn- 

tactic links for formulas in Russian mathemati- 
cal texts (M. M.  Langleben)   — by formulas the 
author means all elements not found in the ma- 
chine dictionary during the processing of the text 
(mathematical formulas, foreign-language cita- 
tions,  surnames,  etc.) 

For the analysis of a Russian sentence it is 
necessary to characterize the marks of punctu- 
ation.   Only in such a way can one find the lim- 
its of a simple clause within a sentence, isolate 
its similar members, aid the further clarifica- 
tion of the co-relationships of the individual 
parts of a sentence with complex punctuation, de- 
termine a group of similar members. T.  N. 
Nikolayeva (ITM and VT) conducted an analysis 
of polysemantic marks of punctuation (comma, 
dash, colon) in Russian9. 

Thus the realization of machine translation 
presupposes serious theoretical investigations, 
which, in turn enrich the problems of general 
and applied linguistics. 

9.    See Abstracts CMT,  pp.   104-107



A Survey of Soviet Work on Automatic Translation 
Anthony G. Oettinger, Computation Laboratory, Harvard University, Cambridge, Massachusetts 

The Soviet literature on Automatic Translation is surveyed with the objective of 
acquainting English-speaking workers in the field with sources of information 
about relevant Soviet work.    The survey is complemented by a bibliography, which 
we believe to be comprehensive.    Limited machine facilities appear to have  re- 
stricted the range of concrete accomplishment, but much of the theoretical work 
is excellent. 

RESEARCH ON THE linguistic and technologi- 
cal problems of automatic translation has been 
carried on for several years,    chiefly in the 
United States,   Great Britain and the   Soviet 
Union.    The journal Mechanical Translation, 
and the series Current Research and Develop- 
ment in Scientific Documentation issued by the 
Science Information Service of the   National 
Science Foundation already provide a ready 
guide to anyone interested in following work in 
the United States and Great Britain.   The  pur- 
pose of this article is to survey Soviet work to 
date,  and to call to the attention of English- 
speaking workers the sources of published infor- 
mation on Soviet work in automatic translation. 

The general impression left by a survey of 
the Soviet publications is that serious work of 
high quality is under way on a significant scale. 
Limited machine facilities appear to have    re- 
stricted the range of concrete accomplishment 
but much of the theoretical work is excellent.† 
The available examples of accomplished trans- 
lations are of such high quality,    and reflect 
such small samples as to suggest that they are 
the results of contrived "experiments"  of the 
same kind that received such extensive publi - 
city in this country.    There is not now,    and 
never was,  any question that automatic trans- 
lation could be achieved if only proper rules 
could be developed.    Anyone  who wishes  to 
take the trouble can program a machine to pro- 
duce perfect translations of any small set   of 
sentences.    The crucial problem is the formu- 
lation of rules and procedures adequate for the 
accurate and economical translation of large 
volumes of new material.    It is plain that this 

†   For a survey of recent Russian work,  see 
V. Yu. Rozentsveig,  "Fourth International Con- 
gress of Slavicists Reports, " of this issue of 
MT (Ed.). 

is recognized by the Russians themselves.   For 
example,  Bel'skaja (A 3),  after   describing 
"some of the recent achievements of the ma- 
chine translation research group of the  USSR 
Academy of Sciences" concludes "the principles 
have been proved reliable,  experimentally; it 
is therefore no exaggeration to state that the 
time has come to consider the opportunities for 
practical large-scale work in this field."   The 
principles in question are sound,  generally re- 
cognized as such, but not earth-shaking,    and 
anyone now working on automatic translation 
must agree with the final statement. 

In analyzing the progress of automatic trans- 
lation,  two dates seem particularly significant: 
May,   1957,  and October, 1956. 1   In May,   1957, 
a "Conference on the Problems of Development 
and Construction of   Information   Machines" 
(A 12) took place in Moscow.    In October,   1956, 
at a Session of the Academy of Sciences of the 
USSR on the Problems of Automation of Pro- 
duction (A   23),   considerable attention was given 
to automatic language translation. 

From the brief report of the 1957 conference 
given by Mel'chuk in Voprosy Jazykoznanija 
(A 12),  it appears that great attention is now 
being given to "an automatic dictionary of un- 
usually great capacity," (presumably to the 
development of large capacity storage devices) 
to problems of automatic character recognition, 
and to other questions of importance in infor- 
mation organization and retrieval,   as well as 
in automatic translation.   It appears that Soviet 
workers in automatic translation considered 

1.    More recently (May,   1958) a Conference on 
Machine Translation took place in Moscow. The 
translated titles of the papers presented there 
are available from the author or from this jour- 
nal.    The abstracts of these papers,  in the 
original and in translation,  are on deposit in 
the libraries of Harvard and M.I.T. 
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themselves hampered by the relatively small 
storage capacity and primitive input-output de- 
vices available with the BESM and Strela Ma- 
chines,2 although the BESM has an auxiliary 
magnetic drum and four magnetic tape mecha- 
nisms.3    While these limitations need not 
hamper,  and from all appearances have   not 
hampered,  conventional numerical computa - 
tions where the input-output problem is less 
serious, the demands of commercial data-pro- 
cessing have probably given the U. S. a lead in 
experimental work, although much of the theo- 
retical basis of Soviet effort is of first-rate 
quality. 

Mel'chuk also reports a stress  on the cre- 
ation of more educational and communication 
facilities  in the areas of mathematical lin - 
guistics and automatic translation:   "In the re- 
solutions of the conference it is indicated that 
the development of work in mathematical lin- 
guistics and in machine translation,  as well as 
the timely and regular publication of results, 
have great significance for Soviet science and 
for the economy.    Therefore it was considered 
essential to establish a special publication (si- 
milar to the journal Mechanical Translation in 
the U.S.A.), to organize a corresponding sec- 
tor in the Institute of Linguistics of the Aca - 
demy of Sciences of the USSR, and to prepare 
specialists in this area at linguistic faculties of 
the universities."4   In this respect, the Russians 
are following the lead of the United States, where 
graduate courses in mathematical linguistics 
have been offered at Harvard University since 
1954.    More recently, Harvard established an 
undergraduate field of concentration in Linguis- 
tics and Applied Mathematics,  and the Uni- 
versity of Michigan introduced graduate degree 
programs in the area of "Language Models and 
Logical Design," to cover problems which "on 
the one hand. . . involve language,  and on the 
other. . .  require knowledge of the results and 
techniques of mathematics and engineering." 

Mel'chuk's summary of a paper by Ljapunov 
presented at this  conference supports the idea 

2. Konferentsija "Puti Razvitija Sovetskogo 
Matematicheskogo Mashinostroenija i Pribo- 
rostroenija" Plenarnye Zasedanija, VINITI 
Moskva,   12-17 Marta,   1956 g. 

3. Ibid, p.  34. 

4. The contents of the first seven issues of an 
informal Bulletin of the Seminar on Problems 
of Machine Translation are listed in Part D of 
the Bibliography. 

that Soviet results to date have been limited to 
small samples.   Ljapunov is reported to have 
suggested the use of automatic programming 
techniques for deriving translation algorithms 
which "would permit 'teaching' a machine inde- 
pendently to develop rules for translation, using 
parallel texts in two languages and a previously 
prepared dictionary."   This, in place of "em- 
pirical search (for rules) in every individual 
case."    The importance of developing genera- 
lized methods for formal linguistic analysis is 
stressed.    Stripped of the "teaching" verbiage, 
this idea has considerable merit, and some in- 
dependent work in a similar direction is in pro- 
gress also in this country. 

Mel'chuk also mentions "one such genera- 
lized method" presented by O.  S. Kulagina. This 
method is based on "set-theoretic concepts, and 
permits the assignment of words in a language 
to some equivalence classes (analogous to 'parts 
of speech')."   Kulagina apparently presented a 
paper along the lines of one she gave   three 
months earlier at a meeting of the Seminar on 
Problems of Machine Translation (A 9).    The 
latter paper has considerable expository merit, 
and it is clearer and more sensible than simi- 
lar papers on set-theoretic concepts in language 
which have sprouted like ungainly weeds in the 
lawn of our information-retrieval literature. 
The work is along somewhat different lines, 
and of lesser extent but of caliber comparable 
to that of the excellent theoretical work of Chom- 
sky in this country. 

However,  as in Chomsky's work, establish- 
ing a fruitful relation between the mathematical 
model and any concrete, natural language is left, 
so to speak, as an exercise for the reader.   It 
is in this exercise that the major problems 
(other than that of educating linguists) lie,   for, 
as Kulagina herself points out "as a matter of 
fact,  nothing new is done here, it is  simply 
that a different form of exposition is given, with 
a carefully drawn set of postulates."   The an- 
guish of Soviet linguists when facing incompre- 
hensible and not obviously useful mathematical 
apparatus has a familiar ring.   Witness the 
final comment of the chairman (V. Ju.  Rozen- 
tsvejg) presiding over the presentation of Kula- 
gina's paper:   "Not everything presented ear- 
lier is clear to me, indeed,  one would like to 
have a translation of this terminology into our 
plain language." 

More significant,  perhaps, are the remarks 
of G. V. Kolshanskij following Kulagina's paper, 
to the effect that all this is well and good for a 
finite vocabulary and a limited number of phra- 
ses, but that the problems of a living,  open- 
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ended language go beyond this.    This point is 
amplified in a paper by Barxudarov and Kol - 
shanskij (A 2),  apparently based on a presen- 
tation by Kolshanskij at the following meeting of 
the Seminar on Problems of Machine Transla- 
tion.   These writers feel that "the problem of 
machine translation at present is basically a 
linguistic problem, and that it is essential to 
seek its solution in this realm only."   While not 
wishing to deny the potential practical value of 
automatic translation,  they say "however,  it is 
necessary to keep in mind that this mode of 
translation will perform only an elementary 
function, that it will play only a subsidiary role 
in translation, moreover only of special texts. 
When it is necessary to obtain a really good 
translation, a machine translation can be only 
raw material for a human translator-editor." 
This echoes comments of Zhirkov (A 24) to the 
effect that it will be difficult for a machine to 
choose, for example, between the  synonyms 
lilovyj and fioletovyj for 'violet'. 

Zhirkov also is concerned about the magni- 
tude of the tasks facing linguists:   "As soon as 
the question of the actual practical application 
of a translating machine arises,   we must rea- 
lize the necessity of developing detailed pro- 
grams for those linguistic conditions and prob- 
lems which the machine is expected to resolve. 
This is far from being a simple matter,  espe- 
cially since the task will devolve on linguists. 
Linguistic programs must be prepared in accor- 
dance with the properties of machines,  and lin- 
guists until now have had no experience in this 
realm.    There is no point in concealing the fact 
that they will find this a difficult task. " 

All of these remarks support the notion that 
fully automatic translation,   as an operating 
proposition,  is probably as far from realiza- 
tion in the USSR as it is in this country.   How- 
ever,  one must take into account the fact that 
criticism and pessimism on the part of linguists 
may not accurately reflect the progress made 
by groups led by mathematicians and engineers. 
Barxudarov, Kolshanskij, and Zhirkov persist 
in raising questions about 'violet',   idioms, 
poetry and semantics,  much in the manner of 
linguists such as Joos5 in this country.   The 
concepts of successive approximations, the 

5.    M.  Joos,  "Meaning in Relation to M.T.," 
Report of the Eighth Annual Round Table Meet- 
ing on Linguistics and Language Study,  Mono- 
graph Series on Language and Linguistics, 
Georgetown University Press,   1957,  pp.   13-18, 
and "Review of Machine  Translation of Lan- 
guages",  Language,   32,   1956,  pp.  293-298. 

"fail-safe" principle, and the tolerance toward 
stylistic inelegance of which scientists and tech- 
nicians are capable,  are utterly foreign to some 
linguists. 

Besides the papers already mentioned,  sever- 
al others of interest appeared in 1957.   All merit 
careful reading by American workers in the 
field.    While none give indications of spectacular, 
achievements,  indeed modest disclaimers are 
the rule, they reflect considerable thoughtful 
work.    The occasional novel ideas, and new 
formulations of known ideas,  are generally lu- 
cidly expressed, but with gaps suggesting the 
absence of really significant large-scale ma- 
chine experimentation. 

Andreev, in "Machine Translation and the 
Problem of an Intermediary Language"  (A 1), 
trots out the old chestnut about the number of 
algorithms needed to translate pairwise among 
n languages growing as n2,   while use of an in- 
termediate language would reduce the number 
of algorithms to 2n.   He discusses,  quite ele- 
gantly,  some criteria for a good intermediate 
language.    Some interesting distinctions are in- 
troduced among "semantic," "formal," and 
"tectonic" symbols,  which put into rather neat 
form a problem handled earlier but more ob- 
scurely by the Wundheilers. 6   He then defines 
measures for the lack of congruence between 
the structure of a string in one language and 
that of its translation in some other language. 
However,  like most theoretical skeletons to 
date,   this one has little flesh on it, and it is 
difficult to take translation among n languages 
seriously until some satisfactory results have 
been obtained for at least one pair. 

Moloshnaja's paper "Certain Questions of 
Syntax Connected with Machine Translation from 
English to Russian" (A 14), sketches in some de- 
tail a method for analyzing the structure of sen- 
tences,  akin to the parsing once taught in the 
schools.   A broad outline of this approach was 
given earlier by Panov,   Ljapunov, and Muxin 
(A 17,  pp.  182-192).    Success in this direction 
would be of tremendous value,   and one  would 
expect to hear of further activity.    Significant 
work, however, probably requires the prior 
compilation of a substantial automatic diction- 
ary.    The state of affairs at the time of publi- 
cation is perhaps best summed up in Moloshna- 
ja's own words:   "The problem of choosing an 
index, i.e.,  of eliminating lexico-grammatical 

6.    Luitgard and Alex Wundheiler,  "Some Logi- 
cal Concepts for Syntax, " Machine Translation 
of Languages, Wiley,  New York,   1955,  pp. 194- 
207. 



104 A. G. Oettinger 

strong Russian interest in automatic program- 
ming is well known from manifestos by Ljapu- 
nov (A 23, pp.  118-121), from the attention 
paid to the subject in Kitov's book (A 6),   from 
interesting papers by Janov (B 4,  5),  and from 
descriptions of new books slated for publication 
(C 1, 2, 3).      Razumovskij's paper is mathema- 
tically elegant, but contains nothing that is no- 
vel to anyone familiar with mathematical logic 
and its applications to computer programming. 
Its significance lies chiefly in the indication it 
gives that Russians are thinking along lines al- 
so considered potentially fruitful by workers in 
this country.   It should be of value in research 
such as that contemplated by Moloshnaja,   and 
in the practical execution of algorithms devel- 
oped as a product of this research.    Razumov- 
skij is also credited with the development of 
the notation used by the Panov group to write 
down their translation algorithms.    The nota- 
tion is quite good,  especially if used in con- 
junction with flow-charts. 

Korolev's paper "Coding and Code Compres- 
sion" (A 7) is much less significant.   One may 
guess that it represents a very belated publica- 
tion of results obtained as a consequence of 
great concern at early stages over limited sto- 
rage capacity.   Most of Panov's early papers 
mention this work.    It is reasonable to guess 
that once the resolutions of the May 1957 meet- 
ing bear fruit, the tricks described by Korolev 
no longer will be used. 

Many of the papers discussed in the pre- 
ceding paragraphs were published after the Oc- 
tober 1956 session of the Academy of Sciences, 
although some of the work had been done prior 
to that session,  and reported there.    Most of 
the work done under Panov at the Institute of 
Exact Mechanics and of Computing Techniques 
was published prior to the session, and will be 
discussed after some comments on the session 
itself. 

In the proceedings of the Plenary Session of 
the Academy of Sciences on the Scientific Pro- 
blems of Automation of Production (A 23) con- 
siderable space is devoted not only to a descrip- 
tion of the work accomplished by the Panov and 
Ljapunov groups, but to discussions of the me- 
rits of efforts on automatic translation. 

In the introductory remarks by A. N. Nes 
mejanov, the central theme of urgency about 

mechanization and automation is first sounded. 
Throughout the Proceedings, there are numer- 
ous allusions to the directives of the Twentieth 
Party Congress,  in which automation of pro- 
duction is set up as a major task.   Nesmejanov 
says:   "Even such an area as translation from 

7.   On this delicate point,  which may also be
raised about some work in this country,  see 
the exchange between Denis Williams and I. S.
Muxin, in the Journal of the I. E. E.,  January,
1957, p.  34 and February,   1957,  p.  110. 

homonymy in every given case, is very compli-
cated.   It requires additional work and   more 
precision. . . . All the foregoing does not claim 
to be exhaustively worked out and complete. 
For the time being,  it is a working hypothesis, 
whose verification on a large amount of ma- 
terial and with the aid of a machine is contem- 
plated."   It is reasonable to guess that until 
more has been heard about an automatic diction- 
ary, the likelihood of successful verification 
remains small.    This area bears watching,  as 
capable of bearing fruit much earlier than the 
similar work of Kulagina (A 9),  which is less 
directly coupled with reality. 

The paper "Machine Translation from French
to Russian" by Kulagina and Mel'chuk (A 10) is 
based on the analysis of 20,500 words of running 
text,  and it is probable that the test material 
that was translated came from the same source.7
The analysis of syntactic problems is generally 
sound and lucid,  and in most cases should lend 
itself to generalization and verification on a 
large scale.    However,  one guesses that some 
important techniques described in the paper will 
not be adequate for large-scale work.    This 
guess is supported to some extent by Kulagina's 
later switch to working in the mathematical 
stratosphere, in marked contrast to the down- 
to-earth approach in this paper,  and by Ljapu- 
nov's concern with methods for generating trans- 
lation algorithms.    One feels that the mathema- 
ticians in the Ljapunov group became appalled 
by the wealth of detail to be  considered in 
achieving practical large-scale results.    This 
could account for the stand taken more recently 
by Barxudarov and Kolshanskij.   However, the 
conceptual quality of the work is such as to 
suggest that the Russians have nothing to fear 
but fear itself.    This paper is well worth reading.
Like that reported by Moloshnaja,  it is a product
of the group working at the Steklov Mathematical 
Institute under the general leadership of Ljapu- 
nov.   An outline of the same work may also be 
found in reference (A 23,  pp.  182-192). 

The paper by Razumovskij,  "On the Problem 
of Automatizing the Programming of Transla- 
tion from One Language into Another" (A  20), 
is interesting as one indicator of growing con- 
cern among workers on automatic translation 
with sophisticated machine methods.    The



Soviet Work 105 

one language to another is already an object 
(objective) of automation.    Thus even for lin- 
guists the subject of our session should not be 
altogether strange." 

V. V. Karibskij, in a commentary (pp.  59- 
65) on a paper by V. A.  Trapeznikov entitled 
"The Role of the Technical Sciences in the De- 
velopment of Automatic Control and of the Tech- 
nical Means of Automation" (pp.  38-55) strong- 
ly criticizes the scientific organizations of the 
USSR for their lame effort in automation,    in 
the face of reports from abroad of great pro- 
gress in this area.    He declares, for example, 
that "workers concerned with the design and 
construction of electronic calculating machines 
declare that they can apply any machine to the 
purposes of automation of production, but that 
they must have a mathematical description of 
the process to be automated.   However, they 
consider that the mathematical description of 
these processes is a task for the technicians 
who are closer to production problems and who 
are more familiar with the technology and the 
equipment."   He points out that the technicians 
do not have the necessary mathematical know- 
ledge, but that meanwhile the scientists sit on 
their hands:   "As a result,  it happens that the 
scientists who have created the splendid con- 
temporary mathematical machines in fact hold 
back the application of these machines towards 
the goals of automation of production."  The pa- 
rallel between these remarks and the more re- 
cently expressed attitude of Barxudarov and 
Kolshanskij is interesting. 

Some remarks of I. S. Bruk in his  paper 
"The Outlook for Applications of Control Ma- 
chines in Automation" (pp.  131-148) indicate a 
slightly different attitude toward reports from 
abroad: 

"The theme of 'thinking machines' is hard- 
ly ever off the pages  of popular publica- 
tions abroad.   Some speeches of well-known 
figures,  some articles on the correspon- 
dence between the structure of the nervous 
system and calculating machines,    were 
taken up by a press susceptible to sensa- 
tionalism.    The imagination of readers was 
taken by descriptions of guided missiles 
and other kinds of armament, about which 
so much is written abroad. 
"Doubtless all this helped to create false 
conceptions of the role of 'thinking ma- 
chines',  and of a fully automated industry 
without people. " 

Bruk goes out of his way to indicate  "how er- 
roneous notions about the role of contemporary 
calculating machines can lead to an incorrect 

evaluation of the prospects for their applica- 
tions."   He says:   "It is necessary to say that 
in our country not everything in this area is sa- 
tisfactory."   He then devotes two paragraphs to 
pointing out that he considers automatic trans- 
lation as an outstanding example of "the incor- 
rect evaluation of the role of calculating   ma- 
chines,  as it strikes the fancy of the public." 
The  gist of his argument is that automatic 
translation is a poor illustration of the rational 
use of computers,  principally because the job 
can be done well enough by people,  with more 
complicated texts than "primitive,  simplified 
and specially selected ones for machines"  and 
also because the machine is not likely to re- 
place people altogether. 

A rebuttal by V. S.  Pugachev (pp.   151-152) 
dwells chiefly on the importance of the algo- 
rithmization of speech in the development of 
automation,  particularly with respect to self- 
organizing systems,  speech-controlled auto- 
mata,  and the like.    Pugachev dreams of using 
translating machines to permit conversations 
between two people speaking different   lan- 
guages.    "The establishment of such lines  of 
communication will have tremendous signifi- 
cance for the development of mankind." 

A. A. Dorodnitsyn agrees that translation is 
an interesting problem, but says (p.   157),  "I 
cannot agree that this task is one to which it is 
now essential to devote large forces and means." 
He does not think that it is an important job 
from the economic point of view,  especially be- 
cause he believes that the Soviet Union has ade- 
quate numbers of conventional translators,   and 
even greater numbers of specialists who can 
read literature on their own speciality in the 
significant languages.      He further believes 
that the distribution by the Institute of Informa- 
tion of copies of foreign journals will be more 
helpful to scientific progress in the USSR than 
the creation of specialized translating machines. 
"Besides," he says,  "the problem of automatic 
translation is not sufficiently close to solution 
to warrant serious talk about the construction 
of translating machines." 

A. N. Kolmogorov (p.   161) agrees with 
Bruk that for practical communication live 
translators or knowledge of foreign languages 
will scarcely be replaced by machines in the 
foreseeable future.    However, he stresses the 
importance of the effect of work on automatic 
translation on the builders of calculating ma- 
chines, especially with respect to broadening 
their ideas about the logical powers of ma - 
chines,  and on linguists,  as a practical cri- 
terion so important in guiding the development 
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of theory.    The precision and completeness 
with which rules for automatic translation must 
be formulated leave no room for the vague phra- 
ses which humanists are inclined to call "laws." 

These arguments have a very familiar ring. 
The presence of opposition, and knowledge that 
the session of the Academy would stress the 
need for achievement in automation,  may also 
account for the multiple publication,  loud drum 
beating,  and excessive emphasis on American 
"achievements" associated with the relatively 
meager results achieved prior to the session. 
Publications since the session have been much 
more subdued,  possibly because of greater con- 
fidence in support.    In this connection,  the fol- 
lowing quotation8 may be illuminating. 

"And what about these — friends of ours? 
Are they alive and well?" Lopatkin asked. 
"Well enough. . . .They are constantly prais- 
ing their machine in the newspapers.    I 
think they are building a factory.    Shutikov 
has twice already been abroad. " 
"You say they are praising their machine 
in the papers?   How can that be?   It means 
they are hiding something.    It can't be that 
everything is going smoothly with those 
machines.    So we can expect some more 
trouble, Nadezhda Sergeyevna." 

This also has a familiar ring. 
In the communication by M. V. Keldysh,  A. 

A. Ljapunov,  and M.  R. Shura-Bura   (A  23, 
pp.   100-130) entitled "Mathematical Problems 
in the Theory of Calculating Machines" there is 
a brief mention of automatic translation as one 
among a number of applications which "at pre- 
sent are in the initial stages of investigation." 
Brief mention is made of some systems of au- 
tomatic programming,  some of which are de- 
scribed in greater detail by Kitov (A 6)   and 
about which more will very likely be said in 
forthcoming publications.   Automatic transla- 
tion is mentioned in somewhat greater detail on 
pp.   121-124.    The IBM-Georgetown "public de- 
monstration" of 1954 is mentioned briefly, and 
described as having been conducted with "a 
program of rather limited possibilities."    The 
material is  of no  great import,   since more 
technical detail is given in other papers already 
cited.     The work of the Institute of Exact 
Mechanics and Computing Techniques is cha- 
racterized as empirical,  while that of the Stek- 

8. Vladimir Dudintsev, Not By Bread Alone, 
(translated by Edith Bone), E. P. Dutton and 
Co., Inc., New York, 1957, p. 426. 

lov Mathematical Institute is described as based 
on structural linguistics. 

The paper by Panov,  Ljapunov, and Muxin 
(A 17),  presented at these  sessions,   summa- 
rizes work done by both groups,  and with the 
exception of a few points of detail,  adds nothing 
to the contents of the more specialized papers 
by members of these groups represented in the 
bibliography.    In particular,  the section de- 
scribing the work at the Institute of Exact Me- 
chanics and Computing Techniques is almost 
identical to five other publications by members 
of the group (A 4, 8, 15, 18, 19).    Some of the 
differences in detail are of interest to specia- 
lists, and Muxin's paper (A 15) in particular is 
somewhat more detailed than the others.    His 
flow-chart for the translation of  'of'  has an 
error which will lead to a correct translation 
of " . . .  the result of experiments . . . "  but to 
an incorrect translation of " . . .   the result of 
simple experiments. . ., " a weakness typical of 
ad-hoc programs based on intuition and the 
study of small samples.   However, there is no 
reason to doubt that continuing effort by this 
group will have led to considerable progress by 
now. 

The papers by Moloshnaja et al. (A 14) and 
by Kuznetsov et al. (A 11) are general surveys, 
again of some interest to specialists, but not 
particularly significant for this review. 

In conclusion,  it is worth giving special no- 
tice to the book of A. I. Kitov "Electronic Di- 
gital Machines" (A 6) which superficially de- 
scribes Soviet work on automatic translation, 
but which is most noteworthy for a very good 
chapter on automatic programming,  in which a 
system suggested by Ljapunov and elaborated 
by Janov (B 4, 5) is described in some detail 
probably for the first time. 

For the sake of completeness,  some inter- 
esting papers on information organization and 
retrieval and on automatic programming,  sub- 
jects with which automatic translation has some 
kinship and which are of great importance in 
their own right,  are listed in section B of the 
Bibliography. 

The third section of the Bibliography (C) 
lists some books scheduled for publication in 
1958.    It is evident that the meetings described 
earlier in this review are having some effects. 
The Table of Contents of the first seven issues 
of the Bulletin of the Seminar on Problems of 
Machine Translation is given in part D of the 
Bibliography.  This publication is also available 
in the Harvard and M.I.T.  libraries. 
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Order of Subject and Object in Scientific Russian 
When Other Differentia Are Lacking 
D. C. Hays, The Rand Corporation, Santa Monica, California 

The order of subject and object is an adequate  criterion for distinguishing 
between them when other grammatical properties are ambiguous. 

HARPERl AND LEHISTE2 have discussed the 
order of subjects and predicates in Russian sci- 
entific text.   Lehiste concludes that "form and 
function" should be used to distinguish the subject 
from the predicate of a Russian sentence; although 
her conclusion may be accepted (subject to as- 
sumptions about the value of maintaining custom- 
ary English order in the output), her dictum must 
be converted into programmable instructions. 

To a certain extent, the most economical 
method of distinguishing subject from predicate 
is obvious and straightforward.   Verbs,  short- 
form adjectives and participles,  and other po- 
tential "fillers of the predicate slot"  are marked 
in the glossary and can be identified when they 
occur in text.   Inasmuch as some glossary 
entries are marked (in effect) "possibly predi- 
cate," some difficulties are involved in finding 
the predicate, but we wish to pass over these 
to a specific problem of detail. 

The formal characteristics by which a sub- 
ject can be recognized are,  roughly,  part of 
speech,  gender,  number,  person,  and case. 
The subject and predicate of a sentence are,  in 
fact,  two of its members of specifiable parts of 
speech, agreeing in number and either person 
or gender,  while the subject must be of speci- 
fied case,  i .e . ,  nominative.    Unfortunately, 
for example, two nouns in a sentence may be 
equally good candidates for the role of subject; 
this is true because the nominative and accusa- 
tive cases are not always formally distinct. 
Thus, if two neuter nouns,  each nominative or 
accusative,   respectively precede and follow a 
third-person,  singular,  non-past verb (which 

1. К. Е. Harper,  "A Preliminary Study of 
Russian," in W. N.  Locke and A.  D.   Booth, 
Machine Translation of Language, New York, 
Wiley,   1955. 

2. Ilse Lehiste,   "Order of Subject and Predi- 
cate in Scientific Russian," MT,  4,   1957,  66- 
67 

takes an accusative object),  the choice between 
these nouns must be made on grounds other 
than morphology. 

Word order and semantic agreement imme- 
diately come to mind.    Semantic agreement 
would require thoughtful,  expensive research. 
The hypothesis that subjects precede their pre- 
dicates whenever the latter contains a noun 
that could be mistaken (morphologically) for the 
subject can be tested rapidly and inexpensively 
by reference to a body of data already collected 
at The RAND Corporation. 

Method 

A large volume of Russian physics text has 
been keypunched into IBM cards,  referred to a 
glossary,  and analyzed by translators3;  the 
structure of each sentence has been determined 
in accordance with a dependency theory, and 
each dependency relation punched into a card. 
For a sample of 22, 000 occurrences (running 
words) of text4,  a special report has been pre- 
pared (by machine processes),  showing all de- 
pendents of every occurrence in the sample; 
the listing is ordered by the grammatical type 
of the governor. 

Since subject and object are regarded as de- 
pendents of the main predicate element in our 
theory,  it is simple to scan the section of this 
report that is devoted to verbs and their depend 
ents,  noting the textual location of every verb 
with two dependents,  of which either could be 

3. H.  P.  Edmundson and D.  G. Hays,   "Re- 
search Methodology for Machine Translation," 
MT,   5,   1958,  8-15. 

4. H.  P.  Edmundson,  K.  E. Harper,  D.  G. 
Hays,  and A. K. Koutsoudas,  Studies in Ma- 
chine Translation - - 9: Bibliography of Russian 
Scientific Articles,  The Rand Corporation,  Re- 
search Memorandum RM-2069,  October 16, 
1958.   (Corpus 2 was used in the present study.) 
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Table 1 

INSTANCES OF MORPHOLOGICALLY INDISTINGUISHABLE SUBJECT AND 
OBJECT IN A  SAMPLE OF  RUSSIAN PHYSICS TEXT 

 

*   Three subjects are in apposition with con- 
junctions of Non-Cyrillic occurrences. 
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subject.   All doubtful cases were noted as well. 
A 3x5 card was prepared for each such occur- 
rence, and the cards (about 100 in number) 
were sorted into textual order. 

Examination of all 100 occurrences required 
only about 3 hours.    Doubtful cases were re- 
solved, situations in which a modifier of either 
noun distinguished its case were recognized and 
discarded,  subject and object were differenti- 
ated by careful human judgment,  and their order 
was noted on each card. 

Results 

Just 56 instances of true ambiguity were 
found in 22, 000 occurrences.5    They are sum- 
marized in Table 1.    The subject precedes the 
verb 52 times; the object follows the verb 56 
times.   When both object and subject follow the 
verb, the object precedes the subject 4 times. 

The 4 sequences V-O-S are: 

Обращает внимание наличие (The presence 
[of.. ] calls attention [to.. ]) 

 
 
Имеет место состояние  (a state that 

occurs) 

Имеет место правило   (a rule occurs) 

Имеет место уменьшение (a decrease occurs) 

Note that the verb-object pair might be re- 
garded as idiomatic on grounds other than those 
of the present study; neither is translated li- 
terally. 

Conclusions 

On the basis of a preliminary study of the 56 
relevant instances in 22, 000 running words of 
text,  we conclude that:    If two nouns in a sen- 
tence cannot be distinguished   as subject and 
object of a transitive verb by their morphologi- 
cal properties,  and if one precedes the verb 
while the other follows,  the first noun is the 
subject.    This rule, together with adequate 
coverage of idioms, appears entirely effective. 
The study should be repeated on a larger 
sample of text, however. 

  

5.   If an adjectival modifier forms an unambi- 
guous noun phrase with either subject or object, 
or if negation of the verb calls for a genitive 
object, the instance is irrelevant to the present 
study. 

The author is indebted to Kenneth E. Harper for 
guidance in the course of this study. 
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A computer program is described which assigns one or more distinct immediate 
constituent analyses to every German sentence, thus indicating which of all possible 
sentences any given sequence of words may represent,    and revealing all the   in- 
formation implicitly or explicitly contained in each of these sentences, that can  be 
used in the choice of their translations. 

THIS PAPER   describes a routine that is based 
upon a theory of language which   recognizes in 
each sentence of a given language an immediate 
constituent structure.    Prior work on German 
sentence recognition 1, 2, 3  has been based on a 
linear view of language.    Oswald and Fletcher, 
for example, " . . .  found that the elements of the 
language in question and their functional rela- 
tionships to each other could be treated most 
efficiently in terms of traditional descriptive 
grammar." 4  This theory of language that nei- 
ther explains nor accounts for any features of 
language other than its linear structure has led 
them and other investigators to develop rou- 
tines which merely rearrange lexical items and 
translate them individually into the output lan- 
guage. 

Our general method of translation is based on 
the following assumptions:   each sentence of a 
language has one or more discoverable constitu- 
ent structures;   there is a finite   and manage- 
able number of constructions that make up any 
given sentence;   and these constructions,  except 
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when two   or more share a single common ele- 
ment,  are discrete from one another.   Our at- 
tack on the problem of recognition has been  to 
take one construction at a time, and develop  a 
routine for finding its limits in any sentence, 
discovering that it is this construction, and find- 
ing its function in the larger construction of which 
it is a part.   In such a program, then, difficulties 
do not arise from the length of a sentence,   nor 
from the number or kinds of relationships, both 
syntactic and special,  of its constructions; the 
constructions of the sentence are recognized one 
at a time, from the most inclusive to the least, 
and from the beginning of the sentence to the end. 
We feel that the most efficient program and the 
best output text can be attained by working from 
the outset from grammars of the two languages 
involved.    These grammars are adapted for the 
computer from the type suggested by   Noam 
Chomsky in Syntactic Structures. 5   Each gram- 
mar is a series of ordered,  completely unam- 
biguous rules,  some of which are obligatory, 
and some, optional.   Every sentence in the lan- 
guage is thus the result of all the applicable obli- 
gatory  rules plus none or more of the applicable 
optional ones.    Then,  when   the computer, as a 
final step in the translation process, is given 
the grammar of English and directs which option- 
al rules of the grammar are to be chosen,   the 
sentence so designated will be generated.   Pre- 
ceding this there is a routine which will trans- 
late lexical items, the syntactic functions of 
which will have been defined in the preceding 
step, the recognition routine.   In the recogni- 
tion routine the input sentence is sent through 
a program which ascertains those rules of gram- 

4. Oswald and Fletcher, op. cit. pp.  2-3. 
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mar which must have been applied in order   to 
produce that particular sentence.    The middle 
step, therefore,  is not merely the translation of 
lexical items but also a translation of rules.   In 
order to discover what rules of the grammar of 
the input language produced the sentence to be 
translated,  we need,  of course,  a grammar   of 
that language as well.   We can thus outline   the 
process of translation in three steps,  "recogni- 
tion of the structure of the incoming text in terms 
of a structural specifier;   transfer of this speci- 
fier into a structural specifier in the other lan- 
guage;   and construction to order of the output 
text specified."6 

The authors believe that this system has   ad- 
vantages over those previously proposed.    One 
feature which may appear to be a drawback is 
the fact that in addition to lexical translation, 
the detailed grammars described in the last par- 
agraph must also be drawn up.    The project is 
thus of necessity long range, the goal being to 
develop a program which will translate   most ef- 
fectively,  rather than as effectively as possible 
after a short amount of time devoted to basic re- 
search.   Furthermore, by basing the program 
on the theory that sentences are generated and 
thus have a traceable history,  we can produce 
a superior output text. 

It may be noted that the initial research re- 
quired for our program may entail more work than 
that necessary for word-for-word programs but 
the generation of English sentences as a result 
of translation from any language at all will   re- 
main the same.    Similarly, the recognition of 
German sentences will also remain constant as 
the first step for translation into any language. 
Thus two of the three sections of the program 
are not uniquely adapted to a particular pair of 
languages.   If, however, the process of recog- 
nition, translation,  and   construction were inte- 
grated in a translation routine, the entire pro- 
gram would have to be unique for each pair of 
languages and no part of the program could be 
used in any other program.   It is certainly rea- 
sonable to assume that we will eventually want 
to translate material to and from several lan- 
guages. . It is therefore practical to develop a 
program which is not completely unique but one 
that has parts that can be used repeatedly,  just 
as, within the program itself,  we will want to 
build sections which can be used at several points 
in the program. 

For the foregoing reasons the M. I. T. mecha- 
nical translation group has chosen to design the 

6.   V. H. Yngve,  "A Framework for Syntactic 
Translation",  MT, Vol. IV, no.   3, pp.  59-65. 

kind of translation program de scribed by Yngve.6 

The first step in such a program   is a recogni- 
tion routine;   the one which we have designed is 
one type to come out of the approach we use. This 
does not preclude the possibility of others,  some 
of which are already under investigation. 

Problems of Recognition 

Recognizing a sentence involves the discover- 
ing of the possible phrase structures that can be 
assigned to the sentence, as well as the particu- 
lar morphemes used.   Complicated as the gene- 
ration of sentences in a natural language is, the 
recognition of those sentences is even more com- 
plex.    The recognition process must take into 
account generation rules which delete,   re- 
arrange,  expand,  and reclassify constituents in 
the sentence.    Further,  recognition does not nec- 
essarily end when a single structure for a given 
sentence has been discovered, for a sentence in 
isolation may represent several structures, any 
one of which might be the "correct" one in the 
larger context from which the sentence was taken. 
The program described in this paper attempts 
to discover all possible structures for each sen- 
tence but obviously cannot decide which is the 
correct  one.7    Problems   of  multiple   mean- 
ing  have   been   discussed   in   several   publica- 
tions   with    various   methods   of   solution  pro- 
posed. 8, 9, 10, 11, 12, 13    One possible way,    is 
that of looking at the context of one or two words 
before and after the word in question, but this is 
extremely time consuming.   If it is possible to 
recognize the constituent structure, however, 
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then phonemically identical forms which belong 
to different form classes,  such as gut and Gut 
will automatically be differentiated. However, 
wherever two phonemically identical forms be- 
long to the same form class, such as   Band = 
volume,    Band = ribbon,    and Band = bond,    it 
is best to put off the solution until after the con- 
stituent structure has been determined, for   it 
will then clearly designate just what the context 
is, and thus replace the ad hoc definition of con- 
text,  which is used in the above cited papers. 

Operation of the Routine 

The routine itself is divided into several parts - 
initialization,  dictionary search, determination 
of the kind of sentence that is being recognized 
(i.e. is it a question,  declarative sentence, if- 
then construction,  etc.),  delimiting subordinate 
constructions and removing them from the main 
clause, establishing the limits and possible func- 
tions of the several noun phrases in the sentence, 
and determining what verb forms are present 
and what their governance relationships are. Fi- 
nally the actual functions of the noun phrases are 
determined.   After this operation  has been per- 
formed on the main clause, the process is re- 
peated for each dependent construction and indi- 
cations are inserted concerning the use each con- 
struction has either in the main clause or in an- 
other dependent construction. 

Initialization 

Initialization involves bringing the sentence 
letter-by-letter into the workspace. ('Workspace' 
is the designation in the M.I. T. programming 
language, 14 for an expansible register in which 
strings of symbols are manipulated.)  Each sym- 
bol is tested to see whether it is a space be- 
tween words (space is treated as an orthographic 
symbol),  in which case the sequence between it 
and the last such space is placed at the begin- 
ning of the workspace so that at the end of the 
initialization process the words are in reverse 
order.    Each character is also tested to see 
whether it is a terminal punctuation mark,   in 
which case the input part of the routine has been 
completed.    Thus the unit of translation is   a 
complete sentence.   It is probable that in a con- 
nected text information gleaned from one sen- 
tence might be useful in recognizing the struc- 
ture of following sentences.    Such information 

14.   V. H.  Yngve,  "A Programming Language 
for Mechanical Translation", MT, Vol. V, 
no.  1,  pp.  25-42. 

would be useful in choosing among several pos- 
sible phrase structures or meanings.    However, 
to date we have not incorporated this information 
in our program. 

Search 

Following the initialization words are looked 
up in the order in which they appear in the work- 
space,  i.e. from the end of the sentence to the 
beginning.    The dictionary is divided into two 
separate parts;   the first is a list of separable 
prefixes in which the last word of the sentence 
is first looked up.   A typical entry in this part 
of the dictionary AUF // SW1 SEP 3.    This   is 
a rule in the programming language used at 
M.I. T. for expressing linguistic facts in a man- 
ner that can be interpreted by a computer.   This 
rule means that if the last word in the sentence 
is auf it will be found, a note will be made that 
of the set of alternative rules designated by SW1 
the particular rule that will be chosen is rule 
SEP, and the next rule to be applied is rule 3. 
This first part of the dictionary contains an en- 
try for every separable prefix.    Later SW1 SEP 
will cause the finite verb of the sentence to be 
looked up in conjunction with the   separable pre- 
fix.     When wieder appears as the last word in 
the sentence,  it may present an ambiguity,  e.g. 
Er kommt wieder,  can be either "He is coming 
again, " or "He is coming back," if wieder is an 
adverb in the first sentence and a separable pre- 
fix in the second.    In cases like this,  two   inter- 
pretations will be offered.   All other words in 
the sentence,  as well as the last one if it is not 
found in the separable prefix list,  are looked up 
in the main dictionary.    The entries in this dic- 
tionary have the effect of adding grammatical in- 
formation in the form of subscripts to the word 
that is looked up.    The specific form of the entry 
depends mostly on the form classes to which the 
entry word belongs,  and partly on the particular 
word itself.   Every possible German lexical 
item which one would want to translate is   in- 
cluded in the dictionary.    This is feasible   be- 
cause storage space in the form of tapes   is es- 
sentially unlimited.    Our program has been writ- 
ten so that the dictionary must contain an entry 
for every form to be translated.   However, if it 
should prove to be more efficient,  a sub-routine 
could be added which would remove endings from 
a stem.    The dictionary would then need to con- 
tain only one entry for each morpheme.   How- 
ever, due to the productiveness of compounds in 
German,  especially in scientific literature,   it 
would be well to have a sub-routine   which 
would indicate and look up separately   their
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constituents.15   This, of course,  should not be 
done in cases where just one of two or more pos- 
sible interpretations is correct,   such as Litera- 
turkunde,   or where the meanings of the com- 
pound is not the same as the sum of its constitu- 
ents such as Hochzeit.   It would also be well to 
give two interpretations to ambiguous compounds 
such as Bluterzeugung.    Some typical entries in 
the lexicon are: 
BUCH =   1/ . 1 ,  CASE   -GEN,    PN 3S, 

GEND NEUT,  CNG 1  5  9  
LIEST =   1/VRB, CASE ACC,    PN 3S, 

FORM FIN,    TYPE   MAIN, 
TENSE PRES 

DASS =   Y4 + SB1 + 1/CON    -SUB 
DEN =   1/. 15,    CASE   ACC   DAT, 

GEND MASC PLUR,  CNG 6 11 
GEHENDE      =   l/. 25,   CASE   NOM   ACC, 
                          PN 3S 3P, CNG 1 2 3 4 5 7 8, 
                         FORM   PRES-ADJ + Yl 
IN =   1/ .  20,    CASE   ACC   DAT, 

 CNG 5 6 7 8 9 10 11 12 
SCHWEREN   =   1/ .5,     PN 3S 3P, 

 CNG -1 2 3 5 7 
In each of the above subscripts ,  the f irs t  sym- 
bol of  a set between commas names a class and 
the following symbols of the set are the mem- 
bers of the class to which the lexical i tem may 
belong.    The subscripts attached to BUCH give 
us the following information: . 1 means the word 
is a noun (numerical subscripts will  be discussed 
later);   CASE   -GEN means the word may be any 
case except genitive;  PN 3S indicates its person- 
number qualification is third singular;   GEND 
NEUT shows it  is  in the neuter gender;  (plural 
is  also regarded as a gender);    CNG stands for 
a  coding which combines case,  number,  and 
gender in a two-dimensional scheme which shows 
number-gender  horizontally in  the order,  neuter ,  
mascul ine,  feminine,  p lura l  and case ver t ica l ly 
in this order:   nominative,  accusative,  dative, 
genitive.   Numbering begins at the upper left 
and moves horizontally. 

For entry LIEST,  CASE ACC means that   the 
verb takes an object in the   accusative    case. 
FORM includes finite, infinitive,  past participle, 
participle with an adjectival ending.    TYPE   is 
main,  auxi l iary ,  pass ive,  modal  or  fu ture .  

If a word is not found in the lexicon, the   sen- 
tence is automatically printed out and that word 
is letter-spaced.   This would happen most often 
in the case of proper names.   An alternative pro- 
cedure would be to have   a  pre-routine   which 

15. Erwin Reifler,  "Mechanical Determination 
of the Constituents of German Substantive Com- 
pounds",  MT, Vol.  I I ,  no.  1 ,  pp .  6-14.  

would merely look up all the words of the text in 
the lexicon, printing out those which are not 
found.    Then,  when entries for these forms had 
been made in the dictionary, the recognition pro- 
gram could proceed. 

The Process of Recognition 

Following the placement of subscripts on the 
lexical items,  we come to the main portion of 
the routine.   In effect it does the following: Con- 
sidering the beginning of the sentence to be the 
left  and the end to be the right,  the program 
scans from the left looking for the finite verb. 
Arriving at  the right,  the scanner then proceeds 
in the other direction to locate dependent   con- 
structions,  each of which is removed from the 
main clause,  whereupon a marker is left  in i ts  
place.    Once more at  the lef t ,  the scanner re-  
verses i ts  direction and moves along locating 
and classifying the phrases which remain. 

Location of Finite Verb 

We shall now examine the process of recogni- 
tion in more detail:   When all the forms in the 
German sentence have been looked up in the dic- 
t ionary,  their  order  in  the  workspace is  revers-  
ed,  so that they are now in the order of the ori- 
ginal sentence.    Then the finite verb of the main 
clause is located,  placed at the end of the sen- 
tence, and its original position is marked.    This 
is done in order to connect the verb stem with a 
possible separable prefix.    The finite verb form 
of the main clause is moved so that all  clauses,  
dependent and independent, may be treated alike 
by the rules which follow.   We now come to the 
previously discussed set of rules, SW1.   If  rule 
SEP has been indicated, the last  two elements 
in the workspace,   i .e.  the separable prefix and 
the finite verb,  will be looked up again in the 
dictionary,  and a different set of grammatical 
information will be assigned to it. 

AUF-STEIGT     =     1/VRB,  etc. 
The following are the rules for determining the 

finite verb:   1)   In sentences containing a single 
clause,  the f ini te verb is  the f irst  verb in  the 
sentence which can be finite.    2)   In complex sen- 
tences where the dependent clause precedes the 
finite verb of the main clause, we require that 
the dependent clause be followed by a comma 
and that each such relative clause which does 
not begin the sentence be preceded by a comma. 
Assuming that these requirements are met,    we 
choose as the finite verb of the main clause the 
first  f inite verb-form of the sentence which is 
not within a dependent clause.    3)   Sentences 
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which fall into neither of the above categories 
(e.g., with final dependent clauses),   can be 
treated under the first rule. 

Dependent Constructions 

The next part of the routine establishes   the 
limits of the dependent constructions  —   subor- 
dinate clauses,  relative clauses,  and participial 
phrases  —   and places them at the beginning of 
the workspace in the same order in which they 
occurred in the sentence.    In establishing the li- 
mits of these constructions, those which are 
nested within other dependent constructions are, 
for the time being, ignored and are automatical- 
ly moved to the beginning of the workspace with 
the constructions in which they are embedded. 
The general method of discovering these limits 
is to work from the end of the sentence and to 
place a right parenthesis,  so to speak,    at the 
end of each such construction and a left paren- 
thesis at the beginning.   Whenever the number 
of lefts equals the number of rights, the   left- 
most   and the rightmost are the limits and every 
thing between them is moved to the beginning of 
the workspace.    This process is repeated until 
the beginning of the sentence is reached.   When- 
ever a dependent construction is moved to   the 
left of the workspace,   an indication of it is in- 
serted in its original position,  and it is separat- 
ed from other constructions by special marks. 

The criteria applied in placing these parenthes- 
es are:   a right is placed   1)   after each sequence 
of a finite verb plus a punctuation mark and   2) 
after each participial form with an adjectival 
ending.   A left is placed   1)   before a subordinate 
conjunction and any punctuation that precedes it, 
2)   in the case of a participial construction,   be- 
tween any constituent of a prepositional or noun 
phrase and a word which could not be a constitu- 
ent of the same phrase,  and   3)   in the case of re 
lative clauses, before an unambiguous relative 
pronoun or before a sequence of comma (or com- 
ma plus preposition)   plus a definite article which 
is in turn followed by a word which could not be 
part of the same construction as the article.   In 
the case of transitive participles the program re- 
cognizes the fact that the noun preceding the par- 
ticiple is part of the participial construction. 
Thus, in ein Leben spendendes Weib, the left 
parenthesis is placed after ein. 

Identification of Phrases 

At this point, the main clause of the sentence 
is at the end of the workspace and a mark has 
been placed at its beginning.   The next part of 

the program is designed to delimit the several 
noun phrases and prepositional phrases and to 
establish their possible functions. 

Since the dictionary entries attach code num- 
bers to prepositions and all constituents of noun 
phrases  —   prepositions, articles, numerals, 
adjectives,  and nouns,  numbered from highest 
to lowest,  respectively,   —  the program accom- 
plishes   the first of these operations by scanning 
the workspace comparing the numbers and where- 
ever there is a sequence of one number followed 
by a   higher number, an equal number which is 
not the adjective number,  or by no number at all, 
that point is regarded as   the   end   of the phrase, 
the grammatical information previously attach- 
ed to each element by the dictionary is compared 
in order to find the possible functions of this 
construction in any German sentence. 

DER/.   15,     CASE   -ACC,    GEND   -NEUT, 
CNG  2  7  8   11 

GUTE/.  5,     CASE NOM ACC,   PN  3S, 
CNG 1 2 3 4 5 7 8 

MANN/. 1,     CASE   -GEN,  PN 3S,  GEND MASC, 
CNG 2  6   10 

The grammatical information associated with 
the words of this noun phrase is compared by an 
automatic process akin to taking a logical pro- 
duct.    The results of this are indicated at the 
beginning of the phrase on a marker     Y4, 
Y4/. 1, CASE NOM, PN 3S, GEND MASC, CNG 2 
This process is repeated for all phrases in the 
clause,  and the markers then represent the gram 
matical meaning of each of them.   In the case of 
a prepositional phrase, the grammatical informa- 
tion attached to the preposition is compared with 
that of the elements of the noun phrase to dis- 
cover its function in the sentence. 

Following  this,    the verbal elements of the 
clause are considered.    The purpose of this por- 
tion of the routine is to recognize what verbal 
elements occur,  what their relationship to each 
other is,  and to place an indicator at the end of 
the clause to represent the grammatical mean- 
ing of each of these forms.    In the case of ambi- 
guous verb sequences such as   Das Kind wird 
vergessen,  if selection   rules   allow the   noun 
phrase to be both a subject or an object of the 
main verb in its active voice, the program will 
first designate the sequence as both passive and 
future and in a later part of the program it will 
provide two constituent analyses,  one   passive 
and one future, each of which is represented by 
the sequence of words in the sentence. 
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Assignment of Syntactic Functions 

The program next assigns syntactic functions 
to the several noun phrases.   In general,   the 
criteria for choosing which of the noun phrases 
is the subject are the same as those outlined by 
Oswald and Fletcher16 and by Brandwood.17 
The program is here divided into three sec- 

tions,   one to treat   each of three types of sen- 
tences,   — passive sentences, active sentences 
which take accusative objects, and all   others. 
In passive sentences, if the main verb takes an 
accusative object, the first possible nominative 
that agrees with the finite verb in person  and 
number is regarded as the subject.    In other 
passive sentences the first noun phrase which is 
of the case that the main verb would take as its 
object in the active voice is marked as the sub- 
ject.   In active clauses in which the main verb 
does not take an accusative object, the first no- 
minative that agrees in person and number with 
the finite verb is marked as subject;   if there is 
no such nominative noun phrase,    the first dative 
noun phrase is marked subject.   In active claus- 
es with verbs that take an accusative,   if there 
is an unambiguous nominative it is designated as 
subject;    otherwise the first possible  nomina- 
tive noun phrase that agrees with the finite verb 
is designated the subject.   (By a very simple ad- 
dition to the program, a sentence which has two 
noun phrases, both of which fulfill all the gram- 
matical qualifications for subject and object, 
could be printed   out   twice   with a different as- 
signment of subject and object in each case). The 
object of all active clauses is the first   noun 
phrase that has the case required by the main 
verb and has not been designated subject.   Noun 
phrases that can be either genitive or dative and 
which follow another noun phrase are designated 
genitive;   other such noun phrases are designat- 
ed dative. 

The recognition of the main clause of the sen- 
tence is now complete.   The workspace now con- 
tains the dependent constructions in the same or- 
der in which they occurred in the original Ger- 
man sentence but separated from the main clause 
and placed, with indication of their limits,   in 
front of the main clause.   However, dependent 
constructions that are embedded within other de- 
pendent constructions are not so separated. Fol- 
lowing the string of dependent constructions is 
the main clause with one change in order, i. e. 

16. op. cit., pp.  10-13. 

17. Booth, Cleave and Brandwood, op. cit. 
pp.  161-182. 

the finite verb has been placed at the end   of the 
clause and combined with a possible preceding 
separable prefix. 

In addition to the original words of the main 
clause,  each with its respective grammatical 
information, there are also several markers, 
each indicating the syntactic function of the fol- 
lowing noun phrase or the preceding verbal ele- 
ments.   There is also a marker which shows the 
original position of the finite verb, and there are 
indicators in the original positions of each of the 
dependent constructions. 

The program now turns its attention to the de- 
pendent constructions.   Starting at the leftmost 
construction it goes through the routine describ- 
ed above and then places that construction in the 
main clause in the position of the first indicator 
that follows it.   In the recognition of a dependent 
construction, constructions which are in turn de- 
pendent on it are treated according to the gener- 
al rule, i. e. they are placed at the beginning of 
the workspace   and  indicators   are put in their 
places in the sentence.   Thus, if the leftmost de- 
pendent construction is always taken as the next 
to be recognized, and upon having been recognized 
is placed in the position of the first indicator 
which follows it, all of the dependent construc- 
tions will be returned to the same place from 
which they were taken.   In the case of participial 
constructions it is necessary to insert a coded 
symbol to function in the routine as a subject 
and, in the case of past participial constructions, 
one to function as a finite verb —  auxiliary after 
intransitive participles and passive after transi- 
tive participles —  so that the rules will apply 
correctly.   These symbols are removed when the 
recognition of the construction has been 
completed. 

The foregoing is a description of an actual pro- 
gram which is written in the M.I.T. program- 
ming language, a language that is being adapt- 
ed for an IBM 704 computer.   The authors do 
not claim that this program can recognize all 
German sentences.   There are orthographic re- 
strictions as well as grammatical ones which 
must be observed in order that a sentence be re- 
cognizable by this routine.   An example of the 
former is the fact that adjectives in a series 
must not be separated by commas.   Grammati- 
cal difficulties arise with such sentences as: 
"Gesprochen werden können die Worte eines Sat- 
zes. .. " or "Gehen können wir nicht. "   In both 
cases, our program would fail to find the finite 
verb.   These limitations on the usefulness of the 
routine are, however, far from disheartening. 
Inspecting the program one readily finds the 
appropriate points at which to build in  a 
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sub-routine to  recognize  constructions   that 
are not at present included.     The limitations 
do not represent an inherent weakness    in the 

system.    Rather they exemplify the results of 
optional transformations which we have not 
yet treated. 
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