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MACHINE TRANSLATION 

In this chapter on Soviet machine translation I propose to discuss 
or touch on the following questions: the history of MT in the 
Soviet Union, problems connected with or arising from the Soviet 
MT practice, algorithms completed or in progress (especially three 
of these, the French-Russian, English-Russian and Hungarian- 
Russian), selected aspects of MT, the problem of the interme- 
diary language and the relation between the written and the spoken 
language. 

1. It is well-known that a computing machine made by IBM, New 
York, successfully carried out a test translation of a Russian 
mathematical text into English for the first time ever on 7th January, 
1954. The first Soviet results did not lay very far behind, for work 
was started at the end of 1954 on a French-Russian algorithm at 
the Academy’s Mathematical Institute in Moscow, under the 
direction of O. S. Kulagina and I. A. Mel’čuk (the machine 
dictionary was compiled with the cooperation of mathematicians 
and Moscow University undergraduates). 

This project was not planned to be a mere repetition of the 
American experiment. The material was also taken from math- 
ematical texts but the initial dictionary was much larger (containing 
1200 types selected from 2300 types of 20,500 tokens, and 250 
idioms were also included in their micro-glossary). 

The algorithm was completed in February 1956 and then the 
programming and the coding of the dictionary followed. Three 
experts collaborated on the coding and eight on the programming. 
The machine produced its first translation of a sentence in June 
1956, at a time when the programme had not yet been fully worked 
out.   By  the  autumn   of   that   year   all   the   programmes   had   
been  put 
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together and since that time the machine has been making regular 
experimental translations from French into Russian. 

E. V. Čekova is now responsible for this work and the perfecting 
of the programming. (Concerning what has been said so far, see the 
articles by Kulagina, 1958e, 1960a.) This same research centre was 
responsible for working out the English-Russian and the Hungarian- 
Russian algorithms. 

Work has also been going on for some time at the Precision 
Mechanical and Computational Institute of the Soviet Academy of 
Sciences (Институт точной механики и вычислительной техники 
АН СССР). Algorithms for MT from English, Chinese, Japanese 
and German into Russian have been elaborated here with their 
accompanying dictionaries (cf. Rozencvejg, 1958b, 3). While the 
institute mentioned earlier is contemplating mainly theoretical 
research under the directorship of Prof. Ljapunov (although, as 
we have seen, practical advances have also been accomplished 
there), the Computational Centre has set itself the task of making as 
soon as possible algorithms and dictionaries which will best serve 
the needs of large-scale translation work. 

In addition to these two Moscow research centres, work on theo- 
retical aspects of MT has also been going on since 1956 in Lenin- 
grad, as we have remarked above. As far as can be judged from the 
available conference material, specialists from the republics and 
provincial cities joined in the work in 1959 or 1960. These spe- 
cialists also now have rapid computing machines and have trained 
their scientific personnel. 

A characteristic feature of this initial stage was the publication of 
foreign authors’ works together with Soviet scholars’ studies on 
various aspects and problems of MT (cf. e.g., Panov, 1956). 

The Soviet specialists are constantly following the progress of 
MT abroad. They publish a large number of articles on conferences 
held abroad in which they have taken part (Kulagina, 1960b), review 
works (cf., e.g. Žolkovskij, 1959b, and several other reviews and 
notices), compile cumulative bibliographies (Ivanov, 1962g; Ravič, 
1962), describe and summarize recent developments (Nikolaeva, 
1961d on the problems of Russian translation dealt with in foreign 
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studies; Mel’čuk 1961c, on MT abroad in general), and describe 
new machines (Babincev, 1959, on the Japanese "Jamato" machine). 

Mention may also be made of lower-grade doctoral dissertations 
on the subject of MT in the Soviet Union (e.g. Kulagina, autumn 
1959; Mološnaja, December, 1960; Nikolaeva, spring, 1962 (these 
publ. by Nikolaeva, 1962b) and Mel’čuk, November, 1962 (Mel’- 
čuk, 1962a)). 

Against the background of our knowledge of the past and the 
present it may be of interest to glance at the future (or 
near future) plans of Soviet MT specialists. Taking a report drawn 
up jointly by Ljapunov and Kulagina (see Ljapunov, 1958) as our 
starting point, we can say the following about the present plans and 
projects: A workable system of linguistic concepts must be elabora- 
ted; its utility and applicability will be tested by MT. Algorithms 
for different languages must be worked out and intermediary 
languages constructed and tested in practice. There is also a great 
need for linguistic statistical research. The compiling of algorithms 
will facilitate the clarification of structural problems for the par- 
ticular languages. 

The technical problems facing MT are as follows: the construc- 
tion of special translating machines, the elaboration of systems of 
operation for these machines, the devising of high-capacity and 
easily accessible memory storage units for the machines, etc. 
The mathematical aspects to be solved are as follows: the working- 
out of rational methods for the coding of information (for each of 
the phases of work), the increasing of the effectiveness of the 
algorithms, the studying of abstract language models and model 
translations, the working-out of a mathematical language for the 
description of algorithms and the automation of the programming 
of algorithms. 

The complex cybernetic tasks include the mechanical solution 
of the problem of compiling algorithms, the mechanization of 
linguistic statistics and the construction of language models by 
means of machines (on the basis of restricted texts). 

For similar surveys, partly summarizing and partly blueprinting 
future tasks, see also Andreev, 1960a, Ivanov, 1961c. 
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2. It is interesting to glance at the development of the general attitude 
to MT in the Soviet Union. When the regular column devoted to 
MT was opened in VJaz (No. 5, 1956), considerable space was 
taken up by the authors of the feature article (Kuznecov, Ljapunov 
and Reformatskij; Kuznecov, 1956) to dispel certain misconcep- 
tions and prejudices concerning MT. The two prejudices which they 
named were, firstly, the opinion that the mechanical approach to 
language was an “insult” to language (which is a “creative act” 
and an “art”!), and secondly, the reproach that machine translators 
were using terminology which was different from that of traditional 
linguistics (for the latter, for instance, the stem of a word is that 
part of the spelt word which remains unchanged when endings are 
attached to it). 

In the same issue of the periodical the most noted living represen- 
tative of the Kazan school and an old exponent of applied linguistics 
compared the experiment conducted by Kulagina and Mel’čuk 
with another carried out in 1944, using the Smirnov-Trojanskij 
system, and concluded that the new system had much more promise 
and was also more automatic (in so far as it needs much less final 
editing, whereas earlier methods had left very much work to a 
post-editor; Žirkov, 1956). He further pointed out something which 
had already been emphasized by the younger workers on MT, 
namely that the machine would hardly be able to translate Balzac 
or Majakovskij, such feats never having been envisaged or thought 
necessary. 
At the commencement of work on MT, it was necessary to stress 

that the greatest and most difficult problems to be solved are lin- 
guistic in nature and technical only to a lesser extent. Some workers 
(e.g. Mološnaja, 1957b) were optimistic, but others (Barxudarov, 
1958) laid stress on the difficulties to be expected. All of them agreed, 
however, that MT was possible – with a concomitant decrease in 
the need for pre- and post-editing – as far as texts of a certain 
nature were concerned. As for the boundaries and limits of MT, 
one paper made it clear that translation of poetic texts is impossible 
with the present types of machine in use and explained why 
(Ivanov, 1958b).   The  present  machines –  and  it  is  hard  to  predict 
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whether we shall ever have other machines at our disposal – carry 
out the task of translating by keeping the content constant while 
changing the expression (i.e. the same content is transferred from the 
expressional system of one language into that of another). Transla- 
tion in this sense is completely satisfactory in those cases where the 
information is conveyed only at the level of content and nothing 
else is involved. In poetic texts, however, expression and form are 
also informative elements. It is theoretically impossible for a ma- 
chine to deal with this kind of information (or to process it in such 
a way that the information fed into it remains unchanged not only 
on the level of content but also partly, at least, on the level of 
expression). 

Apart from this “inner” problem of MT, this new branch of 
linguistics raises a number of questions worth considering. The 
application of mathematical methods in general – as was pointed 
out in the Resolution of the Presidium of the Soviet Academy of 
Sciences – has a significance for the development of linguistic 
theory in that it reacts upon it. It may be supposed that MT will 
have a specific influence on general linguistics, so that it may be 
possible to abandon the defensive attitude adopted by Kuznecov 
and his colleagues in their article, which almost apologizes for the 
fact that machine translators use terms in their arbitrary senses. 
This negative standpoint could then be replaced by a more positive 
standpoint to the effect that not only do these “arbitrary interpre- 
tations” have no harmfull effect on linguistics but, on the contrary, 
can turn out to be very profitable. 

These were precisely the sentiments of Steblin-Kamenskij, an 
outstanding member of the Leningrad school of mathematicians 
(1958). In his opinion MT can be of great service to general lin- 
guistics in three respects. (1) It will provide an objective critique 
of traditional grammatical concepts (such as “word-classes”, 
“sentence parts”, “sentence”, etc.). (2) It will accentuate the relative 
nature of all views formulated about language. (3) Finally, it will 
induce scholars to undertake a formal study of language and its 
system, for it can plainly be seen that language differs from all other 
meaningful sign systems in respect of its formal system.  Meaning, 
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according to Steblin-Kamenskij, is not, therefore, a specifically 
linguistic concern, however much linguists may have been pre- 
occupied with it. 

An important facet of MT, that of the problem of the interme- 
diary language, has also evoked wide-spread discussion. Many 
scholars see intermediary language, or at least its correlational 
concept, as an analogy of the proto-language of the historical- 
comparative linguists (cf., e.g., Ivanov, 1959, Mel’čuk, 1959a, 
etc.). Proto-language is, in one sense, a reassembled structure 
representing a group of languages, which summarizes certain 
of the features of these languages from a definite point of 
view. The machine intermediary language derives its system only 
from the systems of those languages which it is to represent, just as 
the proto-language is only valid for those languages whose features 
were taken into account when it was constructed. Although for 
experimental purposes the reconstructed underlying language may 
be compared with the new languages drawn into the field of in- 
vestigation, the proto-language, as a whole, will still depend ex- 
clusively on those languages for which it has been constructed; 
in other words, if new languages are included, the abstract system 
will have to be modified. 

Of lesser importance but of practical value has been the con- 
sideration of the problem of international artificial languages, and 
it seems that the idea of intermediary languages may prove to be 
fruitful in this respect too (cf. Bokarev, 1958). On the other hand, 
MT relies not only on the theoretical part of general linguistics but 
equally on such traditional branches of applied linguistics as lan- 
guage teaching. 

At one of the conferences, Revzin lectured upon a favourite 
theme of his which he often expounded in his undergraduate classes, 
namely that Ščerba’s distinction between active and passive gram- 
mar can be put to use in MT too (1958). Ščerba was of the opinion 
that a sharp distinction must be drawn between two kinds of gram- 
mar, depending on the aim envisaged in the teaching of a language. 
An active grammar would be based on the content to be expressed 
in the language taught,  and  this  kind of grammar  would be needed 
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by those who want to speak and translate into the language con- 
cerned. A passive grammar, on the other hand, would be based on 
the expression itself and would show what a particular form is in 
the foreign language studied. Such a grammar would be needed by 
those who wish to read and translate from that language. The 
machine counterpart of this passive grammar is the set of rules for 
analysis, while the active grammar corresponds to the set of rules 
for synthesis. 

For a few other aspects of mathematical linguistics raised by MT 
see also Bagrinovskaja, 1961; for the correspondences between 
MT and language system see Ivanov, 1961b. 

Perhaps it is no exaggeration to say that it was the work done with 
translating machines that inspired an original and deep thinker like 
Mel’čuk to make a study of some of the basic concepts of linguistic 
science (for instance “system”: 1962b) or when he considered the 
standard forms of linguistic description and the quantitative char- 
acteristics of these forms of description (1963a). 

3.1. I shall now give a few bibliographical data on algorithms com- 
pleted or in progress: Arabic-Russian (Frolova, 1958); Burmese- 
Russian (Timofeeva, 1958); Hindustani-Russian (Katenina, 1958); 
Japanese-Russian (Babincev,  1958, Jefimov,  1958); Norwegian- 
Russian (Berkov,  1958); Indonesian-Russian (Andreev, 1958); 
Vietnamese-Russian (Andreev, 1958); Chinese-Russian (Voronin, 
1958, Sofronov 1958); Russian-Chinese (Zvonov, 1960, Gao Cu- 
Sun, 1960). As far as we know, the majority of these algorithms 
have not yet been tested in practice. 

 
3.2. Several accounts appeared in the Soviet scientific press of the  
French-Russian algorithm and dictionary which, as we said at the 
beginning of this chapter, were the first to be made and tested (see 
Kulagina, 1956, 1958b, 1959b, and, in the greatest detail, 1960- 
1962; Čekova, 1958). These accounts are summed up below. 

The authors compiled their translation algorithm in an empirical 
way. They first of all analysed the process by which a human being 
translated French mathematical texts into Russian.    Then they 
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supplemented their initial rules and perfected them with the help 
of additional texts and with reference to the textbook rule of French 
grammar, which had not yet been covered. The theoretical result 
of their work, in one direction, was that it modified the system of 
French word-classes; in another direction, this work was most 
fruitful in that it gave Kulagina an opportunity to elaborate her set 
theory model of language, which we have briefly referred to earlier. 

The dictionary containing 1200 types (cf. Section 1 of this chap- 
ter) was compiled from the works of the French mathematicians, 
Picard, Borel and Appel. They classified under the idioms the 
compound conjunctions, prepositions and adverbs (like le long de 
“along”, parce que “because”, à peu près “approximately”) as well 
as all the idioms in the traditional sense (like mettre en doute “call 
in question”) and also a few mathematical technical terms ex- 
pressed in several words. The majority of words have only one 
Russian equivalent in view of the fact that in mathematical texts 
the words are usually used in one sense only. There were, however, 
189 words with more than one meaning, so that the Russian part of 
the mechanical dictionary contains 1326 items. 

The French words are listed in their stem forms (i.e. the longest 
segments which they have in common in all their written forms). 
This stem is identical with the singular form for most of the nouns 
and with the singular masculine form for most of the adjectives, 
etc. Some of the verbs are listed under several stems (e.g. faire, 
fais, fai, fass, fe), and this was expedient because, if they had ap- 
peared with only one stem of the unchanged written form, this 
would have made it necessary to store too many endings (the re- 
duction of the stem to one letter would not have been considered a 
difficulty in itself). The exceptionally irregular verbs are sometimes 
included in the dictionary under separate stems, consisting of the 
stem and some of the endings taken together (e.g. être occurs under 
the following entries: êt-, ét-, se-; est, sont, soit, soient; the dic- 
tionary has to provide for only those forms, whether of words or 
of grammar, which are really expected to occur in mathematical 
texts, so that the forms for the 1st pers. sing., 2nd pers. sing., etc., 
may be omitted). 
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The Russian equivalents are entered under a similar stem form 
but, in the latter case, a noun may also frequently have several 
stems listed (e.g. the “stems” of ошибка “error” are ошибк and 
ошибок). The French machine word is not immediately followed 
by the Russian translation, the grammatical characteristics of the 
French word first being given; the procedure is similar in respect of 
the set phrases. After the grammatical analysis come the target 
language stem (word) equivalents and their grammatical treatment. 
Such a layout is advantageous, because the Russian part of this 
dictionary can also be utilized for translation from another lan- 
guage (as, in fact, was the case when translation was later made 
from English into Russian). 

We shall return to both the dictionary and the rules in more detail 
when we discuss the Hungarian-Russian algorithm and dictionary 
(see 3.4.). In the French part of the dictionary we find not only in- 
formation regarding the gender and the type of plural of the French 
noun but also an indication of the “right preposition” and the 
“left preposition”. This means that, for instance, in the expression 
à distance finie de “at a finite distance from” both prepositions are 
to be regarded as governing the noun distance. The one on the right 
réfères to the case and meaning of the following dependent noun and 
the one on the left refers to the case and meaning of the noun 
distance itself. 

Kulagina describes in detail the looking-up operations, the 
resolution of idiomatic expressions, the discrimination of homo- 
nyms, the processes of analysing the French sentence and the 
synthesis of the Russian one. In an appendix the rules for discrim- 
inating homonyms are included with the rules of analysis (in two 
notations). 

While working on these rules, Kulagina conceived her operator 
theory, which was a significant advance towards the mechanization 
of programming (cf. Kulagina, 1958e, 50-1). A study of existing 
analytic of programmes had revealed that, various as they are, they 
can still be broken down into a limited number of elementary operat- 
ions during which the information is transformed ; these few element- 
ary  operations  were called operators by Kulagina.   17 such operators 
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were established in the course of the French algorithm. They fall 
into three groups: checking operators [to see whether the word has 
a certain ending (the ending must be looked up in the table) and to 
check whether the word has grammatical information, etc.], 
summing-up operators (recording the information, marking the 
word on a certain scale, deleting the information, etc.) and, finally, 
miscellaneous operators which cannot be assigned to either of the 
other two groups. 

In order to show what kind of sentences were translated by the 
machine we quote three examples: 

1. Les relations que nous avons trouvées entre les racines et les 
coefficients  d’une équation  conduisent   assez  naturellement   à 
l’études des formes symétriques. 

Translation: Соотношения, которые мы нашли между 
корнями и коэффициентами уравнения, приводят достаточно 
естественно к изучению симметричных форм. 

2. Nous supposons que le cercle ait l’origine pour centre et 
l’unité pour rayon et de plus que le centre du cercle correspond au 
point Z0 de l’aire A. 

Translation: Мы предполагаем, что (чтобы) круг (окруж- 
ность) имеет начало в качестве центра и единицу в качестве 
радиуса и сверх того, что (чтобы) центр круга (окружности) 
соответствует точке Z0 площади (области) А. 

3. On peut conserver seulement deux membres de série (1). 
Translation: Мы могем сохранить только деа члена ряда (1). 

With regard to the last example, it must be added that, although 
the Russian programme contained both МОГ and МОЖ as the 
stems of the appropriate Russian verb, it (i.e. the programme) had 
to be corrected to obtain the desired form: “Мы можем...”. 

With regard to the question of the Russian-French algorithm it 
should be, in conclusion, stated that a similar experimental project 
was undertaken in Gorkij with a considerably smaller dictionary 
(containing some 500 different words) compiled from computational 
technical texts (cf. Agraev, 1958). 
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3.3. The most detailed information regarding the English-Russian 
algorithms worked out to date has been forthcoming from the 
Steklov Institute (cf. Mološnaja, 1957a, 1958a; a report on the 
various aspects of the programming, Bagrinovskaja, 1958; a longer 
exhaustive treatment, Mološnaja, 1960a). 

This algorithm raised a number of new theoretical problems. In 
view of the structure of English, those working on the algorithm 
were forced to come to the conclusion that different languages 
demand different approaches to the formalization of the informa- 
tion contained in them. The morphological analysis of English 
yields precious little information. Consequently, here the struc- 
tural-syntactic analysis of the utterances assumes the greatest 
importance. 

It was found necessary first to establish a new system of word- 
classes both for English and Russian, which would take account 
neither of meaning nor – especially in English – of the paradigms 
but would be based purely on the contexts in which the given words 
can occur. If it was found that two words could be surrounded by 
the same type of words in all cases, then the two words may be 
assumed to belong to one and the same class (the resemblance of 
this procedure to that adopted by Fries is striking; Mološnaja 
did, in fact, rely on Fries’s classes but they proved to be too compli- 
cated for her and so were used only as a starting point; she relied 
furthermore on Jespersen’s method elaborated in his analytical 
syntax). 

Altogether Mološnaja established 19 word-classes for English 
and 17 for Russian; if the sub-classes are also taken into account, 
the number for English rises to 45 and for Russian to 34. Here are 
the major English classes: noun, personal pronoun (with two sub- 
classes for the nominative and the oblique case), the impersonal 
pronoun “it”, adverbial nouns (e.g. next morning), verbs (with 
sub-classes), adjective, primary adverbs and secondary adverbs 
(the former the adverbs proper and the latter those in -ly), preposi- 
tion-like adverbs, etc. 

It may be mentioned as an interesting feature of the classification 
that the words:  much,  many,  few,  any,  some, little and the “negative 
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pronoun ‘no’” from English and много, мало, несколько, ничего 
and cardinal numerals from Russian made up one separate class 
[Mološnaja found such makeshifts so horrible that when writing in 
a linguistic journal (1957a, 93), she made it clear in a footnote that 
machine translators are guided simply by expediency, and whenever 
it is not possible for them to accept the traditional classification, 
they are left with no other choice than to establish their own 
classes]. 

The division of the words into such classes is, of course, not an 
end in itself; its purpose is to facilitate the subsequent analysis of 
the sentence in successive “configurations”, that is, in syntagmatic 
units usually consisting of two and occasionally of more words. 
The analysis is carried out by the machine “folding up” the con- 
figurations in a strictly predetermined order and substituting the 
basic member for the whole syntagma (thus, from “The old man” 
we pass through various stages ultimately to arrive at “man”, from 
“takes his shabby coat” we obtain “takes”, etc.). The translation 
into Russian is then effected by “unfolding” the “folded” con- 
figurations in which the relations of the elements are stated and the 
relations of the configurations to each other clarified. Then the 
English words are replaced by Russian words and these in turn are 
provided with the appropriate endings. 

Another serious difficulty in English is presented by homonyms, 
a relatively easily soluble example of which is a homonymie pair of 
the type “(to) work” and “(the) work”. The stems which can be the 
stems of more than one word at the same time are given complex 
indexes, while other words only have a simple index to indicate 
word-class. In this way, the resolution of the problem of homonymy 
technically amounts to the elimination of the complex indexes. In 
connection with this difficulty, Mološnaja worked out a complicated 
set of rules with instructions of a detailed morphological and 
syntactical type. A characteristic feature of the serious nature 
of the problem is that, whereas in the first version of the rules 
the elimination of homonymy worked parallelly with the sentence 
analysis, it was later found that this procedure would make 
the analysis too cumbrous.  The  machine  has now,  therefore, 
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to eliminate homonymy before an analysis of the sentence is under- 
taken. 

Finally, one external fact may be mentioned in connection with 
Mološnaja’s work, namely that the mechanical dictionary is based 
on R. Bellman’s Stability Theory of Differential Equation (N.Y., 
1953), and contains 1026 items. 

The English-Russian algorithm then in preparation (and since 
completed) at the Computational Institute was reported on at one 
of the Leningrad conferences (Bel’skaja, 1958). This dictionary is 
considerably larger than that of Mološnaja. Altogether 2300 words 
were taken from a variety of texts on applied mathematics. This 
vocabulary was then tested on 300 sentences taken from similar 
texts and it was found that the amount chosen satisfied the re- 
quirements. It was also felt that a mechanical dictionary should 
normally be based on a more or less restricted specialized field 
(i.e. it should be restricted even within the confines of one science). 
This, they felt, would ensure the attainment of a double aim, 
since the dictionary would be of a reasonable and manageable 
compass varying between 3,000 and 3,500 words and, what is even 
more important, a reduction of polysemy would become possible. 
It was found, incidentally, that to tackle any remaining polysemy 
it was not necessary to extend the analysis to a larger context than 
the sentence. 

The translation itself is effected in three phases. The first phase 
consists of the lexical examination (using the operations for finding 
the dictionary form of the word, the grammatical analysis of the 
“unknown words”, the syntactic analysis of the “formulae” and the 
resolution of homonyms and words with different meanings). The 
second phase contains the analysis (viz., of the verbs, of the punc- 
tuation marks, of compound sentences into simple ones, of nu- 
merals, nouns and adjectives, and of the word order and the way in 
which it must be changed in the translated sentence). The third 
phase assembles the Russian sentence by synthesis (in the following 
order: derivation, verb, adjective, noun). It should be observed 
that numerals are assigned partly to the nouns and partly to the 
adjectives in this system. 
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A third, experimental English-Russian algorithm and dictionary 
(containing only 500 items taken from radio-engineering texts) was 
also prepared in Gorkij (Komissarova, 1958). 

Work on a Russian-English algorithm and dictionary was under- 
taken in Leningrad (see Zasorina, 1958). The complicated instruc- 
tion system for the elimination of homonymy was omitted. The 
homonymie ambiguity of the Russian inflexions also caused quite 
a serious obstacle (both within particular paradigms and between 
the inflection types). 

3.4. The Hungarian language was of special interest for the general 
linguist. This belonged to the Finno-Ugrian group of languages, 
which had the oldest written documents and was spoken by the 
greatest number of people. The latter had had, moreover, an inten- 
sive contact with the speakers of Indo-European languages; this 
had, therefore, had a considerable effect on its vocabulary in the 
first place. Apart from these historical interests, its structural 
peculiarities had also attracted a good deal of attention from early 
times. As the interest of general linguistics in matters of linguistic 
structure developed, this aspect of Hungarian moved into the focus 
of study. 

Hungarian displays quite a number of remarkable structural 
features, and it was these that induced Mel’čuk to attempt to work 
out a Hungarian-Russian algorithm and dictionary for experi- 
mental purposes. Here are some of the peculiarities pointed out by 
Mel’čuk: Hungarian is an agglutinating language like the Turkish 
languages (some of which are spoken in the Soviet Union), its 
compounds and separable verbal particles raise questions met with 
also in German and English. Because of the widely divergent 
word order of the two languages, special sets of rules had to be 
devised, since it was found that, even when the Russian words had 
the right form in the translation, the word-order was too Hungarian, 
which occasionally destroyed the sense of the translation. 

Hungarian, it was thought, combined within itself, the special 
difficulties met with in a number of languages. If, therefore, 
satisfactory  approach  to  these  problems could be found,  this might 
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provide a clue for the solution of these problems in other languages 
(of course, it was not expected that anything more than a clue 
could be found, because it was clear that such phenomena as the 
separation of the Hungarian verbal particles bore only a slight 
analogy to similar phenomena in German, etc.). 

Mel’čuk, who is a Romance linguist (Spanish being his speciality), 
applied himself to a study of Hungarian. He chose linguistic texts 
for his translation experiment. He took some six pages of non- 
continuous text from two of G. Bárczi’s works (“The Origin of the 
Hungarian Word Stock”, 1959, and “Introduction to Linguistic 
Science”, 1953). He took care to select passages containing as 
many sentences of a complicated structure as possible. After com- 
pleting his rules and glossary (he did not aim to compile a dictionary 
of any size), he carried out some random checks to see if his pro- 
visional rules of grammar needed to be supplemented. 

Like the other binary algorithms, those of Mel’čuk contained the 
following stores of data and instructions: (1) a dictionary of stems; 
(2) idioms; (3) a list of post-positions (the need for such a list was, 
of course, primarily created by a language like Hungarian); (4) lists 
of (Hungarian and Russian) inflexions; (5) a list of peculiarities; 
(6) techniques of dictionary search (this need was also first created 
in connection with Hungarian, see below); (7) rules for resolving 
homonyms; (8) rules for segmenting the sentence; (9) analytical 
rules; (10) synthetic rules; (11) rules for Russian sentence con- 
struction. 

I shall now describe some of these stores (namely : (1), (5) and (6)) 
in more detail (they were first presented to a meeting of the MT 
Association on 18th April, 1957; for a printed version, see Mel’čuk 
1958c). 

(1) In view of the agglutinating character of Hungarian, its stems 
vary little, so that the list of Hungarian stems does not differ 
greatly from an ordinary Hungarian dictionary. As in other 
mechanical dictionaries, here too the longer stems stand before all 
those stems which are included in them (e.g., azonban “however”, 
az “the”/ “that”; hanem “but”, hant “clod”, hat “six”, ha “if”). 
The stem  variants are  listed separately  in the store  of the stems, an 



MACHINE TRANSLATION 115 

indication being given of the basic form of the stem : szav = szó 
“word”; abb = azb “(in) that”; ehh = ezh “(to) this”; irodalm = 
irodalom “literature”; vol = len = van “be”, etc. According to 
Mel’čuk, this problem could have been handled ever more simply in 
view of the fact that the stem usually undergoes only one of the three 
following possible changes: (a) shortening, elision (viz-vizet “water” 
nom. and acc.resp., hatalom-hatalmat “power” nom. and acc. resp.); 
(b) vowel interchange (idő-ideje “time-his, her, its time”); (c) 
insertion of -v- (nő-növ/ünk/ “grow-we grow”), there is also occa- 
sionally a fourth case: (d) metathesis (teher-terhek “burden-bur- 
dens”). By programming the machine with these rules it may be 
feasible to include the words in their basic stem forms only. 

The Russian part of the stem list is regular: грамматик-, чтени-, 
част-, фонетическ-, писа-, счита-ся, etc. 

The entries under each stem contain the following information: 
1. Russian equivalent. 
2. Hungarian information concerning (a) word-class, (b) gram- 

matical analysis (vowel harmony, conjugational type, etc.), (c) 
idioms, (d) post-positional government, if any. 

3. Russian information concerning (a) Russian stem output, (b) 
grammatical characterization. 

4. Other explanations. For instance, the information under 2(c) 
indicates that the word in question or some of its forms may take 
part in an idiomatic expression (e.g., the word form részt “part” 
acc. may occur in this form in the expression részt vesz “take part”), 
if this indication is encountered, the machine does not produce an 
immediate output but first has to examine the neighbouring words 
to see if the whole forms a particular idiom. If the result is negative 
then it proceeds to process the word (rész in our example), but if it 
has found the verb venni in some form in the neighbourhood it 
deletes the information extracted so far and processes részt venni 
as a unit. 

(5) An appropriate index number referring to the list of “peculi- 
arities” is given to such words as szabad “may” or kell “must”, 
because of the peculiar construction in which they may occur, and 
also to impersonal verbs, etc. 
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(6) As has been said, there were no special rules for dictionary- 
hunting in translation from French or English. In these two cases, 
the word encountered in the dictionary was invariably the stem and 
the other parts the endings: chant-aient, dog-s (the few exceptions 
occurring in technical material were entered as separate items). In 
Hungarian, however, a different technique was called for, because 
of the mentioned peculiarities of this language. For instance, the 
dictionary contains the following information with regard to the 
separable verbal particles: (a) the simple verbs without particles; 
(b) all the separable particles; (c) all the pairs of verbs in which the 
prefixed one is translated differently (at least, in Russian) from the 
non-prefixed one (e.g. határoz “decide”, meghatároz “define”; (d) 
verbs which rarely ever occur without the separable particle 
(befejeződik “come to an end”, megállapít “state”, etc.). 

To illustrate the way in which the rules operate I shall quote a few 
of the looking-up operations. As will be seen, each operation 
consists of two phases: condition (i.e., the case when the rule given 
has to be used) and instruction (i.e., what is to be done in a given 
case). 

“THE LOOKING-UP OPERATIONS 
0. The word is not encountered in the dictionary (that is, no stem 
can be found which the hunted word would contain in its entirety) - 
see if there is a verbal particle prefix which the wanted word contains 
completely. 
00. The dictionary contains no verbal prefix which the word in 
question would include completely - see if there is a prefix in the 
word to the right or in the word to the left of the wanted word. 
00.0. There is no prefix - the search must be discontinued (the 
given word is missing from the dictionary because of its limited 
size). 
00.1. The prefix is found - it should be attached to the wanted word 
and the word so obtained should again be looked up in the dic- 
tionary. 
01. The dictionary includes a prefix which the wanted word con- 
tains in full - it should be detached and the word sought again in 
the dictionary” (pp. cit., 231). 
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Whilst describing the rules, Mel’čuk analyses a few Hungarian 
sentences and, in an appendix, he gives a variety of Hungarian 
sentences for the benefit of those who do not know the language 
(or any other related languages), but wish to make an experiment 
with the help of his mechanical rules and dictionary to see if they 
can succeed in effecting a purely mechanical translation. Here is 
one sentence of medium length and complexity : “A diachronikus 
vizsgálat foglalkozhatik túlnyomóan alaki kérdésekkel, pl.  264).1 

Mel’čuk came to a number of conclusions of a general validity 
while trying to overcome some of the peculiar difficulties presented 
by Hungarian. The most far-reaching will be dealt with later when 
we come to the problem of the intermediary language (see below). 
Here we can refer to a less comprehensive lesson drawn by Mel’čuk 
(cf. 1958b). Mel’čuk, who had a working knowledge of the funda- 
mentals of the Hungarian language, knew quite well that the plural 
number would occur there less frequently than in Russian. In 
consequence, he at first wanted to formulate a rule which would 
have instructed the machine to check whether a numeral or any 
other word occurring to the left of a noun in the singular made it 
necessary to put the Russian output into the plural. 

However, in view of the fact that the machine would have had to 
perform a great number of such checking operations in connection 
with the frequent occurrences of Hungarian nouns in the singular, 
this procedure would not have been economical. A statistical 
computation carried out on a limited sample showed, however, 
that the words making the pluralization of the Russian noun 
necessary were not so frequent after all, so that it was more ad- 
1 The English translation is as follows: “Diachronic investigation may for the 
most part deal with questions of form; e.g., it may study within the framework 
of particular languages or language groups the development of individual 
sounds, their replacement, alternations in the phonetic shape of words and 
morphemes or the formal modifications in the sentence and the relational 
elements”. 
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visable to reverse the process and base the checks on the much less 
frequently occurring numeral adjectives. This idea led to the 
principle of “proceeding from the less frequent towards the 
frequent”. 

4. A few studies were also published which dealt with partial 
aspects of MT and tried to standardize the findings arrived at 
during elaboration of some of the rules. 

4.1. In this connection, we should like to draw attention to the 
ideas put forward concerning the machine dictionaries (Bel’skaja, 
1959). The respects in which they differ from orthodox dictionaries 
are summed up as follows: 

1. The words of the source language and those of the target lan- 
guage are listed and stored separately and, in addition, suitable 
indexes are provided which make it possible to make a translation 
in the other direction. 

2. All dictionaries are divided into two sections, one containing 
the words with one meaning and the other those with several 
meanings. Of these two, the former is further subdivided into two 
subsections, technical terms of one meaning arranged according to 
the various specialized fields and common words of one meaning. 

3. Whereas ordinary dictionaries list, for the most part, only the 
irregularities of selected words, the machine dictionary endeavours 
to supply all the possible grammatical information. The machine 
dictionary renders the “relative meaning” of a word. This means 
that, in contrast to the “absolute meaning” which the given word 
has in the language concerned (this meaning is given in detail in the 
unilingual dictionaries), here only those equivalents of the output 
language are recorded which can be put directly into the particular 
contexts, for no allowance can be made for the “ability” of the 
translator to select in every case the exact meaning required by his 
text. 

A word may have a zero meaning in the mechanical dictionary. 
This is the case when a given word requires no translation into the 
language concerned (e.g., the sequence “It is interesting to note ...” 
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contains three such words with a zero meaning in relation to Rus- 
sian, viz. “it”, “is” and “to”). 

This subject has also been handled by others (e.g. Strelkovskij, 
1958; a survey of the possible methods of compiling mechanical 
dictionaries, Kalužnin, 1962a; the German dictionary, Belokrinic- 
kaja, 1961c; Japanese, Jefimov, 1961b; Chinese, Žerebin, 1961b). 

4.2. Several studies are concerned with the special problems of 
morphological analysis in translations from Russian (Mel’čuk, 
1960c, 1961b; Nikolaeva, 1961a, 1961h; Sevbo, 1962), from German 
(Paršin, 1961), and from Chinese (Zvonov, 1961a). The questions 
connected with the programming of the analysis on Soviet computers 
(e.g. the “Kiev” machine) are discussed by Griščenko (1961). 
Particular classes of words have also received treatment (English 
verbs, Bykova, 1962; Chinese auxiliaries, Zvonov, 1961b). 

Mel’čuk discussed particular aspects of his syntactical analysis 
(1961a) and its general principles (1962c). 

With regard to the synthesis of Russian, the works by Nikolaeva 
(1961g) and Zasorina (1962) may be mentioned. 
4.3. Kulagina has been engaged in a project to work out methods 
for the automatization of the programming of MT (cf. Kulagina, 
1958a, 1959b; Mel’čuk, 1961d). 

5. There is a certain measure of disagreement between the Moscow 
and the Leningrad researchers as regards the question of a mechani- 
cal intermediary language. It was while working on the Hungarian 
algorithm that Mel’čuk reached the conclusion that it would be 
more expedient to make not a word-for-word translation but one 
which was based on syntagmas (by the way, it was the extremely 
difficult problems raised by Hungarian word order in relation to 
Russian which started him thinking along these lines). This was 
only a short step from his model of a mechanical intermediary 
language. Plainly, even the most divergent languages display 
syntagmas of a comparable nature, such as the possessive, adjectival, 
objective, etc., despite the obvious fact that these are constructed in 
in a variety of different ways in the particular languages. 
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Let syntagmas with an identical function (e.g. the possessive 
relation) be set out in a table and let this table be given a number. 
Let us do the same for the other syntagmas in the different languages 
and let all these tables each receive a number. The total of these 
numbers will constitute the syntactical system of a universal inter- 
mediary language. All the machine will have to do will be to identify 
a syntagma of the source language and, on the basis of that, find the 
appropriate table. It will then be able to translate into any other 
language, an operation for which it has been provided with the 
necessary words, and it will have no difficulty in constructing the 
syntagma required. (These thoughts were first recorded in an article 
about the lessons to be drawn from the work on the Hungarian- 
Russian algorithm, 1958b; he addressed the IVth Congress of 
Slavists on the same topic in the autumn of 1958; see also the 
publications 1958a, 1959a, 1960c, 1960d.) 

Thus, it can be seen that the general analytical set of rules is 
nothing but an algorithm which is used for the morphological 
analysis of an imaginary language which contains all the morpho- 
logical peculiarities, factual and fictional, of the languages fed into 
the machine (cf. Mel’čuk, 1960c, 106). When this general or universal 
programme is used for actual translation from one concrete lan- 
guage into another, the machine disregards the categories and 
oppositions not actually needed and uses only those that are called 
for in the interrelation of the two languages concerned. 

Viewed from this standpoint, the universal mechanical intermediary 
language is a system based on the correspondences and interrela- 
tions of the languages concerned. In terms of the set theory model, 
the intermediary language is the sum of the sets of the languages 
taking part. This means that the differences between any two lan- 
guages may be expressed but are not necessarily expressed. Lexical 
and morphological correspondences meeting in “nodes” represent 
the “words” of the intermediary language. Some of these “words” 
may or may not appear (e.g. the category of number is present in a 
translation from Russian or from English but it is absent when 
Chinese is translated). 

Besides words,  the intermediary  language  possesses  only a 
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syntax. The syntactical correspondences of the languages con- 
cerned set up “nodes” and these constitute the rules of this syntax. 
In view of the fact that this language consists entirely of words and 
syntactical rules, there is a close resemblance between it and symbolic 
logic which also consists only of certain groups of elements and 
certain rules for their combination. It follows from this peculiarity 
of possessing only certain elements and the rules for their combina- 
tion that such a language satisfies the requirement of general validity. 
It covers everything and anything that may conceivably occur in 
the sphere of words and syntax in any concrete language and, 
furthermore, it is well suited to the expression of anything that may 
have to be expressed in the case of two actual languages. 

All that has been said so far refers only to the level of the content 
of the intermediary language; the level of expression has not yet 
been completely clarified. It may be that the syntactical informa- 
tion will be stored directly opposite the lexeme symbols in some 
form of index. The intermediary language of this model has so far 
only been worked out for English, Chinese and Hungarian material. 

Mel’čuk's aim was primarily to devise on the basis of this material 
a system of rules and the means which make it possible to describe 
and store the information in the most economical and suitable form. 
Using this intermediary language, the process of translation goes 
through the three following successive stages : the analysis stage, in 
which the machine converts the input language into a series of fixed 
configurations; the stage in which the configurational system of 
the source language is converted into that of the target language 
and, finally, the synthesis stage, in which the machine supple- 
ments the configuration output with the actual text of the language 
into which the translation is desired. As can be seen, in this procedure 
the operation of analysis is completely divorced from the process of 
translation itself. 

This latter peculiarity characterizes another conception worked 
out for an intermediary language. Its author was N. D. Andreev 
(his main pertinent publications appeared in 1957 and 1959c; see 
also Andreeva, 1963). According to his idea, the intermediary 
language is an artificial language complete with its own vocabulary, 
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morphology and syntax; in other words, fundamentally, it is not 
unlike Esperanto (although differing from it to the extent that it 
consists of symbols intelligible only for the machine). Moreover, 
just like the artificial languages for human beings, this language is 
also “streamlined” ; that is to say, arbitrary decisions are taken as 
to what features the intermediary language should include or 
exclude. 

In this way, the world’s great languages (great in the sense that 
they are spoken by a great majority of people and play an important 
role in international communications or may be expected to become 
more important in the future, so that, for instance, African languages 
can also be included under this latter heading) are studied and each 
is given an index of “relative weight” in order of relative “great- 
ness”; for example, Chinese has an index of 24, Hindustani 18, 
English 10; Russian 8, ..., Arabic 3, Indonesian 3, Swahili 2, etc. 

The importance of the features found in the individual languages 
is assessed in relation to the “total relative weight” of such a feature. 
For instance, it is found that it will be advisable to place the ad- 
jective in front of the noun (a ratio of 77:23 favours this decision), 
the subject before the predicate (85:3), the predicate before the 
object (61:27), etc. 

In terms of the set theory model, we can observe the following 
differences: whereas Mel’čuk’s envisaged intermediary language is 
the sum of the participating languages conceived as sets, Andreev’s 
intermediary language is the intersection of the participating 
languages conceived as sets. Andreev takes each of the other ideas 
advanced in turn and proves why the genetic model, Mel’čuk’s 
correlational model, the simplifying model, etc., are all, judged 
from the standpoint of the degree to which their aim is achieved, 
inferior to his planned synthetic intermediary language. 

Both these general conceptions were promoted by a number of 
investigations of detail, whereas other research attempted to put 
some of the comprehensive theories into practice. The exponents 
of the correlational theory have made some progress in working out 
the vocabulary of the intermediary language (Belokrinickaja, 1959, 
1961b),  have considered the translation of some conjunctions from 
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the input into the output language (Džaparidze, 1959) or have refined 
the structure of the synthetic rules (Nikolaeva, 1959; Mel’čuk’s 
article, to which we have already referred, also touched upon some 
questions of detail). 

The Leningrad scholars, on the other hand, reported on the 
questions of the genus of the verb in their envisaged universal 
language (Berkov, 1959b), took up the problem of vocabulary 
(Berkov, 1959a), and discussed the essentials and redundancies of 
grammatical information in the intermediary language (Lejkina, 
1959) and the categories of number and tense in the same (Ioffe, 
1959). 

Of particular importance for MT and the intermediary language 
is the question of a symbolic language suitable for the description 
of the algorithms. Work in this field was covered by a report made 
to one of the Leningrad conferences (Andreev, 1959b; see also 
Beleckij, M. of Erevan, 1959; references and publications on this 
subject can also be found elsewhere). 

6. As we observed above, Šaumjan’s theory makes much of the 
fact that language is a natural system of signs which can assume 
both an acoustical and visual form. The examination of this duality 
was made all the more vitally important with the advent of MT and 
the multiple applications of electronic computers. It became neces- 
sary to keep these two aspects of language consistently apart and to 
study both separately. 

It might seem that this is exactly what linguistic study has always 
done. The true state of affairs, however, is that, whilst pre- 
Saussurian linguistics had tacitly regarded the written form as 
fundamental and yet had not really attempted to make a systematic 
study of writing, since about the time of De Saussure the sound form 
of language has been given special (almost exclusive) importance, 
so that the written form has been increasingly relegated to the 
background. 

Nevertheless it is clear that if the visual form is neglected the 
acoustic form can only be imperfectly known by virtue of the close 
connection between the two.  This is too involved a question to 
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discuss here (see, however, Chapter 1, Section 3.1 above and for 
more detail, Papp, 1963). Instead, we shall briefly mention a few of 
the current questions relating to these two phenomena of language. 

6.1. Nikolaeva (1960b, 1961e) makes it quite clear why in her view 
the systematic study of the written language and the compilation 
of a “grammar of written language” are matters of such great im- 
portance. The reason for this is that the machine always works on 
written material and, therefore, the morphological categories al- 
ways present themselves in the written norm and not in the spoken 
norm. 

As everybody knows, there may be considerable deviations be- 
tween the two. For instance, whereas a Russian noun, as far as its 
sound norm is concerned, may have the following endings in the 
nominative singular: Ø (zero morpheme), -o, -e and -a, the written 
norm may have the following endings in the same case : ь, й, о, e, ё, 
а, я and Ø. For the same reason and taking into consideration 
parallel differences with regard to the other cases, there are 36 
noun declension types in the written language as opposed to 55 in 
the spoken language (Nikolaeva’s figures). 

This deviation also applies, of course, to the other word classes. 
For example, we can state the rules for the formation of the Russian 
imperative in two quite different ways, depending on whether it is 
the written or the spoken norm which is being applied. The latter is 
the simpler: the suffix of the imperative mood is -i if the stem does 
not end in -j and the 1st per. sing, form is stressed; in all other 
cases it is zero. With regard to the written form, on the other hand, 
we are confronted with three possible suffixes, the letters Й, И and 
Ъ and their uses. 

6.2. There is, however, a quite different aspect of this dichotomy, if 
we view it from the standpoint of MT. It is desirable for a machine 
which works on written texts to read the texts, in which case it 
should be able to put the texts into the machine without the need for 
human aid. 

This aspect assumes cardinal importance when we want the 
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machine to make annotations and resumes, because, here, if any- 
where, speed and the processing of considerable amounts of text 
are essential factors. Human intervention reduces this process to a 
very painstaking, laborious and slow operation. The Soviet press 
has often given accounts of suggestions and plans for automatic 
reading apparatus of this type (cf., e.g., Komandrovskij, 1961). 
     Naturally, in order to develop and perfect such a mechanical 
device to any degree of efficiency, a thorough study of printing types 
is necessary. It must be discovered what invariants they contain, 
and – at least, for the most frequent letter types – it must be ascer- 
tained what various forms these invariants may take (cf. e.g., 
Nikolaeva, 1961c, Efimov, 1961a – the latter analysing the system 
of Chinese hieroglyphs). 

6.3. Finally, a further matter arising out of this dichotomy is the 
need for a bridge between the two forms (acoustical and visual) of 
language which can, at least, connect these forms in the direction, 
namely from the acoustical to the visual, by some mechanical 
means. In short, how can the spoken language be converted 
automatically into the written language? 

Ivanov (1961 f) points out the theoretical possibility of controlling 
mechanically our concepts of the phoneme, of the distinctive 
features and of their rightness or wrongness if we can get a machine 
to reproduce the phenomena in an active or passive way (the latter 
is the case when the machine can break up a continuous flow of 
sounds into phonemes). 

Concrete experiments have already been carried out in this 
direction, mainly in Leningrad (see Čistovič, 1961, 1962). Other 
experiments aimed at word-level discrimination (analysing texts 
into words) (Žirmunskij, 1961, Panov, 1961, Sokolova, 1962), and a 
theoretical study compared the information theory parameters of 
the two norms (Piotrovskij, 1962a). 

7. A few other tasks which can be undertaken with the help of high 
speed computers were also suggested. 
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7.1. Of these – thanks to the 1961 conference – the most widely 
discussed were the study of information retrieval and the informa- 
tion languages of particular sciences. After a few reports on other 
subjects (Agraev, 1959, Langleben, 1959) the above conference 
heard reports on the compilation of the information languages of 
geometry (Kuznecov, A., 1961), descriptive linguistics (Ivanov, 
1961e) and mechanics (Lavrentjeva, 1961); mathematics was given 
similar treatment in the Kiev collection of papers (Kalužnin, 1962). 
See further Gorkina, 1961, Purto, 1961, Skoroxod’ko, 1961. 

7.2, Mention may also be made here of suggestions for the mechan- 
ization of certain linguistic tasks or the criticisms of such attempts 
(Mel’nikov,  1959, Ševoroškin,  1962, Suxotin,  1962, Knorozov, 
1962). 
 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 



 

 


