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INTRODUCTION: BACKGROUND TO THE METHODS USED 

The Groupe d’Etudes pour la Traduction Automatique (GETA) is a 
research group founded by the late Professor B. Vauquois in 1971, and 
pursuing the work of the former CETA laboratory (1961-70). GETA’s 
methodology has been discussed extensively elsewhere [5, 6, 8, 20]. It 
revolves around three main facets: how to automate the translation process, 
what kind of linguistics to incorporate in the ‘lingware’, and with which 
kind of basic, linguistics-independent software. Before we go on to describe 
specific translation systems, let us review these three facets briefly. 

HOW TO AUTOMATE THE TRANSLATION PROCESS? 

Research on machine translation (MT) centres on the automation of the 
translation process, rather than on the perfect translation of some particu- 
larly difficult test sentences. The real problem to attack is the translation of 
documents in some real setting. 

Hence, we envisage MT systems as components of larger systems such 
as computer aided translation (CAT) systems, themselves possibly 
included in documentation systems, to take an example. 

Translating a document usually involves four phases: 

— acquisition of the document and terminological preparation. 
— rough translation, possibly done in parallel by several translators. 

Following a suggestion by H. Karlgren, we will call the rough 
translation ‘raw’ when it is produced with revision in mind, as 
opposed to ‘crude’ when no revision is foreseen (online translation 
of abstracts in a database, for instance). 
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— revision, if any, sometimes done in several passes: for technical 
documents, technical revision by a (possibly monolingual) special- 
ist in the field is often required. 

— output of the final document, including figures, charts, etc. 

A document may be created in a translation environment (as in the EC), 
or sent to it in its final form. As soon as some automation is envisaged, 
machine aids are in current use for putting the document in machine- 
readable form (text-processing systems, possibly coupled with OCRs). 

Strictly speaking, the creation of a document is not a function of the 
translation process. But, if this creation can be linguistically controlled by 
some linguistic process, automation of the rough translation becomes a lot 
easier. The TITUS system (of the Institut Textile de France) illustrates this 
point. 

CAT techniques centre around the total or partial automation of the 
rough translation process. Two main approaches have been tried. In the 
first, translation is done by a program, in batch or interactive mode. 
GETA, TAUM, SFB-100, and METAL all follow the batch line. BYU 
(ITS), ALPS and WEIDNER have tried the interactive approach. Such 
systems are generally referred to as machine translation (MT) systems, or 
as human aided machine translation (HAMT) systems. 

The second approach is generally called machine aided human transla- 
tion (MAHT). Here, emphasis is on the automation of the translator’s 
office, with specialised text processing systems, fast access to online 
terminological databanks, spellcheckers, etc. 

Within the HAMT approach, two strategies are possible. First, one can try 
to define some subset of a given natural language as a formal language. 
Then, an analyser is built. If a given unit of translation is ‘legal’, it will be 
translated. If not, it will be rejected. Hence, the automatic system is a 
‘partial system’, because it translates only N% of the input. TAUM- 
METEO (until August 1985), or the first CETA systems (before 1970) are 
good examples of this strategy. 

The second strategy, followed in all current GETA systems, is to build a 
‘total system’, which will always attempt to translate 100% of the input, 
even if it is partially ill-formed with regard to the implemented linguistic 
model. 

The revision of a document is usually done with the help of text processing 
systems. But the automation of the revision function itself has not yet been 
attempted, neither by GETA nor by others. It seems that the level of 
understanding and of general knowledge required to perform even a 
‘linguistic’ revision is higher than the one required for translation. This is 
even more true in the case of ‘technical’ revision. 

Automated systems for the output of the final document are widely 
used, and are not an object of study for research groups in MT. 
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LINGWARE 

Here are the main points of GETA’s linguistic methodology. 

— Translation units are larger than sentences, and typically two or 
three 
paragraphs long. All other real-size translation systems translate 
sentence by sentence. 

— The systems rely on the transfer approach. Analysis and generation 
(synthesis) phases are strictly monolingual, while transfer (lexical 
and structural) is bilingual. 

— The systems use only linguistic knowledge, and do not as yet make 
any 
use of any ‘expertise’, that is of an explicit representation of the 
domain of discourse, separated from the linguistic knowledge. In 
other words, they behave like compilers of artificial languages, 
which translate programs without being able to recognise the 
functions computed by these programs. 

— Multilevel interface structures (decorated tree structures), imagined 
by B. Vauquois in 1974, represent units of translation at various 
levels of linguistic interpretation, ranging from lexical properties to 
semantic and logical relations. 

— Lexical units are used to represent whole derivational families, thus 
allowing easy inter-class paraphrasing in generation. To the best of 
our knowledge, no other group or firm is yet using this organisation 
of the lexicon. 

— Heuristics   are   used   in   linguistic   programming,   as   well   as 
declarative/combinatorial techniques. 

— In 1983, B. Vauquois introduced the use of Structural Correspond- 
ence Static Grammars (SCSG) to specify and document the ‘dyna- 
mic’ grammars written in the various Specialised Languages for 
Linguistic Programming (SLLPs), transposing methods of soft- 
ware engineering to lingware engineering. 

SOFTWARE 

— Linguists and lexicographers use an interactive and integrated pro- 
gramming environment hiding all ancillary tasks (like file manage- 
ment), called ARIANE-78. 

— linguistic programming is done in SLLPs, all based on production 
systems and incorporating very high-level data and control struc- 
tures (decorated trees, recursion, parallelism, non-determinism, 
heuristic functions), with built-in checks of possible sources of 
undecidability (infinite loops). 

— the generalised use of transducers rather than analysers leads to the 
possibility of implementing fail-soft techniques. 
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MT SYSTEMS DEVELOPED AS LABORATORY EXPERIMENTS 

Types and aims of such systems 

MT systems are developed in the laboratory for four main reasons. 

1. To validate the linguistic methodology for multilingual systems by attack- 
ing various languages, preferably pertaining to different groups or 
families. This is why we started long ago with Russian-French, and 
are now beginning a study on French-Chinese. 

2. For training and testing purposes as is or was the case for Portu- 
guese-English   (POR-ENG),   French-English   and   English- 
French ‘for the example’ (BEX-FEX and FEX-BEX), English to 
Chinese and Japanese (INI – HAN, JAP), or Chinese into five other 
languages (HAN-ENG, FRA, GER, RUS, JAP). 

3. To prepare further large-scale development by developing methods 
and  tools for lingware engineering,  and  carrying out genuine 
experiments. This has been the case for Russian-French since 
1982. 

4. To support linguistic research on some language(s) or pair(s) of lan- 
guages (e.g. German-French, English-Arabic). 

There now follow further details on the two most developed systems. 

Russian - French: a real-size operational prototype 

This system is being constantly developed, improved, and used on real 
texts, in the framework of an operational translation unit (since April 
1982). 

The various dictionaries contain some 7,500 lexical units in Russian and 
5,000 in French, which amounts to roughly 30,000 terms in normal 
dictionaries (remember that a lexical unit is a family of ‘lemmas’, which 
may correspond to simple or complex terms), because of the richness of the 
derivational systems used for the two languages. 

The grammars cover a possibly too wide range of typologies, ranging 
from titles and technical abstracts to scientific articles. Technical abstracts 
are by far the most difficult, due to the poor quality of writing, the length of 
sentences, the abundance of apocopes (e.g. the abund. of apoc.’), and the 
presence of figures and mathematical formulae. 

As the texts are not presented on magnetic support, it is necessary to type 
or read them in. In 18 months (April 1984-October 1986), around 
200,000 running words, or 1.5 million characters, have been input into the 
textual database, half of them using an OCR (in co-operation with the 
Paris-based CERTAL research group). 

In  one  month    (September  1986),    around   835 abstracts  and  texts,   or 
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97,000 running words, have been translated or retranslated on a shared 
minicomputer (IBM 4331-2 with 4 megabytes under VM/CMS), to present 
a set of coherent results in the final report of a contract with the Ministry of 
Defence. 

This system is also used as support for contrastive studies by its main 
author, N. Nedobejkine. 

Some examples of machine translations with manual on-screen revisions 
are given in the annex. In the first, long example, some words appear 
between brackets, like (<"m_AMX-30>). This is because their lexical unit 
was not in the Russian dictionaries. But, in most cases, the morphological 
subgrammar for unknown words has correctly analysed them. Here, the 
special prefix "m introduces a trademark, hence, an inanimate proper 
noun. 

The second, shorter example, exemplifies the improvement obtained by 
modifying the lingware. Here, three or four dictionary items have been 
corrected in transfer and generation. For example, ‘introduction dans’ is 
replaced in the second translation by ‘introduction à’, and ‘golografia’, 
having been indexed, is no longer broken down into ‘golo-’ (nude) and 
‘grafia’ (graphy), and is correctly translated as ‘holography’. 

The virtual central processing unit (CPU) time used for translating one 
word is about 1.4 Mipw (million operations per word). In terms of elapsed 
time on a shared 4331-2 (4 Mb, 0.4 Mips), it amounts to 20 minutes per 
page of 250 words. On-screen revision of the long example (TANK2) took 
less than 15 minutes, including terminological discussion, and using the 
standard ARIANE-78 REVISION subenvironment (XEDIT in two or 
three windows configuration, plus some useful macros associated with 
certain keys). 

German-French: a feasibility study supporting linguistic research 

This system uses the same generation of French as the former one. The 
German side (analysis and transfer) is still a prototype, covering a restricted 
typology and based on a small lexicon (around 2,000 lexical units, or 4,000 
terms for German). 

One particular feature is its development by two independent researchers, 
one in Paris (G.Stahl) and the other in Grenoble (J.P. Guilbaud). The first 
author developed the structural analysis, and the second the morphological 
analysis and the transfer. 

However, no large-scale development is planned for the moment. Guil- 
baud is now using this system as support for a study on the possibility of 
integrating some results of the linguistic research carried out by J.M. Zemb 
(Collège de France, Paris), mainly on contrastive French-German gram- 
mar, but also on the fundamental notions underlying grammatical 
descriptions. 
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MT SYSTEMS DEVELOPED IN ACADEMIC CO-OPERATION 

Aims of such systems 

B. Vauquois has always sought international co-operation, in order to 
compare different points of view on natural language processing, and to try 
them experimentally, MT being perhaps the best benchmark. 

In the 1960s, permanent contacts were established with scholars from 
the United States, the USSR, Japan, Czechoslovakia, and almost all West 
European countries. Long visits by Czech and Japanese colleagues rein- 
forced these links, but no common systems, or even mock-ups, were built. 

In the 1970s, GETA developed a truly language- and theory- 
independent software environment for building multilingual MT systems, 
ARIANE-78. This tool (or its preceding versions) supported the develop- 
ment of a series of experiments, all done in co-operation with foreign 
colleagues: several analyses of French (J. Weissenborn and E. Stegentritt, 
Saarbrücken), an analysis of Portuguese with a mock-up transfer and 
generation into English (P. Daun Fraga, Campinas), a structural analysis of 
Japanese (R. Shimamori), and prototypes from or into Chinese (Feng Zhi 
Wei, Yang Ping, Beijing). 

From 1979 onwards, a long-term co-operation project was started with 
Malaysia and Thailand, producing two prototypes sharing the same analy- 
sis (English-Malay and English-Thai). 

English-Malay 

This project started in 1979, after a visit by Professor Vauquois to 
Malaysia, at the initiative of Professor Tan Wang Seng (Universiti Sains 
Malaysia (USM), Penang). The outline of the project was defined and some 
common understanding on the methodology was reached during a month’s 
visit by Professor Tong Loong Cheong and Dr Chang May See. The 
ARIANE-78 system was installed at USM. 

In 1980, B. Vauquois, P. Daun Fraga and Ch. Boitet spent two months at 
USM. Starting only from previous desk research (specifications), 
B. Vauquois, P. Daun Fraga and our two Malaysian colleagues produced a 
working English-Malay prototype in six to seven weeks, while the author 
was busy producing an English version of ARIANE-78. At the end of 
August, an international seminar convened at USM, and the prototype was 
used extensively for demonstrations and experiments. 

Since then, the group at USM has grown and become permanent. At the 
end of 1985, the English-Malay system had reached the stage of a 
laboratory prototype. It was systematically evaluated, with a resulting 
acceptability rate of 76% [21]. The stage of operational prototype should be 
reached at the end of 1988, the system aiming mostly at translating 
computer related technical material. 
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English-Thai 

Initiated during the 1980 USM seminar, this co-operation started 
effectively in 1981. Several Thai universities participate in this effort 
(Ramkhamhaeng, Chulalongkorn, Prince of Songklah, etc.). The stage of 
laboratory prototype should be attained at the end of 1987. 

Of course, the peculiarities of the Thai writing system have been a 
challenge. But the computer scientists from Chulalongkorn have connected 
the ARIANE-78 system to special I/O (input/output) devices, so that 
translations can be produced in Thai characters. 

It may be interesting to note some unexpected turns of international 
co-operation: the scientific leader of the group, Professor N. Kanchana- 
wan, as well as his chief scientific sponsor at Ramkhamhaeng University, 
Professor U. Warotamasikkadit, gained their Ph.D. at Austin, Texas, the 
origin of the well-known METAL system. 

MT SYSTEMS DEVELOPED FOR INDUSTRIAL PURPOSES 

The French MAT-NP (National Project) 

The French Machine (Aided) Translation National Project, or 
MAT-NP for short, started in November 1983, and is now nearing the end 
of its third phase, scheduled for February 1987. Financing of the project is 
50% public and 50% private. Public financing and control is handled by 
ADI (Agence De l’Informatique), while the private firm SG2 and its 
subcontractors (including the SONOVISION and B’VITAL firms) have 
invested the rest and are building the system. A first official presentation of 
CALLIOPE-AERO was made at EXPOLANGUES (Paris) in February 
1986. 

For the first development, it was decided to build a French-English 
system tailored to aviation manuals of the kind produced by SONO- 
VISION, which are in machine-readable form, and for which the appro- 
priate terminology exists in both languages. 

After EXPOLANGUES, it was decided to begin the development of 
CALLIOPE-INFO (English to French for computer-related material), 
which was until then merely one option of the project. The development of 
the corresponding analyser and generator is about mid-point, and transfer 
has begun, as well as indexing. The first translations should be available at 
the beginning of 1987. 

The core of the architecture of the lingware and the software comes from 
previous work done at GETA, but new tools and techniques have been 
added. Let us present them briefly, before presenting CALLIOPE-AERO 
and CALLIOPE-INFO. 
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Connection of a translator workstation 

SG2 selected QUESTAR-400 for implementing the translator work- 
station. It is a minicomputer from Convergent Technology, which offers 
an ergonomic full-page screen. Several terminals (typically five or six) may 
be connected to the main processor, which in turn may work in stand-alone 
mode or connected with an IBM host. 

1. In stand-alone mode, it is possible to: 
— prepare a document, using the standard text-processing system, 

which is of quite good quality. 
— revise the rough machine translation, using a bilingual editor 

backed up by a dictionary facility. The source text and its transla- 
tion appear in two vertical windows, both located above the hori- 
zontal dictionary window. 

It is also possible to translate manually, and to revise manual 
translations, if no MT system is available or adequate. 

— convert documents from the QUESTAR-400 format into the 
ARIANE format. For this, a table-driven transcriptor program has 
been developed in the local Pascal dialect. 

2. In connected mode, it is possible to: 
— just use the QUESTAR-400 as a 3278 terminal. 
— send texts to an IBM computer for translation. 
— receive the machine translations. 
— access the lexical database and generate new versions of the 

ARIANE dictionaries. 
— generate new versions of the translation modules. 

Use of SCSGs for static specification of dynamic grammars 

B. Vauquois and S. Chappuy developed a formal model called ‘static 
grammars’ [10,19] before the start of the MAT-NP. 

A structural correspondence static grammar (SCSG) describes the corre- 
spondence between the strings of a natural language and the corresponding 
interface structures. Such a description is neutral with respect to analysis 
and generation, and does not express any particular strategy for computing 
the correspondence. 

During the first phase of the MAT-NP, from November 1983 until 
November 1984, only SCSGs of French and English have been developed, 
and no procedural grammars. Special care has been taken to describe a 
reasonable core grammar and to study in detail the particularities of the 
typology under consideration. Like any sublanguage, it offers grammatical 
constructions which would be judged ungrammatical in other contexts. 

These SCSGs must be used as reference and documentation while 
writing the very large dynamic grammars. 
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Construction of a lexical database and generation of MT dictionaries 

The task of building the dictionaries of a large-scale MT system is ulti- 
mately by far the costliest. The technique used at GETA prior to the 
MAT-NP project consisted in indexing directly into the various 
ARIANE-78 dictionaries, using a set of ‘indexing manuals’, written in 
ATLAS (another specialised language), one for each type of dictionary 
component (morphological and syntaxo-semantic formats, condition and 
assignment procedures, lexical units, etc.). 

Some problems were foreseen if this technique were to be used for 
industrial development: 

— all codes (names of formats and procedures) should be defined 
beforehand. 

— it was almost impossible to avoid asking questions in terms of the 
underlying linguistic model, whereas indexers were not expected to 
have or acquire this type of training, especially the terminologists. 

— the same information about a term would be asked twice, once for 
analysis and once for generation, in case the language under 
consideration was to be used as source and target (which actually is 
happening now). 

Hence, SG2 has developed a lexical database, comprising a base for each 
language and a base for each transfer pair. The information attached to the 
terms is expressed in terms of ‘static’ properties, which means that it is the 
same for analysis as for generation. All MT dictionaries are now generated 
from the database. In the process, ARIANE-78 ‘codes’ are created 
dynamically. 

A division is made between general and terminological terms, for which 
different ‘indexing forms’ have been prepared. Terminology is simpler. 
The questions asked to the indexers still require some linguistic training, 
but less than with the previous method. 

Due to the non-availability of any adequate database management 
system (DBMS) on the SG2 site, the database has been directly implemen- 
ted in VSAM (an IBM disk access system), and the associated utility 
programs in a mixture of COBOL and EXEC. Implementation in a DBMS 
should follow. 

CALLIOPE-AERO (French - English) 

The size of grammars and dictionaries is obviously heavily dependent on 
the application considered. In the case of CALLIOPE-AERO, the 
typology of the manuals includes almost all normal syntactic constructions, 
with the exception of interrogative clauses, relative clauses introduced by 
‘dont’ and imperative forms of verbs (replaced by the infinitive form), and 
a lot of special phenomena. 
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As far as the lexicon is concerned, a preliminary study of the corpus had 
led to the estimate that 6,000 general terms and 15,000 terminological 
terms would be necessary for the system to be usable. The first part is 
almost complete, while the second may just be complete at the end of the 
project. 

The dictionaries now comprise around 8,000 lexical units in the running 
system (more in the lexical database), or about 12,000 terms, in both 
languages. Counting the source lines (written in ATEF for morphological 
analysis, TRANSF for lexical transfer and SYGMOR for morphological 
generation), we arrive at a total of about 55,000 lines. 

As far as the grammars are concerned, there are about 175 rules for 
morphological analysis (AM), 600 for structural analysis (AS), 90 for 
structural transfer (TS), 200 for syntactic generation (GS), and 20 for 
morphological generation (GM). In terms of source lines, we find, for the 
grammatical part of the same phases, a total of around 4,500 (AM), 18,000 
(AS), 2,300 (TS), 5,600 (GS) and 470 (GM). 

If we compare this with the size of a compiler for some programming 
language, written in metalanguages such as LEX and YACC, we see that 
the lingware engineering effort required to create and maintain such an MT 
system exceeds by far what is required for a compiler. This is made even 
worse by the fact that natural language is not fixed by decree, but changes, 
and is not defined by our grammars, but only approximated. Contrary to 
the case of a compiler, the grammars and dictionaries of an MT system 
must be easily modifiable by linguists and not by computer scientists. 
Hence, modularity in the SLLPs and user-friendliness of the programming 
environment are essential. 

CALLIOPE-INFO (English-French) 

This system is currently being built. It aims at translating computer 
manuals. The SCSGs of French and English are of course re-used and 
enriched for two reasons: 

— the typology changes, hence, more grammatical phenomena must 
be accounted for; 

— ambiguity  ‘boards’   (‘planches’,  or two-dimensional  represen- 
tations of rules in an SCSG) are being constructed for English, as 
they have been for French. They are useful for analysis, where they 
help design the disambiguation (dynamic) rules. 

The dynamic grammars for the analysis of English and for the gener- 
ation of French are derived from those developed by GETA, in-house or in 
co-operation (see above). 

Indexing of the terminology is done by SONOVISION, as for 
CALLIOPE-AERO. The aim is to attain 6,000 specialised terms for the 
first version (around mid-1987). 
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CONCLUSION 

Cost-effective second generation MAT systems are beginning to appear 
at several locations. It is our firm belief that, due to the techniques 
employed, MT systems based on GETA’s linguistic methodology and 
software tools can be developed and improved far more easily than previous 
systems. 

During the development of an MT system, it seems important to keep in 
mind the destination of its translations (‘raw’ or ‘crude’, in H. Karlgren’s 
words), because this strongly influences its design. 

Building MT systems is also a very good support for international 
co-operation and for linguistic research on what is really ‘computable’ in 
the formalised part of linguistics and (perhaps) translation theory. 
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ANNEX: EXAMPLES OF TRANSLATIONS 

Remember that Russian-French is designed to produce ‘crude’ translations, 
while French-English aims at producing ‘raw’ translations, which are necessarily 
revised to obtain a very high quality. 

Two examples are given for Russian-French, as they are produced by the 
ARIANE-78 system, on the IBM mainframe. For CALLIOPE-AERO, we also give 
two examples, as they appear on the screen of the connected QUESTAR-400. 
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