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The much-proclaimed "information explosion" of recent 
years has produced an ever-increasing flow of scientific. 
technical, and scholarly literature, much of which is rele- 
vant to an audience wide enough to span several languages. 
This has, in turn, created a growing demand for more, fas- 
ter, and better translation of printed material. The growth of 
international cooperative ventures, such as the Commission 
of European Communities and of multinational corpora- 
tions, has provided further demand for quick and accurate 
translation capabilities. Translators and translation 
facilities, struggling to keep up with their burgeoning load. 
have turned more and more to the view that their problems 
can be solved only with help from computers. The earliest 
approach, first investigated three decades ago. was to get 
computers to do translation entirely by themselves. But as 
time progressed, this goal began to look unobtainable (at 
least in the immediate future), and interest shifted toward 
using computers in supporting, rather than starring roles, as 
aids to human translators. Progress on this front has been 
substantial and rapid, until today there are over twenty 
"computer-aided," or "machine-aided" translation sys- 
tems in operation in the United States. Canada, and West- 
ern Europe, 
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This paper examines the current state-of-the-art of 
machine-aided translation, henceforth referred to as MAT. 
The emphasis will be on the organization of the various 
operational MAT systems focusing, in particular, on the 
different divisions of labor between man and machine that 
have been used, and on the philosophical and technical 
problems that have been considered in designing MAT sys- 
tems. Less attention is paid to detailed descriptions of the 
various systems because the interested reader can find them 
in the references listed, and the Appendix contains sum- 
maries of the capabilities of the major systems discussed 
below. 

In general, current MAT systems can be divided into 
three categories: (1) "pure MAT" systems, in which only 
vocabulary or terminological reference is mechanized. (2) 
"human-aided machine translation" (HAMT) systems, in 
which a greater portion of the translation process is carried 
out by the machine with the human providing only clarify- 
ing information to it, and (3) "pure machine translation" 
(pure MT) systems, in which the machine attempts to do the 
entire translation itself but still requires pre-input and/or 
post-output editorial assistance from human translators. 
This three-way division also corresponds to the three-stage 
characterization of language processing that is used in lin- 
guistics. Of course the correspondence is not accidental, for 
any MAT system must be based on some explicit model of 
language and there is wide agreement among linguists as to 
how language should be modeled, at least at a general level. 
As a result, it is possible to discuss MAT systems in the 
context of their practical organization and their underlying 
theoretical models simultaneously. This is the approach 
taken here. To preface the remaining discussion, a brief 
review of current linguistic theory is given first. 
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Language  Processing  and Computational Linguistics. 
"Language" is defined in linguistics as the process by 
which people produce understandable sentences from under- 
lying abstract thoughts and ideas, and understand the 
abstract ideas contained in the sentences written or spoken 
by others. This process occurs in several hierarchical stages 
and can be described or analyzed in two different ways: (1) 
emphasizing the structure and organization of language at 
each of these stages or levels (the view of "structural lin- 
guistics"), and (2) emphasizing the information processing 
which actually results in the production or recognition of a 
given sentence (the view of "computational linguistics"). 
The computational linguistic approach is not only much 
more compatible with the interest here in mechanizing part 
of the language process, but was originated and developed 
as a result of early interest in machining translation and the 
failure of the structural approach to develop workable com- 
putational models for MT. The remainder of the discussion 
will therefore consider language only from the computa- 
tional viewpoint. 

Modern computational linguistics originated with the 
work of Chomsky who in his 1959 critique of Skinner's 
Verbal Behavior, demonstrated the fundamental errors in 
the then-accepted behavioristic model of language and sub- 
sequently suggested (e.g. Chomsky 1957, 1965) a new, 
more mathematical approach. In this approach, it is not 
language performance (the sentences people actually say. 
also called "verbal behavior") that is to be modeled be- 
cause people are notoriously careless in their use of speech, 
particularly everyday speech. Rather, it is their underlying 
competence, or ability as native speakers to speak, use. and 
think in a given language that is of interest. Linguistic mod- 
els are, therefore, idealized models of the way sentences are 
produced from abstract ideas and the way abstract ideas are 
understood from spoken/written sentences. This 
production/recognition process is divided into four hierar- 
chical components. Phonology, the first of these compon- 
ents (first from a recognition viewpoint1) refers to the iden- 
tification of speech sounds and is not relevant to our interest 
here only in written language. The other three components 
are morphology, syntax, and semantics.2 

Morphology. The second stage in recognition, morphology, 
refers to the process by which individual units of informa- 
tion are identified from the sentence or "input string" to be 
understood. Frequently, these units are words but many 
words contain several such units, through a concatenation of 
a root (or a compound) with one or more affixes, each of 
which independently adds different information. Not all of 
these information units or "morphemes" convey actual 
meaning in the idea underlying the sentence. Many merely 
convey information about the relationship among the other 

morphemes in the sentence, for example, prepositions or 
conjunctions. These "function" or "marker" morphemes 
are used in the next component in the recognition process, 
syntax. 

Syntax. In the syntactic component, all the relationships 
between the morphemes in the sentence are identified 
through analysis of either the word order, the marker mor- 
phemes, or both, depending on the language being consi- 
dered. The syntactic analysis results in identification of in- 
formation structures at a higher level than morphemes. The 
relationships among these structures and their morphemic 
constituents are usually represented computationally as a 
tree structure, which is input to the last stage of recognition, 
the semantic component. 

Semantics. In the last (semantic) component in the recogni- 
tion process, the morphemes and syntactic relationships are 
analyzed to reconstruct the meaning of the sentence. This 
"meaning" is understood by the reader or listener in terms 
of the underlying conceptual structures with which he/she 
thinks and reasons. These structures are to a lesser degree 
different in each individual, and to a greater degree different 
in each culture, but are obviously similar enough to allow 
understanding of speech and language to take place. 

All four of these components are clearly hierarchical, 
with the output of one being the input to the next, but their 
separation is not as complete as this information processing 
model suggests. Syntax plays a role in morphology, for 
example, in the identification of word boundaries which, 
particularly in spoken language, are often identified only by 
syntactic context. Semantics likewise plays a role in syntax; 
ambiguities are resolved, for example, only through seman- 
tic information or the context of the sentence. The under- 
standing and incorporation of such intercomponent relation- 
ships in the hierarchical model has been a major difficulty in 
constructing an accurate and complete computational model 
for any language. 

Translation is a special type of language performance in 
which: 

1. a sentence  is  heard  in one language and understood 
through the morphology syntax and semantics of that lan- 
guage 
2. the underlying idea is mapped into concepts relevant to 
another language, and then 
3. expressed in that second language through the rules of 
its semantics, syntax, and morphology. 

Translation must take place this way, at least for a human 
translator, because the true meaning of sentence is not re- 
trieved until the last stage of processing, and each language 
has different morphology, syntax, and semantics. However, 



MACHINE-AIDED TRANSLATION 19 

it is widely believed that the underlying concept structures. 
although different across languages, can be mapped onto 
one another by any human being who is competent in both. 
Thus, any MAT system must deal with both source and 
target language morphology, syntax, and semantics, au- 
tomating part and leaving the rest to the human translator. 

Structure of MAT Systems. The essentially hierarchical 
model described above has serious implications for the de- 
sign of MAT systems. Since the components of the process 
are related in a sequential processing fashion, it is impossi- 
ble to automate one component without also automating all 
lower components in the hierarchy. Morphology can be au- 
tomated alone, for example, as it interfaces directly with 
natural written language, but mechanization of syntactic 
processing requires that morphology also be mechanized in 
order for the syntactic model to have an interface with writ- 
ten language. If semantic processing is done by the ma- 
chine, then the entire process must be automated. There- 
fore, the division of effort in the translation process between 
man and computer can be thought of as partition of the 
component hierarchy, where lower components are auto- 
mated and higher ones are left to the human to process. 

Morphology, Lexicon, and Pure MAT. While morphology 
is a useful and psychologically valid construct in modeling 
language, people are more comfortable dealing with words 
than with morphemes. To conform to this inclination, mor- 
phology is frequently represented in MAT systems by lexi- 
con, which is the set of words (rather than the set of mor- 
phemes) used in a given language. Dictionaries, printed or 
computerized, represent attempts to collect all the words or 
lexical items in a language along with their meanings. The 
lexicon appears to be the area of language translation that 
human translators have the most difficulty with, particularly 
in scientific and technical areas; it is frequently reported 
(e.g., Burge 1978, Dubuc 1972) that more than one-half of 
a translator's time is often spent in looking up the transla- 
tions of technical terms. But the lexicon also appears to be 
the area of language processing that is easiest to automate. 
One approach to MAT system design, called here the pure 
MAT approach, is simply to computerize the lexicon of two 
or more languages in order to supply a human translator 
rapidly and automatically with target language equivalents 
of source-language lexical items. Usually, only specialized 
vocabulary, particularly scientific and technical, are in- 
cluded in the automated lexicon, leaving the common "core 
vocabulary" or everyday words to the human translator. In 
this type of MAT system, the machine simply stores lexical 
equivalents and supplies them to the human translator on 
request. The translator himself deals with all problems in 
source- and target-language syntax and semantics. 

Pure MAT systems of this type are in operation at 
Carnegie-Mellon University (the TARGET system, see 
Burge 1978); the Chinese-English Translation Association 
(see Mathias 1975); IBM Corporation (see Lippman and 
Plath 1970, Lippman 1971, 1975); Smart Communications 
Incorporated; Canadian Government, Ottawa (TERMIUM 
system, see Dubuc 1972, Dubuc and Gregoire 19741; West 
German Federal Bureau of Languages (LEXIS system, see 
Krollman 1970, Daley and Vechino 1973. unknown 1976): 
Siemens Corporation. West Germany (TEAM system, see 
Schultz 1975. Schmidt and Vollnhals 1974. Brinkman 
1974): and the Commission of European Communities in 
Luxembourg (EURODICAUTOM system, see 
Goetschalckx 1974). 

Both the Siemens TEAM system and the Federal Bureau 
of Languages LEXIS system, emphasizing off-line opera- 
tions, focus on the construction of text-related glossaries 
(Krollman 1970, p. 124). All unidentified terms in a spe- 
cific text to be translated are submitted to the computer 
before written translation takes place. For the terms, the 
computer then produces a list of target-language equiva- 
lents, which is used in the translation of that specific docu- 
ment and can then be discarded. 

Other systems operate in an interactive fashion, em- 
phasizing on-line look-up of terms as they are requested by 
the translator. Some of these systems, the IBM system and 
the Carnegie-Mellon TARGET system, for example, also 
provide multi-window and text editing capabilities. By al- 
lowing relevant dictionary entries to be retained on one pan 
of a computer terminal screen, source-language text to be 
retained on another part, and target-language text to be 
composed and edited on still another part, these systems 
free the translator from the need to remember or write down 
the various translations of words or phrases from the current 
passage, or the source-language passage itself while he 
"polishes" the final translation. In this type of system, the 
terminal is not merely an automated part of the translator's 
work area, but it becomes the work area itself. 

Beyond this on-line/off-line distinction, however, there 
are still other, more philosophical differences among these 
pure MAT systems. These differences can be described in 
terms of the design and implementation problems that the 
different systems are addressing. 

The first such problem results from the variability of writ- 
ten representation for many languages. The writing systems 
for most European languages (English is a notable excep- 
tion) require diacritics and accents. In these languages and 
in many others as well, the written form may vary further 
according to context or usage, so that the same word may 
have several orthographies. It is impossible to include all 
the relevant diacritical information and alternate orthog- 
raphies of each entry in an automated lexicon. Therefore, 
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before words can be accessed, they must be transformed to a 
standard dictionary look-up form. This transformation proc- 
ess, called "lemmatization," poses a problem in MAT sys- 
tem operation, because the human user of the system must 
somehow know the procedure used to reduce the term to its 
lemmatized form. Learning the procedure, while not impos- 
sible, still places a burden on the translator by requiring him 
to know more than would otherwise be necessary. It also 
adds to the overall time required to access a term and adds to 
the likelihood that a term actually in the lexicon will be 
overlooked merely because of orthographic inconsistencies. 
While some work on computerized or automatic lemmatiza- 
tion is being done (e.g., Hann 1974, Weber 1976), all the 
MAT systems listed above require users to enter words in 
their lemmatized form, usually one where all diacritical 
marks and accents have been removed and only standard, 
prearranged spellings are used. While lemmatization con- 
tinues to be a problem in all MAT systems, it is not so 
serious that any system has been designed solely to deal 
with it. 

A second problem, similar to lemmatization, is how var- 
iants of a lexical item, which differ only slightly in mean- 
ing, are to be included in the lexicon. Common examples 
are the various conjugations of verbs which may be consi- 
dered as separate items or as derivatives of the infinitive, 
and common root-affix combinations which may be consi- 
dered as forms of the root or as separate entries. This prob- 
lem of lexical extension is severe in synthetic languages.3 

where the number of potential compound word forms is 
infinite. If each form of each lexical item is considered a 
separate word, then the automated lexicons will grow cum- 
bersomely large. On the other hand, if only the most generic 
forms are included, then the user of the system must know 
which form of a particular term will be considered the 
generic form. The most commonly used compromise is to 
maintain separate entries for roots and affixes. But in many 
languages compounding alters root orthography and the 
translator may have difficulty reconstructing the generic 
form for the root of an unknown term. This problem of 
morphological decomposition is also severe in ideographic 
languages, such as Chinese, where word boundaries do not 
coincide with ideograph boundaries, particularly in techni- 
cal terminology. Automated lexicons which provide sepa- 
rate entries for roots and affixes, are automated dic- 
tionaries, like LEXIS and TEAM, while those which con- 
tain only whole words. like SMART and Agnew Tech- 
Tran, are automated glossaries. One solution to the lexical 
extension problem is to provide an additional means of ac- 
cess to the lexicon based on meaning. In this approach, the 
position that all lexical variations correspond to a single 
lexical entry is taken one step further so that all lexical 
representations of a single concept are considered to be a 

single lexical item. The access of concepts, accomplished 
by including an index of the concepts contained in the lexi- 
con, is particularly useful in scientific and technical fields, 
where a single concept may be adequately represented by 
several different words with only subtle differences in 
meaning among them.4 Thus, a translator may want to find 
any or all possible target-language translations of a given 
source-language concept. Alternately, if it can be deduced 
from the term's context and if he cannot reduce the term to a 
lemmatized or generic form, he may want to locate a trans- 
lation of a term through its meaning. 

Terminology, words, or phrases that represent technical . 
or scientific concepts are of greater interest in most pure 
MAT systems than is core vocabulary. Terminology is dis- 
tinguished here from technical lexicon by including techni- 
cal descriptive phrases (e.g.. "end-point sewage treatment 
plan") while technical lexicon includes single words and 
idiomatic phrases only. Technical terminology, therefore, 
includes technical lexicon, which is a subset of it. In an 
automated lexicon, the inclusion of terminology creates 
additional difficulties in the construction of concept indices. 
for many terminological phrases consist of a cover term and 
one or more qualifying terms: in engineering, for example, 
the phrases "control engineering," "control theory," "op- 
timal control theory," and "non-linear optimal control 
theory" each have a distinct meaning, yet all can be sub- 
sumed under the concept of "control." This requires the 
use of multilevel or hierarchical indices that would allow the 
retrieval of such phrases through the entry of the entire 
phrase or a cover concept contained in the phrase. In fact, 
many systems, such as TERMIUM, allow full "permuta- 
tional" access of terminological phrases ( i .e . ,  access 
through any word in the phrase). 

Automated lexicons, which are concept-based but not 
terminological (that is, they contain only single-word en- 
tries), are automated thesauri, while ones that also contain 
terminology are called terminology banks; the TERMIUM. 
TARGET, and EURODICAUTOM systems are all ter- 
minology banks. 

While the use of concept indices as additional means of 
access adds flexibility to the MAT system, it also creates 
both operational cost and some philosophical problems of 
its own. As great care must be taken that a single interpre- 
tation of the indexing scheme is used throughout, the re- 
quired indices add considerable software costs to the sys- 
tem and make the entry of new terms more complex. 
Moreover, no indexing scheme will contain all the possible 
concepts needed by translators, but must instead impose on 
users of the system some static categorization of concepts. 
While it may alleviate the problems of lemmatization and 
root-affix morphology, the indexing system itself must be 
learned by the user. 
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A possible method of obtaining a dynamic indexing sys- 
tem would be to automate the classification process by hav- 
ing the computer analyze large amounts of source- and 
target-language text to identify terms that are used similarly 
and hence refer to a common concept. Research, particu- 
larly in the Soviet Union (e.g.. Ivanova 1969, Berzon 
1971), is currently underway in this area but results are far 
in the future. 

A third problem, referred to as "polysemy ," is generated 
by words with multiple meanings and is thus the reverse of 
the lexical extension problem: lexical extension occurs 
when a single concept is represented by many lexical items, 
while polysemy occurs when a single lexical item represents 
many concepts. Like lexical extension, polysemy is a 
greater problem in technical and scientific vocabulary. 
where the meanings of a given term may vary in different 
fields. To present all possible meanings or translation 
equivalents each time a polysemic term is looked up not 
only is a waste of effort but, more importantly, is potentially 
confusing to the translator using the system as he tries to 
locate the desired translation in a screen filled with irrele- 
vant information. 

One solution used by the TERMIUM, TARGET, and 
TEAM systems is to classify concepts or meanings accord- 
ing to the technical field of interest. This subject index, used 
in conjunction with the concept index, allows a concept or 
part of a terminological phrase to be accessed, and then one 
or more specific usages to be chosen for display on the basis 
of technical field of interest. This capability, although it 
adds even more flexibility to the terminology bank, shares 
with all classification schemes certain limitations: potential 
obsolescence, the need to be learned by the user, and 
additional cost to the system overhead. In addition, while 
there is currently an effort, particularly in western Europe, 
to standardize subject indices, no standard subject classifi- 
cation has superseded the several competing schemes. 

Automated Syntax and Human-Aided Machine Transla- 
tion (HAMT). In the syntactic component of language pro- 
cessing, the relationships among the morphemes in a sen- 
tence are identified and marked so that a clear, 
unambigu- 
ous meaning can be derived from the sentence by interpret- 
ing individual semantic components. The process of iden- 
tifying these relationships is referred to as parsing. While a 
great deal is known in general about the form of grammar 
(rules for parsing) for natural language, the involvement of 
the morphological and the semantic components in some 
parts of the parsing process has prevented the construction 
of a complete formal grammar for any natural language. 
The morphological component is involved in several ways, 
for example, through the existence of "gradients" of 
applicability of certain parsing rules to lexical items in par- 

ticular grammatical classes.5 More important, however, is 
the semantic component, involved particularly in the iden- 
tification of metaphorical or non-literal usages and the reso- 
lution of ambiguity. Although humans sometimes are delib- 
erately ambiguous, it also frequently happens that a given 
sentence or phrase, parsed in two or more equally correct 
ways, can give rise to two or more possible meanings.6 The 
native speaker/reader uses the context of the conversation to 
resolve the ambiguity but in doing so makes recourse to the 
semantic component. The use of metaphor, even in scien- 
tific terminology (e.g.. "black holes" which are not holes, 
or "flags" in computer programs, which are not flags), can 
be detected only through analysis of the semantic content 
and context of the usage. 

By combining relatively powerful partial grammars with 
exceptions to the rule heuristics, it is currently possible to 
construct algorithms that can parse the majority of sentences 
in any given natural language. Such algorithms are used in 
the second type of MAT system, the HAMT system, in 
which the human is used only to resolve semantic or syntac- 
tic ambiguities, or to provide counsel on non-literal usage 
while the computer does the morphological and remaining 
syntactic processing in the source and target languages. A 
primary operational difference between this type of system 
and the pure MAT is the necessary expertise of the human 
translator. In pure MAT systems, a relatively knowledge- 
able human translator is required, on whom the bulk of the 
actual translation process is placed and who must deal with 
the syntax and semantics of the source and target language 
without help from the computer. In fact, the pure MAT 
systems currently in operation have been designed primarily 
as time-saving aids to professional translators. When the 
text being translated is also scientific or technical, as is 
often the case, then besides being bi- or multi-lingual, the 
translator must have expertise in the subject area. The 
number of people who can fill such roles is at best limited. 
In the HAMT system, the human translator, since he acts 
simply to supply information, is relieved from having to 
know in detail the syntax and lexicon of the source or target 
language. 

The earliest HAMT system, the experimental MIND 
system (Bisby and Kay 1970) which translated English into 
Korean, used monolingual experts who answered ( in  the 
source language) questions posed by the computer concern- 
ing ambiguities or uncertain usages that it encountered. 
Once all the ambiguities had been resolved, the parser was 
able to reproduce the text in Korean in a simplified Korean 
grammar (i.e., one which could produce correct Korean 
sentences but only in certain regular grammatical forms). 
In this interactive system, in which the human resolved 
problems as they were detected, the obvious benefit lies in 
not requiring truly bilingual technical experts but merely 
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monolingual ones. The system currently in operation at 
Brigham Young University (see Lytle et al. 1977) is a 
HAMT-oriented system and. in many respects, a logical 
descendant of the MIND system. One of the newest 
HAMT systems is that developed by the Weidner Com- 
munication Corporation. Using a relatively simple parsing 
algorithm, it makes an initial translation of Spanish text to 
English and then provides on-line lexical and text-editing 
assistance to a human translator who "cleans up" the out- 
put to a final form. 

The problems with HAMT systems, unlike the problems 
with MAT, which are primarily philosophical, are primarily 
those of computational cost-effectiveness, in HAMT, prob- 
lems such as lemmatization can be dealt with either mechan- 
ically (through automated input like optical character recog- 
nition) or through the use of trained input operators who do 
nothing but enter text to the system. The human translator, 
who does not interact with the dictionary stored in the com- 
puter, has no need to learn any concept- or subject- 
indexing scheme. But for HAMT to be practical, the parsing 
algorithms have to be sufficiently powerful to require only 
occasional human clarification. If every sentence needs 
human disambiguation or clarification, or if the machine 
parses more slowly than a human translator, the system is 
less efficient and certainly more expensive than a human 
translator alone. For the relaxed requirements on the exper- 
tise of the human translator to dominate, the syntax must be 
fairly complete. Among others, Kay (1976) feels that such a 
goal is both easily reachable and the best allocation of labor 
between man and machine. If a HAMT system is coupled 
with a capability for on-line text editing of output, then the 
entire system seems quite attractive. At present, however, 
parsing algorithms sufficiently general for a single HAMT 
system to translate material cost effectively in a variety of 
subject areas are not available, and until they are. HAMT is 
not practical.7 

Semantics, Understanding, and Pure MT. In pure MAT 
systems, the computer aids the human translator by provid- 
ing rapid retrieval of unknown words, terminology, con- 
cepts, and phraseology. In HAMT systems, the human aids 
the computer translator by providing syntactic and semantic 
disambiguation. If the semantic component is automated 
along with the syntactic and morphological components, 
then (in theory) the result is fully automatic machine 
translation—pure MT. In practice, however, all attempts at 
pure MT still directly involve human assistance and are 
therefore, even though they are not intended as such, consi- 
dered here as a form of MAT. 

The semantic component in language processing relates 
the morphemic and syntactic structure of a sentence to con- 

cepts and ideas understood by the reader/listener. It 
mediates between the structure of speech (or writing) on one 
hand and structure of long-, intermediate-, and short-term 
memory on the other to produce inputs to the cognitive 
processing of the message or meaning of the sentence. Un- 
fortunately, of all the areas of computational linguistics, the 
study of semantics is, despite years of concerted effort, the 
least advanced. A decade of work on computational seman- 
tics is summarized in the volumes by Minsky (1968), 
Schank and Colby (1973), Anderson and Bower (1973), and 
Charniak and Wilks (1976). The primary stumbling block to 
the construction of adequate formal models of semantics has 
been the lack of a good model of (or even a clear intuition 
about) the structure of human memory and/or the organiza- 
tion of concepts in it. What results from semantic process- 
ing is understanding, and however it is computationally 
modeled, this understanding must be framed in terms of 
some conceptual knowledge base or memory structure.8 

The question of modeling memory (or knowledge base) 
for use in translation systems, however, opens computa- 
tional linguistics to one of the longest-standing issues in 
linguistics. This argument can be traced back (in its modem 
form) to the work of Sapir (1929. 1933) and Whorf (1955). 
who questioned whether the categorization of the world im- 
plicit in language originates with the experience of human 
speakers or whether the manner in which people experience 
the world is determined by the way it is categorized by their 
language. They accepted the latter hypothesis and, as no 
firm evidence has ever been obtained to disprove i t ,  the 
issue has remained alive since. For translation, the question 
has deep implications: if meaning has no universal 
experience-based origin, then translation is not really possi- 
ble in a computational manner. Although all languages are 
clearly "anismorphic" (Zgusta 1971, p. 194) in that there is 
not a one-to-one correspondence of concepts from one lan- 
guage to another, if there are really no deep isomorphisms 
of thought underlying all languages, then attempts to base 
translation of semantic understanding are doomed to failure, 
for this understanding would be rooted in the source lan- 
guage and not convertible to understanding in the target 
language. The hypothesis also has implications for automa- 
tic concept-based thesauri or terminology banks, as well as 
for pure MT. since it indicated that a universal conceptual 
categorization scheme is impossible.9 

This problem is least critical in scientific/technical com- 
munication, where great effort is placed on the explicit de- 
finition of all relevant concepts and no room is left for the 
reader/listener to redefine experientially what is being 
stated. On the other hand, it is most critical in highly sym- 
bolic communication, such as poetry, where the primary 
goal  is for the reader/listener to reconstruct the meaning of 
the text in resonance with a personal experiential view of 



MACHINE-AIDED TRANSLATION 23 

reality. Thus, mythology or folklore may lose much more 
through translation than mathematics or physics. 
 But semantics, lacking workable computational models, 
must be included in most pure MT systems at a much lower 
level than pure understanding of the source text. The major- 
ity of these systems do not consider semantics any further 
than sentence-by-sentence, using a series of heuristic 
semantic rules to translate the morphology and syntax of the 
source language sentence into an equivalent target-language 
form which is then turned into a target-language sentence. 
Cn this principle operate the translation systems at Oak 
Ridge National Laboratories (see Jordan, Brown, and Hut- 
ton 1977); the University of Texas (METAL system, see 
Lehmann and Stachowitz 1975); the University of Califor- 
nia, Berkeley (QUINCE system, see Wang et al. 1975); The 
University of Montreal (METEO system, see Chevalier, 
Dansereau, and Poulin 1978); LATSEC, Inc.; LOGOS Cor- 
poration; and at Wright-Patterson AFB. The result is almost 
uniformly less-than-correct text in the target language; 
human editors are used to correct or smooth the style and 
syntax of the output text and to select from alternative trans- 
lations when the system is unable to resolve ambiguities in 
the source text. This human intervention, termed post- 
editing, is usually coupled with a pre-editing of the source 
text to indicate certain syntactic or lexical information. The 
University of Texas METAL system, which requires only 
minimal post-editing and pre-editing, is still under de- 
velopment and not yet fully operational. A system in opera- 
tion at the Chinese University of Hong Kong (Loh 1976) 
requires no post-editing, but since parsing could not proceed 
without very extensive human pre-editing to resolve 
syntactic/semantic ambiguity, it is probably better consi- 
dered as a HAMT system. 

Wilks (1973) has advocated a more extreme knowledge- 
based method which he terms the "artificial intelligence 
approach." He suggests that the semantic component 
should map the morphology and syntax of sentences in a 
text, first into strings in an interlingua semantic representa- 
tion, and ultimately into strings in the predicate calculus. 
These strings, being representations in pure logic, can by 
reversing the operation of the semantic component then be 
expressed in terms of the syntax and lexicon of a target 
language. He has actually constructed a small pilot program 
that performs admirably, but a truly operational system of 
this type is not even contemplated. Still the success of this 
approach may lead to its imitation in the future, particularly 
if future attempts do not succeed in substantially improving 
the quality of sentence-by-sentence models through the 
addition of more and more heuristics. 

Although interest in MT has persisted from the earliest 
days of computers (e.g., Weaver 1955. originally written in 
1949),  the  report  of  the  National Academy of Sciences Au- 

tomated Language Processing Advisory Committee (AL- 
PAC 1965), which concluded that high quality, fully au- 
tomative machine translation was not around the corner (or 
even far down the block), led to a great curtailment of 
interest in and funding for pure MT research. The report's 
conclusions were opposed, however, by several observers 
who felt that they were based on inadequate and obsolete 
data (see Josselson 1971, p. 44-9,. for a summary of this 
position), and some MT research has continued to the pre- 
sent. 

All pure MT systems that are operational today require 
the intervention of a human as either a pre-editor, post- 
editor, or both, before totally correct target language text 
can be obtained, and although some developmental systems 
minimize the human involvement, it is likely to remain 
essential for some time to come. Several studies (e.g., 
Bar-Hillel 1964, Sinaiko and Klare 1971, 1973) have shown 
that obtaining high quality finished translations by pure MT 
wi th  human post-editing) is both costlier and slower than 
obtaining them from a human translator alone. On the other 
hand. Bar-Hillel (1971) has suggested that where high qual- 
ity translation is not required but haste is. the removal of the 
post-editing could yield a trade-off of quality for speed that 
would make pure MT attractive to potential users. The Oak 
Ridge and Wright-Patterson pure MT systems both work in 
this kind of environment, providing rapid turnaround to 
those needing "quick and dirty" translations. 

Conclusions. Interest in using computers as aids to transla- 
tion has grown roughly in proportion to the awareness of the 
difficulties involved in using them as translators them- 
selves. The reasons for the failure to achieve high quality, 
fully automatic machine translation are now clear. Although 
many of the problems were laid at the feet of inadequate 
computer hardware (or software), the real problem lay with 
the simplistic and fundamentally incorrect models of lan- 
guage that were applied to MT in the 1950's and early 
1960's. The primary impact of the linguistic revolution 
begun by Chomsky was to point out that language is more 
complex than had been thought and that a complete compu- 
tational model was not at hand. 

It was in this light that the ALPAC report concluded 
machine translation research should be suspended and re- 
placed by basic research into computational linguistics and 
by development of ways to use computers as aids to transla- 
tion. Since the report's publication in 1966, great advances 
have been made in the latter endeavor and considerable but 
less substantial progress in the former. Machine translation 
is still in the experimental or developmental stages, but 
machine-aided translation is currently an operational reality 
throughout the world. 
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TABLE A-2. HAMT SYSTEMS 
 

Institutional Data Base Size Area of 
Location Languages (# of Entries) Specialization Comments 

 
 
Brigham Young English      (S) 10K "word senses"     General Usage and 
University Spanish     (T) = 50K words (for        Ecclesiastical Terms 

Portugese (T) each language) 
German    (T) 
French      (T) 
Chinese    (T) 

Chinese University Chinese     (S) Unavailable Mathematics and Used to translate the journals of ACTA 
of Hong Kong English     (T) Physics MATHEMATICA SINICA and ACTA 
(CULTSystem) PHYSICA SINICA into English. 

Weidner Communica-     English     (T) 20K General Usage Terms     English (*), Spanish (*), and 
tion Corporation Spanish     (S) French (*) are under development, 

and existing data bases are under 

expansion. 

Appendix: Operational MAT Systems 

Reference was made in the main body of the paper to 
numerous MAT systems. This appendix provides some de- 
tailed information on the major operational MAT systems in 
North America and western Europe, Bruderer (1977, 1976) 
lists many additional systems in operation in eastern Europe 
and Asia. In Table A-1, which presents information on eight 
pure MAT systems, each entry is identified by its name 
and/or institutional location, the languages it supports, the 
size of its lexical data base, and its subject areas of speciali- 
zation and emphasis. Under the languages supported, 
source languages are indicated by an S, target languages by 
a T, and languages that can be used interchangeably as 
source and target by an asterisk (*). The sizes of the data 
bases are indicated in thousands of entries (K) or millions of 
entries (M). In some cases, additional comments are pro- 
vided. It should be mentioned that today almost all major 
published dictionaries, glossaries, etc., are constructed with 
the aid of a computer, and most exist in a magnetic tape 
form. However, the mere fact that a dictionary, etc., exists 
in a computer-accessible form does not mean that it can 
actually be used as a MAT data base. In fact, quite the 

contrary is true. Without a well-conceived internal record 
segmentation structure, a software scheme for accessing it, 
or a practical searchable index, a dictionary on a magnetic 
tape is no more automated than its hardbound form. There- 
fore, included here are only data bases that have been ex- 
pressly constructed for the purpose of MAT and can be 
operationally used as such. 

Table A-2 provides data on three HAMT systems identi- 
cal to that provided in Table A-l for pure MAT systems, 
and Table A-3 gives the same information for six pure MT 
systems. To aid in the comparison of entries from the three 
tables, it should be noted that the MT and HAMT data bases 
tend to be larger than the MAT data bases because they 
include "core" or everyday vocabulary not usually in- 
cluded in MAT data bases, as well as specialized or techni- 
cal terms. 

Tables A-l, A-2, and A-3, which are not an exhaustive 
survey of all MAT programs, are intended rather as an 
extended sample of the major operational systems. 
Excluded are those systems on which development has 
stopped short of operational implementation, as are those 
which were never intended to be operational, but were con- 
structed only as applications of new principles of computa- 
tional linguistics in limited experimental frameworks. 
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 NOTES 

 The discussion will be framed in terms of language rec- 
ognition, but everything applies equally, in reversed order, 
to language production. Therefore the term "recognition" 
should be interpreted as "recognition/production." 
2. Still another component, pragmatics, is often included in 
the hierarchy above semantics, but is not discussed here. 
Dealing with the situational or interactional considerations 
in language use, it is primarily relevant to verbal discourse 
rather than expositor or written language. Thus, its rele- 
vance to computational linguistics lies in the area of interac- 
tive natural language processing, not translation. 
3. Languages which allow new words to be formed freely 
fan existing roots, stems, and whole words are termed 
"synthetic," and ones which allow instead a great deal of 
meaning qualification through syntactic context manipula- 
tion are termed "analytic." 
4. Lippman (1975, p. 309). for example, lists twelve terms 
in English which each represent the concept of a "linking 
loader" as it is used in computer science. 
5. This is a complex issue and cannot be treated here in any 
detail. See Ross (1973) for a further discussion. 
6. The classic example (from Chomsky) is "flying planes 
can be dangerous" which has two obviously different mean- 
ings. 
7. The new Weidner system purports to meet the above 
criteria for practicality, but only time and the marketplace 
can tell. 
8. This position has become axiomatic for researchers in 
monolingual natural language processing (those attempting 
to construct natural language query systems for data bases. 
for example), but is still far from accepted by computational 
linguistics working in translation. 
9. In particular, Kuhn (1972) suggested that all scientific 
discourse is framed in terms of scientific "paradigms," 
conceptual models of the interrelations among the ideas 
used in a particular field of science at a particular point in 
time. Political, social, or cultural barriers can result in quite 
different paradigms being used by scientists in different cul- 
tures; for example, as the American concept of pathology- 
based  medicine   contrasts   with   the   mainland   Chinese 
paradigm of medicine as homeopathic. It would be difficult 
to subsume such opposing paradigms in terms of a single 
underlying semantic model or concept index. Changes of 
Paradigms, such as the shift from classical to quantum 
mechanics, are accompanied by total restructuring of the 
underlying conceptualization. 
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