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Problems of Machine Translation Systems:
Effect of Cultural Differences
on Sentence Structure

Yoshihiko NITTA
Advanced Research Laboratory, Hitachi Ltd, Kokubunji, Tokyo 185, Japan

The potential and the limitation of curremt machine transiation is discussed by comparing the output of
human translation and that of virtual machine transiation. Here, “virtual machine translation” means a kind of
syntax-oriented literal translation which may be regarded as an idealized competence of today’s practical
machine wranslation. The above comparison shows that the main reason for the limitation or the incompleteness

* of current practical machine transiation systems is the insufficient ability to treat “structural idiosyncrasies” of
sentences. Also, some transiation examples tell us that, without “understanding” the total meaning of the source
sentence, it is quite difficult 1o manipulaie the idiosyncrasies in sentence structure. Idiesyncratic gaps between
source and target sentence structure usually originate in cultural differences, so that the computational
treatment of these gaps is a very difficult problem.

But the transiation examples also give us some encouraging evidence that the principal technologies of
today’s not-yet-completed machine translation have sufficient potential for producing barely accepiable
translation.

The current practical efforts fo treat such structural idiosyncrasies are also mentioned together with some
long-range, buasic-research type of approaches.

1. Introduction

Recent times have been ripe for developing practical machine translation systems as they are now
eagerly desired by various business fields. But today, not all the prerequisite technical problems have been
solved. Some very deep and formidable problems are still far from satisfactory solutions. Thus, it may not
be so unfair to say that today’s various practical machine translation systems are not a completed version
but a developing version,

In this paper, first, we will sketch the typical language-modeling techniques on which current machine
translation systems are constructed. Second, we will examine the difference between the principal
mechanism of machine translation and that of human translation from the viewpoint of language-undes-
standing ability. Third, we will illustrate the idiosyncrasies of sentence structures by comparing sample
sentences in English and in Japanese. These sentences share the same meaning. This comparison will be
made by a somewhat new method which we call “ Cross Translation Test (CTFT),” which eventually reveals
the various gaps in idiosyncratic sentence structures that have their origins in the difference of culture, ie.,
in the way of thinking or in the way of representing conceptions. But at the same time, CTT provides some
encouraging evidence that the principal technologies of today’s not-yet-completed machine translation
have the potential for producing barely acceptable translation, if the source language sentences are taken
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from documents of fewer equivocations. Finally, we briefly comment on promising, but long-range,
basic-study tvpe of approaches to overcoming the cultural idiosyncratic gaps between source and target
sentence structures, The current, rather quick-remedy-type approaches to resolving such gaps are also
mentioned from a practical viewpoint.

"

Lo 3ie b of Netured Pancuage

" Modeling natural language sentences is, needless to say, very essential to all kinds of natural language
processing systems inclusive of machine translation systems. The aim of modeling is to reduce the
superficial complexity and variety of the sentence form, so as to reveal the indwelling structure which is
indispensible for computer systems to analyze, to transform or to generate sentential representations.

) i BRI T+ <,
#Kono kusuri-wa itsti-ni sugu kiku.
[this] [medicine] {on stomachache] fimmediately) {take effect] J1)
& Lit. This medicine takes effect on stomachache immediately. {E'])
kiku
| ] N\
S kusuri itsid sugu
V
kono

A, L, M : Semantic Roles {or Case Markers),
A Agentive, M : Modifier, L: Locative,

Fig. 1. An Example of Dependency Structure Modeling.

@ This medicine has an immediate effect on stomachache. _ {E1)

o Lit. 20 i3 B iz FiEew $ExHE HoTwi, an

Kono kusuri-wa itsh no wue-ni subayai kikime-wo motte-iru.
5

NP VP
V \
| T T
(SUBJ} (PRED} (OBD) ' (ADV)
‘This medicine has an immediate effect on stomachache.

SUBT, PRED, OBJ, ADV : Syntactic Roles,
SUBJ : Subject, PRED: Predicate Hlead, OBJ: Object, ADV: Adverbial,

Fig. 2. An Example of Phrase Structure Modeling.
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So far, various modeling techniques have been proposed (see for example [13] or {10, chap. 5]}, but here
Jet us note two: dependency structure modeling (Fig. 1), and phrase structure modeling (Fig. 2).The former
is associated with semantic role labeling such as case marker assignment that is indispensable in analyzing
and generating Japanese sentence structure (see for example [9]), and the latter is associated with syntactic
role labeling such as governor-dependent assignment, head-complement assignment, or mother-daughter
assignment (see for example [8]) that is essential in analyzing and generating English sentences.

“To what extent should we treat semantics of sentences?” is also very crucial to the decision for
selecting or designing a linguistic mode! for machine translation. But it might be fairly asserted that the
majority of today’s “practical” machine translation systems are syntax-directed or syntax-oriented.
Semantics are used only for disambiguation and as a booster in various syntactic processes, but are not
used for the central engine for transformation and generation [9,12). Here “practical” means “of very
large-scale commercial systems” or “of daily usage by open users”, but neither “of small-scale laboratory
systems” nor “of theory-oriented experimental systems.” For syntax-oriented machine translation systems,
both dependency structure modeling and phrase structure modeling are very fundamental technical tools.

Seimantic network modeling, which has recently been regarded as an essential tool for semantic
processing for natural languages [11}, might also be viewed as a variation of dependency modeling.
However modeling problems are not discussed further here.

In comparing Fig. 1 and Fig. 2, note that dependency structure modeling is more semantics-oriented.

3. Machine Translation vs. Human Translation

Today’s practical machine translation systems (See for example [5] and [12].) are essentially syntax-ori-
ented literal type, or more precisely, structure-bound type *. The reasons for this somewhat extreme
judgment are as follows:

{1) The process of MT (machine translation) is always under the strong control of structural information
extracted from source sentences;

(2) In all the target sentences produced by MT, we can casﬂy detect the traces of wordmg and phrasing of
the source sentences;

(3) MT is quite indifferent as to whether or not the output translation preserves the proper meaning of the
original sentence, and what is worse, MT is incapable of so judging whether or not;

(4) MT is quite deficient in extra-sentential information such as sitaational information, world knowledge
and common sense which give very powerful command of language comprehension.

Now let us see Fig. 3. This rather oversimplified figure Hlustrates the typical process of Japanese-En-
glish machine translation. Here the analysis and transformation phase are based on dependency structure
modeling (cf. Fig. 1) and the generation phase is based on phrase structure modeling (cf. Fig. 2) (For
further details see for example [9).). This figure reveals that the entire process is bound by the grammatical
structure of the source sentence, but not by its meaning. '

Thaus, MT can easily perform a literal syntax-directed translation such as *from (J1) into (E1)', (cf. Fig.
1}. But it is very very difficult for MT to produce a natural translation which reflects the idiocsyncrasy of
the target language, preserving the original meaning. (E1) is an example of a natural translation of (J1). In

* Of course, we know that some of the ambitious machine translation systems are genuinely semantics-oriented and meaning-(or
concept-) understanding type. But, unfortunatety, they are very small-scale or laboratory models. Thus, they are not included in
practical systems. Practical systems should have a good command of a very large vocabulary, say in the range of tens or hundreds
of thousands of terms, or more, and should manage an enormous volume of translation documents daily. And yet some aggressive
rescarchers or developers may insist that their systems are genuinely semantics-oriented types as wel as large-scale practical types.
Bot in that case, we can logically infer their faults from the fact that the computational mechanism for language understanding is
still an vnsolved, open problem which is now the concern of many challenges, First, we should establish the concepl of a
classifying thesavrus and a concept-describing method that can cover worldwide phenomena. Such a thesaurus or method are
clearly not yet established, but are pursued currently. So it may be more moderate 1o note that today’s semantics-oriented systems
can only manage very partial events and phenomena,
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Source Sentence:
¢1): zo Eai BEK ¢ #<.
¥Kono kusuri-wa itsd-ni  sugn kikw,

uhnaiysis

Model Representation: )
kiku (TNS: PRESENT, .....,SEM: KK, ...}

T [1ake effect]
A L
kusuri (..., SEM: KS, ...} itsin (...} sugu (:.,,,)
[medicine} . [stomachache] |immediatety]
M
kono .
[this] Transformation —=I~ Maybe some heuristic role,
HR (KX, K8, .....).suggests
the change in the predicate-
argument relation,
motsu (e
{have]
A \0 _
1| __
kusugi (.....) itsid (...} koka (...}
[medicine) [stomachache] [effect]
M] M‘
kono sogu (...}
[this] [immediate]

ﬂGm’ent ion

Phrase Staucture =5 in Figure 2.

Phrase Structuse Fomation:

Target Sentence:
(E1): This medicine has an immediate effect on stomachache.

Fig. 3. A Simplified Sketch of Machine Transiation Process.

order for MT to produce this (E1) from (J1), it may have to invoke a somewhat sophisticated heuristic rule.

In Fig. 3, the heuristic rule, HR (KK, K8, ...), can successfully indicate the change of predicate which

may improve the treatment of the target-sentence idiosyncrasy.

But generally, the treatment of an idiosyncratic gap such as ‘that between (J1) and (E1)’ is very difficult
for MT. It might be almost impossible to find universal grammatical rules to manipulate such kind of
gaps, and what is worse, the appropriate heuristic nules are not always found successfully.

In contrast, human translation is essentially semantics-oriented type or meaning-understanding type.
The reasons for this judgment are as follows:

(1) HT (human translation) is free from the structure, wording and phrasing of a source sentence;

(2) HT can “create” (rather than translate) frecly a target sentence from something like an image diagram
obtained from a source sentence (Fig. 4); (Of course, the exact structure of this image diagram is not
yet known.);

(3) HT often refers to extra-linguistic knowledge such as common sense and culture;

(4) Thus, HT can overcome idiosyncratic gaps freely and unconsciously.
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Creation

PR

Fig. 4. Translation Process by Human.

{ Various Situations } )
~ _ : _»{ Vasious Associations }

{" Sold at: pharmacy

drugsto
(drugstore) «- -~ — — - f Various Experiences }

Exist at:
Obtairable from: —

s
™ . Dosage
.
i

/ Indications Property

. { very effective }

™y Take 3 (ablets )
orally with water.

(Help: digestinn)
Cure: stomachache

quick remedy
" [ indigestion
- Cause__J poisoning
: overeating
intemperance
| stress
! . overwork
: Symptor . wan! of sleep
poorgppelile
pale look
heartburn
nausea ‘
skckness
belch
wind

—= . Information directly obtained from a source sentence.

---=: Information ebiained from outside of a source sentence;
(including common sense, world knowledge, and 50 on);

Source Seatence:

an: o | {14 T e,
Kono kusuri-wa  iisi-ni sugy kiku,
[uhis] {medicine] {stomachache] [immediately] [1ake effect]

Lit.(E'1) : This medicine 1akes effect on stomachache immediately,

Fig. 5.
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Some Fixed Meaning \ /Aé ‘{_" t &
lf?

G: ldiosyncratic Gap

Sensence (E)

NN
N

Culture () Cuiture (E)
of
Way of Thinking (¥} Way of Thlnkmg (E)

Fig. 6. Culture and Idiosyncratic Gap.

LT =MT

CM: Compuiational Modeling

Struciume Ana]ysis

IM: Image Diagram
by
Meaning Uinderstanding

LT: Literal Franslation,
MT: Machine Translation,
FT: Free Translation,

HT: Huoman Translation,

G: Idiosyncratic Gap,
*:  Jis very difficult for MT (=LT) to fake this root because of the gap G.
**:  Mediocre HT often drifts into this raet;

) Source Language Sentence,

E:  Target Language Sentence,
E":  (Awkward) Literal Translation,

Fig. 7. Machine Translation, Human Translation and Idiosyncratic Gap.
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Let us see Fig. 5 which tries to illustrate the image diagram invoked from the understanding of the
original sentence (J1). This diagram may (or should) be completely free from the superficial structure such
as wording, phrasing, subject-object relation and so on, and may be strengthened and modified by various
extra-linguistic knowledge. Doubtlessly, it is easy for human to compose sentences such as (J2) and (E2)
from this image diagram. It is also doubtless that sentences such as (J°1), (J'2), (E’1) and (E’2) will never
be composed by human under normal conditions.

L ) K5 ikt & BoORsH T< tha, (J2)
Kono - kusuri-wo nomu-1o - i-no-ilami-ga sugu tore-ru.
[this] [medicine] {if (you) take] [stomachache] [soon] {deprived]
® Lit. If you take this medicine you will soon be deprived of a stomachache. #(E’2)
® This medicine will soon cure you of a stomachache. (E2)
efLitzon HKid itk TSI BELL BOEA D, #1'2)

Kone kusuri-wa anata-wo sugu-ni its@i-kara sukuu-dard.

. Now, note that there are big structural gaps between (J1) and (E1), and between (J2) and (E2), which
are natura! reflections of linguistic idiosyncrasy onginating in the culture, i.e., the differences in the way of

_thinking (Fig. 6). So far we have seen that MT is poor at the idiosyncrasy treatment and conversely HT is
good at that. This difference between MT and HT depends on whether or not the ability for meaning
understanding exists (Fig. 7).

4. Idiosyncrasies in Sentence Structures

In the preceding sections we have seen that if we could explicate the mechanism of understanding or
could formalize the image diagram, then we could improve or reconstruct machine translation systems so
that they could treat the idiosyncratic gaps, and eventually we could comstruct a complete machine
translation system which could produce free translation the same as a human can do. But in the present
circumnstances both the mechanism of understanding and the image diagram are quite unknown and have
posed intractable open problems since computer science started.

" Thus, let us examine the idiosyncratic gaps between two sentences which share the same meaning but
each of which belongs to a different language (cf. Fig. 6). The reason for comparing the two sentences is
that we can not examine a linguistic idiosyncrasy itself. Because, currently, we can not fix the one abstract
neutral meaning without using something like an image diagram which is not yet elucidated. The ideal way
of examining an idiosyncratic gap may be as follows: First, fix one abstract meaning using a kind of image
diagram; Second, compose sentences, say SENT (J) and SENT (E), in two different languages, say J and E,
so that the two sentences, SENT (J) and SENT (E), represent the original meaning; Last, compare SENT
{F) and SENT (E) carefully so as to detect structural difference which may suggest an idiosyncratic gap.
But we can not adopt this ideal method because of the unelucidated image diagram.

Therefore, we have devised a next best but practical method, which we term “Cross Translation Test
(CTT)”, in order to examine the idiosyncratic gap. CTT functions as follows: First, take an appropriate
well-written sample sentence written in one language, say English; Let E denote this sample sentence;
Second, select or make the proper free translation of E in the other language, say Japanese; Let J denote
this proper free translation; J must propesly preserve the original meaning of E; At the same time, make a
literal translation of E in the same langnage that J is written in; Let J° denote this literal translation;
Lastly, make a literal transiation of J in the same language that E is written in; Let E” denote this literal
translation.

Here, the “literal” translation means the translation that is preserving the wording, phrasing and
various sentential structure of the original (source) sentence as much as possible. Then, eventually we may
be able to define (and examine) the ideosyncratic gap, G, in Fig. 8. In other words, we may be able to
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——r=ma--= E —_— Y eege—e .

G fr
> G
________ E' iT ] -- -

G:  Miosyneratic (Siroctural) Gap,
LT: Literal Translation, ;
FI: Free Transdation,
E,E":  Sentence Writien in English
LT:  Sentence Written in Jap
In this paper, we have assumed that:
LT &« MT,and FT £ HT,
where, MT: Machine Transhation, and HT: Human Translation,

Fig. 8. Itustrative Definition of Idiosyncratic Gap.

examine and grasp the idiosyncratic gap by comparing the structure of E with that of E’, or by comparing

that of J* with that of J.

Now, note that we can assume the relationships,

LT=MT,
and
FT = HT,

where “ =" denotes “nearly equal” or “‘almost equivalent to.” Namely, we can assume that the literal

translation, LT, which preserves the wording, phrasing and structure of the source sentence, is almost

equivalent to the idealized competence of today’s practical machine translation, MT. The rationale of this
assumption has already been discussed in Section 3, especially in its footnote.

In this paper, the literal transtation, LT (= MT), is performed by tracing the procedural steps of a
virtual machine translation system (VMTS) theoretically. Here, the VMTS is a certain hypothetical system
which never models itself upon any actually existing machine translation system, but which models the
general properties of today's practical syntax-oriented machine translation systems. In this paper, we will
omit both the detailed description of each internal step of VMTS and the specification of VMTS because
of the limited space allotted to the author.

In any case ta sum up, the Cross Translation Test (CTT) is the examination of ldxosyncrahc structural
gaps by comparing the structures of the guadruplet [E, V', J, E’] such as in Fig. 8. CTT provides also a
method to measure the distance of idiosyncratic gaps, but in this paper we will only make an intuitive
observation of the gap G through CTT.

The result of CTT has various uses, some of which are as follows.

1)} One can obtain a detailed picture of the differeni wording, phrasing and composing in the sentences of
the source and target languages.

2) One can use the above pictures to make or improve the heuristic rules for treating idiosyncratic gaps,
and can use that to design or improve sublanguages [3], controlled languages [4] or normalized
languages [14]. The purpose of all these specially tailored languages is to improve the quality of
machine translation by modifying or restricting the grammatical structure or the vocabulary of the
source and target languages. Here the aim of the modification and restriction is, of course, to reduce the
arnbiguity of both source and target sentences, which also eventually contributes to the reduction of the
idiosyncratic gaps.

3) One might be able to obtain some clue to help design a gap-free neutral image diagram that can
describe the meaning of sentence in a language mdepcndcnt way, But this may be a kind of distant
future usage.
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Now let us observe the gap, G, by applying CTT te vadous sample sentences. First, let us take examples
rith large gaps.

v BB Ew FyANE HKWUBE TE Thor, (I3
Kokkyd-no nagai ton-neru-wo  nukeru-to yuki-guni de-atta.
[of border] [long] [tunnei] [after passing through] [snow country] [was]
b Lit. After passing through the long border tunnel, it was the snow country. +(E’3)
» The train came out of the fong tunnel into the snow country. (E3)
P Lit. Fisd Bu IS whiT EER e, )
Ressha-wa nagai ton-nerv-wo nuke-te  yuki-guni-ni de-ta.

(J3) is taken from the very famous novel “ Yuki-guni” written by Yasunari Kawabata, and (E3) is taken
from the also famous translation by Seidensticker. (E‘3) is a slight modification of [6, esp. p. 27] and (J*3)
is taken from the same book. In (E3) the new word “the train [ressha]” is supplemented according to the
situational understanding of the paragraph including (J3) which may, currently, be possible only for HT.

(J3) is a very typical Japanese senience which has the interesting idiosyncrasy, i.e., (J3) has no
superficial subject. But in (J3) some definite subject is surely recopnized, though unwritten. That is “the
eyes of the storyteller,” or rather “the eyes of the reader who has already joined in the travel to the snow
country by the train.” So the actual meaning of (J3) can be explained as follows:

After I (= the reader who is now experiencing the imaginary travel) passed through the long
border tunnel by train, it was the snow country that I encountered.

Thus (J3} is very successful in importing to the readers the fresh and vivid impression of suddenly
secing (also feeling and smelling) the snow country. (J3} has a poetic feeling and a lyric appeal in its neat
and concise styie. _

But the English sentence such as (E3) requires the concrete, clearly expressed suhject, “the train
[ = ressha]” in this case, and this concrete subject requires the verb, “came,” and again this verb requires
the two locative adverbial phrases, “out of the long tunnel” and “into the snow country”. Thus, the
original phrase “ yuki-guni de-atta {= it was the snow country}” in {J3) has completely disappeared in (E3),
but the new phrase “into the snow country | = yuki-guni-ni]”* appears instead. These drastic changes are
made under the strong influence of linguistic idiosyncrasy, and, at the same time, with an effort o preserve
the original poetic meaning as much as possible.

Consequently, these changes have invoked a large gap between (J3) and (E3). But this gap is
indispensable for this translation from (J3) into (E3),

HT: (J3) - (E3)
where
1(33) - (E3)§ = (E’3) - (E3){ = G =~ large.
One more comment, Note that as a resuolt of this large gap, the literal translation from (J3) into (E’3),
LT: (§3) - (E"3)
where
[(I3) - (E"3){ = |(E3) - (E"3)[ =0,

has failed to preserve the original meaning, i.e., (E’3) is an unacceptable translation which is misleading.
Because (E‘3) can be interpreted as:

After something (=it} finished passing through the long border tunnel, something became
{ = changed nto) the snow country.
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Second, again let us take other short examples with large gaps. An awkward literal translation is often
despised by expert (human) transiators who call it “machine-translation-like translation” (See for example
[6, esp. p. 110].). Their contempt of machine translation is, unfortunately, not so unfair. The reason for this
will be given by the following examples which are owing io [6, esp. p. 110-112) except for a few
modifications.

# an irresistible woman. {E4)
{fuka-kdryoku-no]  [cn-na]
e Lit. O ho%k ()4
fuka-kdryoku-no on-na )
eCribnnVEY BHHZ %, - 04)
kotaerare-nai-hodo miryoku-teki-na on-na.
[irresistibly] [attractive] fwoman])
@ Lit. an irresistibly attractive woman. (E4)
® One thing is cerlain, : (E5)
[hitotsu-no) [koto} [de-aru] [tashika-na] '
o Lit. —¢) B Wh Tk, (#Q’5)
Hitotsu-no koto-ga tashika  de-aru,
® fErl By - »5o (35)
Tashika-na koto-ga hitotsu aru,
[certain] [thing] [one] [exist]
® Lit, A certain thing exists by one. #(E'S)
{tashika-na] fkoto] {aru] fhitotsu-dake)
& to tempt fate. (E6)
ftamesu) {unmei)
o Lit. Edfz i (J'6)
: Unmei-wo tamesu -
® FEITIC Abdo (J6)
Koketsu-ni i,
fthe lie of a tiger] [go into]
® Lit. to go into the lie of a tiger. {E'6)
® What : a great artist dies with me! (E7)
[nanto-iu] lidai-naj [geijutsuka] [shinu]  [to-tomoni} {[watashi]
® Lit. i) ER2 ZlEH & FiC DS D P, +(3'7
Nanto-iu idaina geijutsuka-ga watashi-to-tomoni  shinu no-dard-ka.

e K. FERIE Al v fBKE EWMES —A Zoithrs5 EHZ L3073,

Watashi-ga shine-ba nanto-iu idai-na geijutsuka-ga hitori konoyo-kara saru koto-ni naru-no-dard-ka.

1] fif die} [what] [great] [artist]. {one] [from this world)] [that will imply] {(amn
[disappear]
@ Lit If I died, it would imply that one  great artist disappeared from this world. (E'T)
{Moshi] [shinu] [koto-naru-dard)] {idaina] [saruj {konoyo-kara] :
[watashi] [hitori-no] [geijutsukal

The following are the comments on the above (four) quadruplets from [(E4), (J'4), (J4), (E'4)] to
KED, (', 47, (E'D)}
1) The translation,

HT: (B4) — (J4)

requires the new supplementary adjective “attractive.” 1t may be possible only for a human to accomplish
this, because this must be based on a scme vulgar knowledge or experience. The phrase, (J'4), is nonsense,
which eventually gives one reason for the previous contempt of MT, that is,

M(=LT): (E4) — (J'4) = nonsense.
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And also note that the translation, *HT: (E4) - J(4) shows the typical symptom of translation, that is,
translation often decreases the quaniity (and quality, of course) and, at the same time, increases the
number of words (See [6, p. 111] for a good explanation.). .

2} In the iranslation,

HT: (ES) = (J5),

the syntactic role of the adjective “certain [= tashika-na]” has been changed from ‘predicative’ to
‘attributive’. This is a typical example of idiosyncratic difference in phrasing. The sentence (J'5) is still
barely understandable but its style is quite unnatural as a Japanese sentence. So, in this case, the machine
translation,

MT(= LT): (ES) - (J'5)

may not be so successful. The sentence (E’5) is almost unnatural but scarcely understandable. Here the
mark “*” denotes * ungramimatical or unacceptable”, “#” denotes “barely grammatical and /or scarcely
acceptable,” “+” denotes “grammatical but unacceptable because the original meaning has been dis-
torted,” and *“no mark” denotes “grammatical and acceptabie.”

. 3) Both (E6) and (J6) are very idiomatic expressions. So the translation,

HT: (E6) - (J6)

“requires the knowledge of idioms which is, of course, based on culture. But this kind of gap may easily be
treated only by storing many idiomatic expressions in a lexicon. Note that (E’6) is both grammatical and
acceptable but the original metaphorical meaning of (J6) is almost lost. So the translation,

MT(= LT): (I6) — (E’6)

is almosi unsuccessful in this case.
4} The translation,

HT(= FT): (E7) = (J7)

requires the situational knowledge that “a great artist” and “me (= speaker of (E7))” are the same person,
1.e. “me (= speaker)” is a braggart or a gemius. Thus, this kind of gap is intractabie for MT, Under the
above sitnation, the sentence {(J'7) is unacceptable, because it has distorted the original meaning of a
somewhat rhetorical style of (E7). Actually (J’7) suggests that the possibility that “me (= speaker)” and “a
great artist” may commit a double suicide. This case is also a typical example of a cultural gap.

However, it is not always the case with idiosyncratic gaps. Lastly, let us now observe the somewhat
encouraging examples favorable for machine translation, MT (= LT). In the following quadruplets, the
gaps are not so small but a gapless translation, i.e., LT (= MT) is often acceptable. The sample sentences,
{EB), (E9), (E10}, {E11) and (E12) are news lines taken from [7].

The free translations, (J8), (39), (J10), (J11) and (J12) are taken from [1, p. 203) with slight modifica-
tions. For the quick understanding of the outline of this news item, it may be recommendable for you to
read through *(E8), (E9), (E10), (E11) and (E12) or *(I8), (39), (J10), (J11) and (J12) at one stretch in the
first place. This time we can give only a very few comments because of the space limitation, but it may be
easy for readers to observe the various gaps and the acceptability of virtual machine translation,
MT(=LT).

® An Air Florida DC-10 was nearing
{Florida Koki]

last Sept. 22

[kono-mae-no] [9 gatsu

e Litth FBS K& HE%

Sonc Jbin-ga Okina

9R22H <47 iEE

[chikazuki-tsutsu-atia} [ririku) {kara]
when its
22 nichi){toki] {sono]

takeoff from Miami International Airport
[kokusai] [kiikd)
crew heard a large noise.
poinj  [kiita) [6kina] [zatsuon]
Muwk e s 7o) FHiZED DC-104 ZOHIO

zatsuon-wo kii-ta toki, Florida-kdkii-no DC-10-ga kono-mae-no

Wy 50 BEEEIL O ESEO0H o0,

9 gatsu 22 nichi Miami- KokusatKiikd-kara-no ririku-ni  chikazuki-tsutsu-atta.

(EB)

(J'8)
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e OA22H 79 FRZED DC-108  RERH w473 @R O E=#EHLS
9 gatsu 22 nichi, Florida-Kokd-no DC-10-gata ryokakuki-ga Miami-Kokusai-Kikod-kara
BERELEIE LT EZ A FRIZ KE2E% i,
ririku-shi-yd-to  shite-ita-tokoro, jdin-wa Okina oto-wo kii-ta.

& Lit. When a DC-10 type passenger plane of Air Florida was going 1o

froki}  [DC-10-gata] [ryokakuki}]  [no] [Florida-kokii)  [shi-yd-to shite-ita)
take off  from  Miami International Airport on September 22th, the crew
[ririku-suru] [kara] [Miami-Kokusai-Kiik3) [ni} [9 gatsu 22 nichi] [jin}
heard a loud crash. ’ '
- [kii-ta} [6kina) [oto] . _
@ The right engine had mysteriously disintegrated — and  the plane  began to
[migi-no] fengine]  [shinpi-teki-ni] [bunkai-shi-ta] [soshite]  [hikdki] [hajime-ta]
veer to the right. :
[hoké-wo henkd-suru] [migi-he-to] _
e Lit 5O LT uh MR LT - WAL AL 10k
Migi-no enjin-ga shinpi-teki-ni  bunkai-shi-te — hikdki-wa  migi-he-to0  hokd-wo
EEL Lo,
henkd-shi  hajime-ta. _
et ToVUH BEEFHOD SEEHREY EBIL, BR F2 Mz
Migi enjin-ga gen-in-fumei-no  bunkai-jiko-wo okoshi, ki-wa migi-ni muki-wo
EIBD I, .
kae-hafime-ta. :
® Lit. The right engine caused a  disintegration accident of unknown origin, and .
[migi-no] [enjin] fo koshi-ta][bunkai] {jiko] [fumei-no] [gen-in] [soshite]

the airplane began to  change its  direction to the right.
[hikoki) {hajime-ta} [kaeru} [sono] [hokd) [migi-ni}
® with seconds Lo spare, its  pilot aborted ‘the takeoff.

{wo-motte] {si-byd]  [ken-yaku-suru tame-nojjsono] [pairotto] {shippai-shi-ta] {rirku]
® Lit. {29¢ 5 oo HE O HoT.Z0 sS{oy MIBEEI KRB
ken-yaku-suru tameno sii-byd-wo motte, sono pairotto-wa  ririku-ni shippai-shi-ta.
®RI—BNELZAT st 4y MY OBEEER gkl 2,
Kan-ippatsu-no-tokoro-de  pairotto-wa ririku-wo  chiishi-shi-ta.
® Lit. The piiot stopped takeoff by  a hair’s breadth.
_ [pairotto]  [chishi-shita] [ririku] {de] [kami-no-ke ippon-no sukima)
@ He may have saved the flight from a tragic
{kare] fkamo-shire-nai} [kyjo-shi-ta} [sono]  [teikd-bin] [kara] [higeki-teki}
repeat performance of the American Airlines DC-10 crash that  killed 275
{hanpuku} [jikko] [noj : ftsuiraku] jkoroshi-ta] [275 nin-nol
people in Chicago  in 1979.
thito-bito]  [Chicago-de] [1979 nen-ni) )
® Lit 51 %o mEEEL. 1079#1L P AHTT 275 AN Ax%k
Kare-wa sono  teiki-bin-wo, 1979 nen-ni  Chicago-de 275 pin-no  hito-bito-wo
BLA  TXUBUMES DC-100 BFEN  HHE  KEo
koroshi-ta American-Kokil-no DC-10-no  tsuiraku-no higeki-teki hanpuku-no
EiTHE HEILAE ASBHLRZAY,
jikko-kara kyiijo-shi-ta kamo-shire-nai,
® itk T 0 #i, EE 275%% L/ 1979FD
Kore-ni-yotte kono ki-wa, shisha 275 mei-wo dashi-ta 1979 nen-no
YATEETD  BEBHRO g ok WIELE VAL,
Chicago-kitkd-de-no  tsuiraku-jiko-no higeki-no ni-no-mai-wo sake-eta-to  ie-y0.

(J8)

#(E'8)

(ES)

a9y

9

* #(E'9)

(E10)

}+ 310
(J10)

: (E'10) |

(E11)

#{J'11)

g11)
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& Lit. 1t may safely be said that, by this, this airplane could escape from
{to-ie-yd] {kore-ni-yotte] fkono hikdki) [sake-eta]  [kara)
tragic repetition of  crash accident of American Airlines
fhigeki-teki] [hanpuku, ni-no-mai)[no] [tsuiraku] [jiko] [noj
DC-10 in Chicago Airport in 1979 that produced 275 dead persons.
_ {Chicago-Kikd-de-no] {1979 nen-ni] [dashi-ta) {shisha]
@ In the Air Florida case, engine fragments had ripped
{Florida-Koki-no-jiko ni-oite-waj{enjin} [bahen]  fhiki-sakete-shi-matta)
throngh the~  aircraft's right wing, damaging
[wo-1dshi-te] {kokiki-no] [migi-no] [tsubasa] [sonshd-shi-tsutsu)
controls 1o its wing slats.
fseigyo]  [somo] [tsubasa], {suratto]
® Lit 7o ¥EZED BiibwTlR, TV OBRY T0 KO
Florida-Kdki-no  jiko-ni-oite-wa, enjin-no hahen-ga  sono  tsubasa-no
suratto-no seigyo-wo  sonshd-shi-tsutsu, kékiki-no migi-no tsubasa wo-tOshi-te
Fl&sBOITLE 21
hiki-sake-te-shima-tta, -
&SN TUNYREO BHE, Lo 0 B HER

#(E"11)

(E12)

Kondo-ne Florida-K&ki-no jiko-wa, enjin-no hahen-ga uyoku-wo a1
SlEROT, 2D 239 b BEE TRl UL LOTH 5,
hiki-sai-te, sono suratto-no sosa-wo funb-ni  shi-ia mono-de-aru.
® Lit. The last accident of  Atr Florida is that fragments of the engine
[kondo-no] fjike] {no] {[Florida-Kokil] [mono-de-aru] fhahen] [no] {enjin).
disabled it for a slat manipulation by tearing (E12)
[fund-ni-shi-ta] [sono] [suratto] [sbsa] [hiki-sai-te]
the right wing. .
[u-yoku]

The following are only a few comments on the above examples.

1) In the translation ‘MT(= LT): (E8) — (J'8), “noise” will usually be translated into “zatsuon [=a
sound that is neither musical nor pleasant].” In ‘MT(= LT): (18) = (E’8) the word “crash™ has equivocal-
ity (cf. the following 5), but for “from-Japanese-into-English translation,” perhaps there is no problem
{Again, see the case in 5 for comparison.).

2) In the tramslation “MT (=LT) (E9) -~ (J’9)., “mysteriously” will usvally be translated into
“shinpiteki-ni” or “shinpiteki-na-koto-niwa.” In *MT (= LT): (J9} - (E’9Y, if the correspondence “ muki-
wo kaeru «> veer” is stored in the lexicon then, in (E’9), the word “to veer” will appear instead of “to
change its direction.”

3) (J'10) is unacceptable because its meaning is completely different from the original’s. In the original
sentence (E10), the pilot could scarcely escape from a disastrous accident. But in (J’10) he “failed in
takeoff [= ririku-ni shippai-shi-ta),” which would inevitably have resulted-in a horrible crash. This terrible
mistranslation is due to the equivocality of the word, “abort.” This word has at least two delicately (but
for us, seriously) different meanings, even if its usage is restricted 10 the aercnautical engineering: one is
“shippai-suru [= fail in, come to nothing.J” and the other is “chiishi-suru, zasetsu-suru [= stop, cancel,
give up, terminate prematurely.]”, both of which are derived metaphorically from the original medical
meaning, “ryfizan-suru [= miscarry, give birth to an undeveloped fetus out of due season, make a
premature failure in delivery].” Thus, the translation, ‘MT: (Ei0) - (J'10) shows the typical symptom
that the idiosyncrasy of only one word, “abort,” leads to a disastrous mistranslation,

4) In *MT (=LT): (J10) — (E'10Y, if the idiom processing ability was higher than this MT together
with a well-equipped lexicon, then (E’10) would be:
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The pilot escaped from takeoff by a hairbreadth,
or,
The pilot escaped from takeoff by the skin of his teeth.

5) In ‘MT (=LT): (E11) - (J’11Y’, we have the ambiguous word “crash” which has at least three
different meanings: “shototsu [ = the violent striking of one solid thing against another]”, “dai-onkyd [=a
sudden loud noise]” and “isuiraku | = the sudden, accidental Fall of an aeroplanej”. Here the English
explanations are due to {2]. Note that even if we limit ourselves to the field of aeronautics, any one of these
three translation of “crash” is still possible. The fact that this ‘one English word, “crash”, represents one
concept that has at least three Japanese translations simultaneously, is a kind of idiosyncratic gap between

" English and Japanese. This kind of idiosyncratic gap, even though it is the ambiguity of only one word,
often deteriorates the guality of the output of MT.

6) In (E’11), the phrase “that produced 275 dead persons™ is very strange and horrible, but MT often
produces this kind of stuff unconsciously.

7y In *HT({= FT): (E11) — (J11), we find a large difference (i.e., idiosyncratic gap) in the subject
setting. (E11) takes ‘He (= the pilot)’ as the subject, while {J11) takes ‘kono-ki (= this airplane)’ as that.
To be more precise, the kemnel case pattern of (E11) is:

He( = the pilot) + saved + the flight + from tragedy

{Agent) (Predicate)  (Objecty (Modifier)
whereas that of (J11) is:

By this (= the pilot’s action) + this airplane ( = flight} + saved + -

{Instrument} {Agent) {Predicate)
1t is very difficult to find the origin that accounts for this big idiosyncratic gap and therefore it is almost
impossible 1o predetermine the detatl of this gap mechanically (i.e., computationally) before going into the
machine translation process.

8) In the translation, ‘MT: (J12) — (E’12Y, if a powerful tense-agreement mechanism and a chscourse-
analysis mechanism were 1mplcmented then (E‘12) would be:

..fragments of the engine had disabled rthe pilot for his slat mampulatlon
instead of
..fragments of the engine disable it for a slat manipulation....

In this section we have only applied the CTT (Cross Translation Test) in a naive and intuitive way, but
we may have been able to see that: There are many big idiosyncratic gaps that are hard to be overcome by
MT (machine translation), but at the same time, if the source sentences are taken from less ambiguous
documents such as news lines ot technical reports, today's practical MT will /can play an active role in
various business fields.

5. Convluding Bemacks

The sentences used in today's various business fields are, clearly, composed on the knowledge of
ever-increasing extraordinarily rich vocabulary and innumerable phenomena and intricate sitvations of
this world. This kind of knowledge is very very difficult to formalize as items of the computational
knowledge-base. For this reason, the current practical machine translation systems (MTS} are forced to be
syntax-oriented or structure-bound, which inevitably lack ability in meaning vnderstanding.

Without meaning-understanding ability, it is very hard for MTS to treat idiosyncratic gaps existing
between source and target sentences. So far we have seen a lot of symptoms that the neglect or insufficient
treatment of idiosyncratic gaps has resulted in unsatisfactory translations,

But at the same time, we also have found the encouraging fact that gap-free (or rather, gap-neglecting)
machine translation could produce so-so acceptable translations provided that the source sentences are
taken from documents of less equivocation.

Thus, research on ambiguity reduction is very important from the practical viewpoint. For this purpose,
it may be useful to make effcj_rts to construct a highly idiomatic lexicon, and to control sentence forming
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by carefully designed languages such as sublanguage, controlled langoage and normalized language.

On the other hand, we cannot forget the long-range basic studies on the meaning-understanding
mechamism and the meaning-describing diagram, in order to obtain the ultimate final result, that is,
human-transiation-like machine translation.
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