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The machine translation (MT) system under development is intended for trans- 
lating abstracts of scientific and technical documents in both directions between 
English and Japanese. The well-known transfer approach was adopted as the 
basic model for MT. The system has many specific features, as well. The con- 
cept of subgrammar has been introduced, making it possible to change the ana- 
lysis sequence in dependence on source language structure. All transfer proces- 
ses are executed after the analysis phase has been completed, i. e. partial struc- 
tures are not allowed to be transferred. Deep structures of input sentences are 
standardised before transfer, and immediately before generation there is a phase 
for converting the structure into internal expressions suited to the target lan- 
guage. Case grammar has been chosen as a model using 33 cases. Selection of 
words for assignment to respective case frames is accomplished by means of at- 
tributes combinations. Specific word usages are written in the word dictionary 
as local grammar rules applied before general ones. At present, some 15,000 
words have been collected, and it is planned to cover about 1 mln terminological 
words from the main areas of science and technology. 

 

PURPOSE AND ORGANISATION  OF  RESEARCH 

This research project was initiated with a fund al- 
located out of the Government’s science and technology 
promotion reserve budget. Its official R & D title is 
‘Fast Information Transfer System for Japanese & En- 
glish Documents in Science & Technology’, and the re- 
search objectives are outlined below. 

In view of the necessity of promoting scientific and 
technological document exchange with other countries, 
development of the system as a means of efficient docu- 
ment translation includes the creation of the following: 

(1) Japanese-English   (to  be  construed   as  including 
English-Japanese)   scientific   &   technological   terminolo- 
gy data base dictionary based on collected terminology 
in  the science  and  technology  fields,   compiled   into  a 
form suitable for computer use; 

(2) A ‘transfer’  system type J-E   machine   translati- 
on software, and grammatical rules for use in the trans- 
lation of scientific & technological documents, using the 
terminology data base dictionary; and  

(3) An integrated translation system collectively in- 
corporating the above.  

In short, the objective is to develop a system for 
translating abstracts of S & T documents in both direc- 
tions between English and Japanese, with emphasis pla- 
ced on the information transfer of the contents of the 
abstract. In this sense, the selection of proper stylistic 
forms in the translation is not always the first priority. 
Unlike conventional university research, this project is 
characterised by the requirement to yield a system that 
is linked firmly to practical use, and the main focus is 
on combining all the latest available technologies into a 
practical system. 

The project covers a period of three to four years 
from April 1982. Those organisations directly participa- 
ting in the project are the Japan Information Center of 
Science and Technology (JICST), under the Science and 
Technology Agency, the Electrotechnical Laboratory 
(ETL), and the Tsukuba Information Center (RIPS), 
both under the Agency of Industrial Science and Tech- 
nology, a branch of MITI. Kyoto University is involved 
in the project commissioned by ETL. JICST has been 
allotted the task of compiling the noun and terminology 
dictionaries of specialised lexical terms, etc., and their 
translation equivalents in the various scientific and tech- 
nological fields; ETL and Kyoto University have been 
allotted the task of developing the machine translation 
software, grammar and verb dictionaries; and RIPS is 
responsible for developing a comprehensive machine 
translation system incorporating the results of all pro- 
jects and of carrying out overall system testing. 

The main researchers involved from the respective 
organisations are as follows: At JICST, Mr. Hiroshi Na- 
kai was originally head of the research group, but Mr. 
G. Toriumi took over in April 1983; many researchers 
are involved in the programme under Mr. Toriumi. At 
Kyoto University, Mr. Makoto Nagao, Mr. Jun-ichi Tsu- 
jii, Mr. Jun-ichi Nakamura and Mr. Toyoaki Nishida are 
heads, and they are supported by Mr. Shinobu Takamat- 
su of Osaka Prefectural University, Mr. Hiroshi Kusana- 
gi of Tsukuba University, and Mr. Makoto Hirai of Toy- 
ohashi College of Technology & Science. In addition, for 
the development of software, grammar rules, etc., softwa- 
re companies, electronics companies, translation compani- 
es, etc., are voluntarily involved in sharing the huge 
work load and are making a great contribution to the 
progress of the project.  In ETL,  the  computer depart- 
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ment manager, Mr. Kashiwagi, Messrs. Yoshiyuki Saka- 
moto and Hozumi Tanaka are heads, and at RIPS, Mr. 
Mitsuji Yada, Director of the Center, is directly promo- 
ting the systems application development. These organi- 
sations have held many meetings for the coordination 
of mutual research and development activities, and have 
been working in close cooperation. For details of the se- 
parate research conducted by the respective organisati- 
ons, reference should be made to the relevant reports. 

BASIC CONCEPT OF THE TRANSLATION SYSTEM 

So far, several machine translation systems have been 
investigated by various research groups around the 
world, The key consideration in our system in compari- 
son with the other systems is: (1) how best to incorpo- 
rate current linguistic theories, and (2) how best to 
handle phenomena that do not conform to linguistic the- 
ories. Language contains more exceptions than expressi- 
ons that can be treated by generally defined grammati- 
cal rules, and is full of phenomena which are logically 
unexplainable. Therefore, in constructing a system, it is 
considered important to have an open-system design to 
maintain the adaptability to incorporate any future de- 
velopments. 

The main guidelines we adopted in starting the re- 
search programme are: 

(1) To adopt, as the basic mechanism for the trans- 
lation process, a system of ‘transfer’ from a list of tre- 
es to another list of trees. This allows incorporation of 
more  and  more complex     linguistic     theories  as  they 
emerge. 

(2) To  develop  easily  understandable  grammar  and 
dictionary systems to enable linguists and other people 
who are not familiar with computers to write grammar 
rules, dictionaries, etc. easily. 

(3) To  adopt LISP  as the basic programming  lan- 
guage. This is because LISP is the best language avai- 
lable at present for processing tree transformations and 
other complex symbolic representations. 

(4) To adopt the ‘transfer’ system approach to ma- 
chine translation. When possible future requirements for 
multilingual translation are considered, the concepts of 
a pivot language and symbolic logic seem to be inade- 
quate as models for use in machine translation. 

(5) In the analysis phase, emphasis is to be given 
to the treatment of meaning, based on case grammar. 
To deal with Japanese, the concept of ‘deep case’ is cur- 
rently the best approach. 

(6) To use a dictionary-based approach. This is im- 
portant to cope with the numerous linguistic exceptions. 

SOFTWARE SYSTEM 

The selection of the software structure for language 
processing is of vital importance for the system perfor- 
mance. Representative systems so far are Montreal Uni- 
versity’s System Q and Grenoble University’s ARIANE. 
After extensive study, we adopted a system structure 
which has considerable expressive power for rewriting 
rules; that is, the processing of a list of tree structures 
and the addition of various information to tree nodes 
are possible.  This system allows  the same  partial struc- 

ture In a rewriting rule to be repeated any desired num- 
ber of times, the arbitrariness of the order of gramma- 
tical elements in a rule to be specified, and the variab- 
les to be used freely. The system has especially power- 
ful pattern-matching capabilities for the activation of 
rules. Furthermore, the system can group a set of re- 
writing rules as a subgrammar, and, as will be described 
later, can deal with subgrammar networks. In this way, 
the system is capable of handling very complex lingu- 
istic structures, and of incorporating more advanced lin- 
guistic theories as they arise. It has the capability of 
representing the linguistic structures of any language, 
including, of course, Japanese and English. 

Since the rewriting rules are very powerful, the sa- 
me software system covers all the machine translation 
phases, the parsing process, inter-language transfer at 
the level of deep structure, and the generation both of 
Japanese and English. This is an important feature of 
the system. However, a separate program is used for 
morphological analysis and morphological generation in 
view of the efficiency of Japanese morphological analy- 
sis. To generate systems of this order of performance 
and complexity, LISP is by far the most powerful pro- 
gramming language available at present, because it is 
a well-tried and tested language with many powerful 
functions. Recently, several LISP machines have been 
built, and a Kanji version of LISP has become available. 
We have nearly 20 years of experience with LISP, and 
furthermore, we have found several times that, to write 
the same function as a program, LISP is much faster 
and more compact than PL/1. This is another factor in 
the present project where the objectives must be achieved 
in only 3 years. 

The greatest problem with using LISP has been the 
potential problems of running the system on other ty- 
pes of computer. But, because this software will find a 
very wide application range in future intelligent infor- 
mation processing, and because future personal compu- 
ters will become powerful enough to run LISP, we are 
confident that LISP is a proper programming language 
for machine translation. 

In a machine translation system, system software 
and linguistic data such as grammars and the dictiona- 
ries should be separated, and a grammar and dictionary 
writing system should be provided to make the writing 
and rewriting of grammar rules and dictionaries easy 
for people with no knowledge of software. For this pur- 
pose, GRADE was developed, which is a system compo- 
sed of a metalanguage for specifying the writing of 
grammatical rules, a program for compiling these gram- 
matical rules into an internal form which the computer 
can directly process, and the execution of these rules on 
the input linguistic data. GRADE is a system that can 
be used at all stages of analysis, transfer and synthesis 
as explained in detail elsewhere [2]. GRADE is written 
in LISP. 

In our machine translation system, we want to place 
emphasis on the man-machine interaction parts, such as 
post-editing, improvement of grammatical rules, and di- 
ctionaries. In order that the system may be gradually 
modified and improved according to the actual results 
of translation tasks, the system constructors would like 
to monitor examples and change the linguistic informa.- 
tion held in the computer during the machine translation 
process. This is to be  achieved  by utilising the powerful 
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interactive functions of a LISP machine terminal. In the 
course of the translation process, human intervention is 
required at various stages, particularly for pre-editing 
and post-editing, and ways of achieving this smoothly 
are under consideration. However, since they depend on 
the actual translation work mode, various different sy- 
stems are being considered. 

THE TRANSLATION PROCESS 

The machine translation system that we are develo- 
ping belongs to the ‘transfer’ type system, but it incor- 
porates many new functions. Figure 1 shows the basic 
concept. In the analysis phase, especially of Japanese 
input, the concept of the subgrammar network can be 
introduced to make the analysis as precise as possible, 
and to raise the analysis efficiency at the same time. 
This is because in the analysis of a sentence, there is 
an analysis sequence which is suited to the structure of 
each respective language. 

 

Handling all the rewriting rules as equal for all the 
analysis situations, and examining all the possibilities 
for all situations are not always necessary and not al- 
ways correct. For example, if an article, an adjective and 
a noun appear in this order in an English sentence, this 
group should be uniquely parsed as a phrase without 
examining other possibilities. Several rewriting rules cor- 
responding to a certain linguistic construction are grou- 
ped (in what is called a subgrammar), so that the re- 
cognition and parsing of a certain construction will be 
done at a certain stage of analysis. These subgrammars 
will be joined in a network, and analysis will progress 
in the sequence defined by the network. Such networks 
are, needless to say, recursive in structure. If the use of 
the subgrammar concept is not desirable, all the rewri- 
ting rules may be written within a single subgrammar. 
In the process of applying all the rewriting rules within 
a single subgrammar, selective control of the order of 
application is possible. 

Another important new concept in the analysis phase 
is that a rewriting rule need not always execute a par- 
sing. For example, in the analysis of parallel noun phra- 
ses, the last words (usually the principal nouns) of pa- 
rallel phrases are usually identical or end in similar suf- 
fixes, so that parallel phrases can be detected by the 
recognition of these features. Special rewriting rules are 
prepared for the detection of the extent or range of the 
parallel phrases. In this type of process, only the range 
of parallel phrases is determined, and no parsing is do- 
ne. Then, in the subsequent step, the noun phrases with- 
in the ranges of the individual parallel phrases are ana- 
lysed, parsed, and trees arc generated. This method of 
first  examining  the  range,  and  then  analysing  the res- 
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pective sections is necessary not only in dealing with 
parallel noun phrases, but also with various linguistic 
phenomena such as declinable interruptions in Japanese. 
These analysis steps are, it is believed, what the human 
brain does for the determination of the structure of 
complex sentences. 

There is a loop between analysis and transfer in Fi- 
gure 1. This loop represents a process of changing the 
analysed sentential structure into a more deep and uni- 
versal one before inter-language transfer. This process 
will be essential to translate between more than two lan- 
guages in the future. Deep structures of input sentences 
are standardised as far as possible before transfer into 
the other language. After the transfer phase, again im- 
mediately before generation, there is a phase for con- 
verting the structure into internal expressions suited to 
the target language, represented by the loop immediate- 
ly before synthesis in Figure 1. 

Because our system contains various new analysis 
stages not found in the other systems, such as a wide 
range situational check during the analysis, and the ad- 
justment of deep structures immediately after the ana- 
lysis, the transfer processes are all executed after the 
analysis phase has been completed. In this way, our sy- 
stem is fundamentally different from conventional sy- 
stems where partial structures are converted into other 
languages in the course of analysis as they are determi- 
ned, and is considered to yield much better results. 

GRAMMAR MODELS IN MACHINE TRANSLATION 

The selection of grammars, or models, for machine 
translation is a very important problem. Although many 
models have been experimented with, the majority of 
Japanese researchers seem to have now reached agre- 
ement that as far as Japanese is concerned, the concept 
of case grammar is basically a good choice*. In Euro- 
pe, some researchers have recently come to recognise the 
advantages of case grammar over the conventional phra- 
se structure grammar for translation between European 
languages. Basically we have also adopted case gram- 
mar. The most difficult problems in the use of case 
grammar in our system are (1) to determine what and 
how many cases are to be used, and (2) how to deter- 
mine the case frames for the verbs. At present, no stu- 
dy seems to exist which gives stable structures for the- 
se two problems. Researchers differ in subtle ways in 
the method of defining these two categories and in the 
estimation of the varieties of linguistic phenomena that 
can be clarified by these categories. Naturally, the case 
structure can differ with the purpose of the analysis sy- 
stem, and accordingly many different ones have been 
proposed. 

Although details must be left to a separate paper [3], 
our case grammar has 33 cases. Some 50 meaning at- 
tributes are established to select words for entry into 
the respective case frame by the proper combinations of 
the attributes. This means that words are screened with 
respect to meaning attributes for assignment to case 
frames. This in turn means that each verb is described 
in detail both syntactically and semantically. To describe 
the case pattern of a standard expression is not at all 

* This idea was present in Japan even before it was proposed 
by Fillmore. 



difficult, but to determine case patterns for large num- 
bers of special expressions is very difficult and is sub- 
ject to variation between lexicographers. In our project, 
since one person cannot handle the task of determining 
case patterns for several thousands of words, how to 
standardise the criteria for determining case patterns 
among all lexicographers is a serious problem. In an 
attempt to solve this problem, a working manual was 
compiled for verb case pattern description. With this, 
it is expected that nearly identical results will be obtai- 
ned irrespective of personal differences. The manual gi- 
ves many examples for reference in difficult cases. 

The linguistic components to which most attention 
was paid in compiling the Japanese syntactic analysis 
rules were the treatment of compound words, parallel 
noun phrases, inflections, tense, aspect and modality. 

DICTIONARY CONSTRUCTION 

Among the many important elements in machine 
translation system, the dictionaries are one of the fore- 
most. Because software systems, grammars, etc. cannot 
be easily modified once they have been established, the 
first thing attempted when improving the system and 
quality of translation is the revision and improvement of 
the dictionary contents. The work of dictionary revision 
and maintenance must be a patient and continuous pro- 
cess over time, and the dictionaries must be structured 
to allow the acceptance of an infinite number of revi- 
sions. 

On the other hand, great discretion is also required 
in revising dictionaries. A dictionary which was compi- 
led with an overall balance of contents in the initial sta- 
ge may become extremely unbalanced if revisions are 
made frequently to incorporate specialised data, and la- 
ter restoration of balance may be nearly impossible. 

With all these factors taken into consideration, at 
present, the following three hierarchical levels are under 
consideration for dictionary structure: 

(1) Basic   dictionary   (verbs,   general   lexical   items, 
etc.). 

(2) Terminology dictionaries by field. 
(3) Private dictionaries (for individual system users). 
Dictionaries   (1)   and   (2)   are to be standardised,  to 

be kept free from frequent revision, and be maintained 
by dictionary system specialists. 

As explained in detail in separate papers [5] and [6], 
verb dictionaries, noun dictionaries, etc. also contain 
features to cope with special features of the languages. 
The standard usages of verbs and nouns are expressed 
by their case frames and by the meaning attributes of 
the noun, but there are many idiomatic usages that do 
not fall within these frameworks. Therefore, for special 
usages, provisions are being made so that these can be 
written into the dictionary entry for that particular word. 
For example, when special English expressions are to be 
used to cover special verb expressions or special Japane- 
se contexts, provisions are made so that these can be 
written in the word dictionary as local grammar rules. 
They may be written both under the noun or verb entry 
to be used, but the majority of idiomatic phrases are 
more often accessed from the noun side. 

When rewriting rules are applied to analysis, trans- 
fer,  and  synthesis,  the  local grammar rules given in 

the dictionary corresponding to the respective words in 
the sentence are first applied, and if not successful, ge- 
neral grammar rules are applied next. Such specification 
can be given in the GRADE expression for each sub- 
grammar in the subgrammar network. That is, our gram- 
mar system can describe in this way both the rewriting 
rules specific to a word and the general rewriting rules 
at the same level, and can specify the priority sequence 
for them. 

In this way, our system is extensively dependent on 
dictionary information, and in this sense, may be called 
a lexicon-driven machine translation system. 

SEMANTIC DESCRIPTION 
AND TRANSLATION WORD SELECTION 

Language translation is both the translation of me- 
aning and form of expression. In many cases, transla- 
ting the words in a sentence literally word for word will 
not result in a good translation. There may be a limit 
to the accuracy of comprehension of the real meanings 
from only syntactic considerations. And it is widely re- 
cognised that semantic translation is indispensable. 
However, on the other hand, meaning is not correctly 
translatable without information in syntactic form. Fur- 
thermore, it is certainly doubtful that the 50 meaning 
attributes that we have adopted can express all existing 
concepts. However, they should be useful in distingui- 
shing different semantic usages for a single word. Al- 
though the exact meaning of a noun may be projected 
to a concept by the combinations of several meaning 
attributes, it is quite difficult to do the same for the 
meaning specification of verbs at the present research 
stage. Verb usages are diverse, and a description of the 
behavior of individual verbs in detail is considered to be 
more important than conceptual classification. 

The following principles are adopted in the selection 
of language-equivalents for each word. For each word, 
as many different semantic concepts are classified as 
represented by the combination of meaning attributes of 
that word, and to each of these semantic concepts, a cor- 
responding word in the target language is assigned. 
However, we are not simply assigning words to words. 
Instead, we identify contextual usage meanings for 
each word of the source language, and then the words 
in the target language with the corresponding contextu- 
al meaning (and the required structure) are assigned to 
them. The basic concept of this operation is the conser- 
vation of meaning (concept). The utilisation of a the- 
saurus is a research topic for the future. While syntac- 
tic and semantic correspondence and transfer between 
two languages are the main concepts in our system, a 
means is provided for special linguistic expressions that 
cannot be dealt with at this general rule level; that is, 
a means for syntactic correspondence and transfer bet- 
ween linguistic expressions. This is an important featu- 
re of our system. Since languages have a vast range of 
expressions, they are not all treated by general gramma- 
tical rules. To deal with those linguistic phenomena 
which cannot be covered by these general grammatical 
rules, processing at the individual word and expression 
level is considered imperative. 
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COLLECTION OF TERMINOLOGY 

To translate scientific and technological documents, 
not only common words, but also specialised words in 
scientific and technological fields must be collected with 
their translation equivalents. In this process, the follo- 
wing problems are involved: 

(1)  To classify specialised fields, to assign field co- 
des to each word, and to give translation equivalents in 
the target language in the respective fields. 

(2)  To clarify the criteria for accepting a consecuti- 
ve word group as a compound word which should be 
included in the dictionary entry. 

(3)  To collect  newly-coined  words,  and  to establish 
systems   for   creating   translation   equivalents   for   these 
words  in other  languages   (dictionary maintenance and 
control). 

(4)  Procedure for generating dictionary systems  for 
a large terminology data base. 

Among the above, (1) is relatively free from diffi- 
culties, but (2) and (3) are formidable tasks, and no 
clear criteria have yet been laid down. However, at 
present, some 15 thousand words have been collected, 
and work on dictionary compilation has started. To co- 
ver the main areas of science and technology, around 
one million terminological words will be required. Just 
how far we can develop our dictionary within the fra- 
mework of the present project depends primarily on the 
available budget and time. We are planning to start 
from electrical engineering and expand to medical and 
other fields. The EC, the Canadian Government, Sie- 
mens, etc, have data bases of over one million termino- 
logical words in their projects on multilingual transla- 
tion, and these data bases are accessible by computer 
terminals. We are very much behind in this, and consi- 
derable efforts are required to catch up quickly. The re- 
sults of these efforts must bring significant benefits to 
Japan as a whole. 

RELATIONSHIP BETWEEN J-E 
AND E-J MACHINE TRANSLATION SYSTEMS 

The target of the present project is to develop both 
Japanese-English and English-Japanese translation sys- 
tems. However, this does not necessarily mean that one 
system will be required to cover bi-directional transla- 
tion. At present, we are aiming at developing two in- 
dependent systems. The two systems are compared in 
Table 1. To achieve high-quality translation, there is 
the possibility that special and different information and 
mechanisms are required for each translation direction. 
Japanese analysis grammar, for example, may not neces- 
sarily be the same as Japanese generation grammar. Ho- 
pefully, at an advanced research stage, the J-E and E-J 
translation systems will be integrated into one with a 
common grammar for analysis and synthesis, and with 
the same dictionary for both translation directions. We 
have to wait for this possibility until the completion 
of both systems to a satisfactory level. 

Let us consider, for example, the inter-language trans- 
fer phase. While, with the J-E transfer grammar, a cer- 
tain internal structure in Japanese is transformed into 
an English structure as specified by a transfer rule, the 
same English structure can simply be re-transferred in- 
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Table 1 

Japanese-             English- 
English              Japanese 

Software Common 

Morphological        Japanese ana-        Japanese   ge- 
   analysis                  lysis & English     neration   & 

    generation              English   analy- 
              sis 

Syntactic and se-     Japanese ana-          Japanese ge- 
mantic analysis      lysis grammar      neration gram- 

               mar 
Inter-language        J-E   transfer        E-J transfer 

   transfer                  rules                         rules 
Generation gram-    English gene-          Japanese ge- 
Mars                    ration grammar     neration gram- 

                mar 
Dictionaries           J-E dictio-              E-J dictio- 

     nary                      nary 

to the original Japanese internal structure with the E-J 
translation. Ostensibly, there seems to be a one-to-one 
correspondence between the J-E and E-J transfer pro- 
cesses, and one common set of transfer rules for both 
directions may be feasible. However, to play it safe, 
we are generating two independent sets of transfer ru- 
les at present, because we have still little confidence in 
this reversibility of the rules. The same approach is being 
taken for other stages of translation. 

INTEGRATED SYSTEM 

The target of the present project is to develop J-E 
and E-J machine translation systems for scientific and 
technological abstracts, thus realising two-way informa- 
tion transfer between Japanese and English. The prime 
objective is to bring the system to the stage where it 
can be put into practical use, leaving the question of 
the literary quality of the output to one side for the 
moment. 

Typical applications of the eventual system are in 
the batch translation of abstracts at JICST, etc. for col- 
lective post-editing, and an on-line conversational mode 
to be used for writing research papers in English via 
machine translation [7], 

In any case, as we have no practical experience of 
machine translation systems in Japan, the selection of 
the overall system configuration for use in the various 
applications must be left to a future study. We are de- 
veloping a core system that can be used as a compre- 
hensive system base and that can be adapted to any 
particular applications. 

CONCLUSIONS 

The diverse features of the present R & D project 
have been described. The main parts of the software and 
the Japanese-English translation grammar were comple- 
ted in the first year of the project (March, 1982). Du- 
ring 1983, the system was to be operational on a small 
scale to produce real translation results so that the 
shortcomings of  the system could be  pinpointed and im- 



proved. At the same time, up to the end of the fiscal 
year, the main sections of the English-Japanese transla- 
tion system were to be designed. At the end of the 4th 
year, all the sections will be completed and operational, 
and the quality of the output will be evaluated. 

Any machine translation system is bound to reach 
an impasse sooner or later. This seems to be unavoidab- 
le, because language is intrinsically free, and we are 
trying to confine it within an artificial framework. How- 
ever, the stage at which the system reaches this im- 
passe depends on the structure of the system. While on- 
ly simple sentences are being translated, the true po- 
tential of the system is not revealed, but when more and 
more complicated sentences are treated, systems based 
on simple models soon reach this impasse, and further 
improvement becomes very difficult. 

The system we are developing is aimed at incorpora- 
ting relatively sophisticated linguistic theories, so that 
its advantages over other systems may not be apparent 
in the beginning, but as the subject sentences become 
more complex, the differences will become clearer. Even 
so, our system is also bound to reach an impasse, in 
the very nature of special expressions. To overcome the- 
se difficult problems, various special mechanisms are in- 
corporated in our system, including dictionary entries of 
specific  solutions  for  specific  cases,  and  the provision 

of additional processes (loops in Figure 1) for standar- 
dising special internal sentence constructions as far as 
possible. Just how far these mechanisms will be effec- 
tive in overcoming the difficulties of dealing with comp- 
lex sentences can only be found through actual use, but 
we are hoping that the inevitable impasse in machine 
translation can be banished as far into the future as 
possible. Your cooperation and support in this national 
R & D project are sincerely appreciated. 
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