Computerized Russian Translation at ORNL

Since 1964, as an adjunct to its automated technical
information processing services to ERDA and other
federal agencies, a generalized language translation sys-
tem has been used by the Oak Ridge National Labora-
tory (ORNL) to translate Russian scientific text to Eng-
lish. The translation system, first implemented at
Georgetown University around 1960, has been rewritten
and improved through the years as computer models
changed. Although the translations lack high literary
guality, the system, by means of its context sensitive
dictionary, nevertheless provides inexpensive, fast and
highly useful translations of scientific literature.

The method used involves a linguistically-oriented
programming language called Simulated Linguistic Com-

e Historical Background

In the great surge of optimistic enthusiasm and
government support for machine translation of the
1950's and early 1960's, many projects were launched to
solve the seemingly straightforward problems of hand-
ling large files of words and the selection of the appro-
priate alternative translated meaning for each word from
a bilingual dictionary. Interesting historical accounts of
the early days of machine translation (MT) can be found
in Pendergraft (9) and Locke and Booth (8).
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puter (SLC), with which a language-specific dictionary
can be written for use by the translation system.  The
dictionary entry for any word can be augmented by pro-
cedures which permit its meaning to be modified by its
context; more general linguistic procedures operate on
the sentence as awhole.

In an evaluation of user reaction, over ninety percent
of the respondents rated the machine translation (MT)
service "good" or "acceptable" on translations of their
subject specialty. Development, implementation, and
documentation of the system are continuing, as we meet
increasing requests for service and attempt new applica-
tions of the MT system.

Sara R. Jordan*

Antony F.R. Brown**
Fred C. Hutton

Computer Sciences Division
Oak Ridge National Laboratory
Union Carbide Corporation
Nuclear Division ***

Early computerized translation approaches were un-
able to handle idiomatic forms. In addition, it was found
that human pre-editing was needed to analyze the source
text, insert diacritical marks helpful in dictionary search,
and that extensive post-editing was necessary to reshape
and clarify the translation output. In order to eliminate
the need for human intervention, Leon Dostert proposed
to include in the bilingual lexicon a systematic set of
diacritics which describe the general use pattern or type
for each word. Since the diacritic information for a word
summarized its use in all contexts, it was necessary to
augment the lexicon with the ability to mechanically
search and manipulate the context of the particular
word being considered. (See (5) for details of Dostert's
ideas.)

When the Georgetown University Machine Transla-
tion Research Project was funded in 1956 with Dostert
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as director, several approaches were developed to imple-
ment Dostert's scheme. The two most important and
successful approaches were the "general analysis"
method of Michael Zarechnak and the "sentence-by-
sentence” method of A.F.R. Brown.

In the general analysis approach, a sentence is
analyzed on several levels, including 1) formation of
words and idioms, 2) word grouping to determine noun-
adjective agreement and verb-noun government, and 3)
syntactic relationships such as subject-predicate analysis.

With the novel sentence-by-sentence method, a
linguist could "bootstrap™ the system to increasingly
larger competence, starting with a basic set of informa-
tion and procedures, and adding more until the system
was able to handle any sentence. More importantly,
Brown needed a way to communicate linguistic ideas
and statements directly to the computer, so he designed
a language which, after a few years of development, be-
came known as the Simulated Linguistic Computer
(SLC) language. With SLC, it is possible for a linguist to
program machine translation between any two languages
which can be represented as strings of symbols.

Although Zarechnak's multilevel linguistic analysis
approach was the first Georgetown MT program to be
successfully tested, Brown's SLC was also considered a
very significant development. The current version of the
machine translation system at ORNL clearly shows its
origins in these early ideas.

In 1964, a copy of the current Georgetown MT
system (combining both Zarechnak's and Brown's con-
tributions), was presented to the Atomic Energy Com-
mission's Oak Ridge National Laboratory by Dostert, in
order to have large-scale testing and evaluation by local
scientists. A similar arrangement had been made with
the EURATOM Center at Ispra, Italy. Meanwhile. Bar-
Hillel published his famous statements concerning the
nonfeasibility of fully automatic high quality translation
(2) and the pessimistic ALPAC Report published in
1966 (1) caused termination of government support for
machine translation projects.

Despite the widespread pessimism, the experience at
ORNL with the Georgetown MT program was quite
satisfactory. The system was installed at the Computing
Technology Center by J.A. Gillcrist under the direction
of A.A. Brooks. After 1965, largely through the efforts
of Francois Kertesz, the ORNL program was kept viable
during a period of general apathy and lack of firm finan-
cial support. As the years went by, many thousands of
pages of Russian were translated for scientists at ORNL,
AEC's Technical Information Center, and elsewhere.
Although the output was not of high literary quality.
the system nevertheless provided valuable, useful, and
fast translations for which the customers paid willingly.
As Dr. Kertesz noted in an August 1964 letter to C.P.

Keim, "only the actual user who needs the information
can evaluate whether the material he received is satis-
factory for his purpose and whether he is willing to
spend the additional time for reading the somewhat awk-
wardly-worded material. This might be a small once to
pay for obtaining the translation immediately instead of
waiting days or weeks for it." This philosophy of the
ORNL automatic translation service has since been
echoed by a 1971 statement of Bar-Hillel (3).

In contrast to the unfavorable economic factors
which ALPAC had found for most MT projects, the
translation service at ORNL has not been hampered
by major development costs or by the need for any com-
puting facility beyond the genera! computer used by
everyone else. Furthermore, translations were and
are produced only by request of users who will be
billed for the service, so unnecessary effort and
expense are minimized. Finally, no human post-editing is
required for users familiar with the subject area (they do
the post-editing themselves),although it has been done on
some projects for outside users or publication.

In the next two sections, an overview of SLC and the
translation system will be given, followed by sections
giving more detailed descriptions and a sample transla-
tion.

* Overview of the SLC Language

The SLC programming language was designed to pro-
vide a communication link between the computer and
the linguist, specifically for the purpose of translating
languages. After the source and target languages (Russian
and English, for example) have been determined for a
specific translation application, then those languages
should be analyzed to determine which linguistic
features (such as gender, case, etc.) are important in pro-
ducing the external "shape" of each language. The SLC
computer language enables the linguist user to encode
and manipulate many types of linguistic information in
a convenient symbolic form. Coded information may be
attached to particular words or endings in the dictionary.
Linguistic situations may be specified in terms of part
of speech, case, number, gender, or even a specific set
of words. If such a situation is found, the instructions
in the dictionary definition may change the translation
of a word or group of words, may rearrange the order
of the words, or may even add or delete some word(s)
in the sentence. For example, the choice of case and
number endings for a particular word may be deter-
mined by inspection of the information attached to
other words found in the sentence. As another example,
a particular Russian word may have a basic translation
into English, but may also have other meanings if it

Journal of the American Society for Information Science—January 1977 27



occurs in any of several specified contexts. The dic-
tionary entry for that word then may include not only
the basic translation, but also may have one or more
operations to modify the translation if a specified con-
text is found.

Besides the instructions associated with particular
words, there are some operations which must occur for
every sentence the computer translates (determination
of the subject, for example). All instructions are given
priority numbers which cause them to be enacted at
proper times throughout the processing of the sentence.
In short, the dictionary and operations used for the
translation must include all such information needed to
specify the structural pattern of the language, as well as
the linguist understands it.

* Overview of SLC Translation System

The translation system for given languages has two
major modes of operation: 1) system generation and 2)
actual translation. Fig. 1 shows a simplified schematic
view of the overall system. System generation involves
compilation of the language-specific dictionary and asso-
ciated linguistic operations, from SLC instructions to
machine code. The translation phase of the system uses
the resulting dictionary and operations files to accept
source language text as input and produce as output the
target language translation, usually with the original
source text printed alongside. For clarity and con-
venience in the remainder of this paper, we shall assume
Russian-to-English translation which is the type of
operation at ORNL; that is, source language = Russian,
and target language = English. For input, and in the dic-
tionary, Russian text is currently transliterated accord-
ing to a standard scheme using Roman letters and
numerals.

The system generation phase of the system is used
only if the existing dictionary is to be updated or if
there is no existing dictionary. Any new dictionary
entries and associated linguistic operations written in
SLC are compiled into tables and machine code by a
symbolic assembler program. The newly compiled
entries are then merged with the old dictionary file to
produce a new, updated version. Dictionary listings can
be printed when desired. If new general linguistic opera-
tions are to be added, the entire set (old and new) is
compiled and a new operations file is created. The files
thus generated are then available for use by the transla-
tion program.

The translation program assumes the existence of a
file of standard linguistic operations designed for general
analysis of any Russian sentence, plus a dictionary file
which contains for every word a basic translation, gram-

matical information, and perhaps, also, one or more
associated operations which modify the basic translation
in certain contexts. Given these resources, the transla-
tion program accepts a Russian sentence and creates
from it a working list of "items", one for each word or
punctuation mark, with which to produce the English
translation. Each item contains the information (includ-
ing any special operations) which is found in the dic-
tionary entry for that word or punctuation mark.
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Fig. 1. Schematic of Translation System. (1) Computer programs
are independent of source and target languages within the class
of languages permitted. (2) Operations and Dictionary are source
and target language dependent (Russian to English currently im-
plemented). (3) Dictionary is context oriented with appropriate
operations. (4) Sort & scratch files and activity listing are not
shown.

Every sentence input for translation must end with an
asterisk which serves as the final period. The final
asterisk has a special function of causing sentence-wide
operations required in the translation process. Thus, for
the input sentence "ON GOVORIT *", there will be
three items for "ON", "GOVORIT", and "* ", respec-
tively. Suppose that each word in the sentence has been
looked up in the dictionary, and the complete dictionary
entry from each word (including not only the usual Eng-
lish equivalent but also any additional grammatical in-
formation and instructions) has been stored in that
word's "item." Each word in the sentence has until this
point been considered independently, and carries along
with it the information to handle any situation it might
be appearing in, because the context has not yet been
considered.
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This list of "items" with their separate sets of instruc-
tions must now be analyzed for interaction so that the
correct translation from Russian to English may be pro-
duced. This is accomplished by merging all the words' in-
structions conceptually into a single set, ordered by
priority. Then each instruction is executed on the sen-
tence, highest priority first, or in the case of equal
priority, left before right. Each instruction includes
some test(s) to be made by scanning the items in the
sentence and noting the linguistic information "tags"
(such as number, gender, case), or even checking for
specific strings in certain locations. If the test fails, the
instruction does not apply and is terminated. If the test is
satisfied, some specified modification of one or more
word "items" in the sentence is made. After an instruction
has been completed, the system chooses the next higher
priority instruction to execute. When no more instructions
remain to be executed, then the translated sentence can be
output; starting from the first "item™ in the sentence, the
resulting English equivalent of each "item" is output,
ending with a "." (period) which is defined as the English
equivalent of the final asterisk.

Having completed this sentence, the computer system
reads in a new sentence and begins the whole process
again, starting with the dictionary lookup.

« The Translation Dictionary

Now that an. overview of the operation of the entire
translation system has been given, let us consider the
form of the dictionary and linguistic operations on
which the system is based. The nature of the dictionary
and the basic dictionary entry will be described in this
section. The use of SLC to write linguistic operations
is discussed in the next section. For more detail on
either subject, see (6).

The dictionary used for the SLC translation system
contains stems and endings as well as full words. Each
word stem is listed once and each ending that can be
used with multiple sterns is also listed once. Each word
base is listed once and each ending which can be used
with multiple bases is listed once. The dictionary entry
for any word base indicates which, if any, set of endings
should be considered as endings for the given word. This
minimizes both dictionary size and search time for legal
endings. The Russian-to-English dictionary used by
ORNL contains about 31,000 Russian stems; with the
case and tense endings available to the system, this is
equivalent to about 300,000 actual words. The dictionary
was prepared primarily for scientific work (and was text-
based, not dictionary-based), but the genera! language is
sufficient enough that a few pages of a book on Russian
ballet were translated creditably.

The basic form of a simple dictionary entry is the
following:

* russizn -ending- paradigiv gTemmatical lexical enelish’
string numbesr code number sinmg
Col 1 e Nt

may be repazted
A hypothetical example is:

* ESLI - CONJ 26 'IF

Between the asterisk in column 1 and the period at the end
of the card, there are five significant fields:

1. The Russian stem ("ESLI") which is translit-
erated from the Cyrillic alphabet according to
a standard scheme.

2. One or more indicators of ending and paradigm
number. The first hyphen precedes an ending;
the second hyphen, if present, precedes an
integer indicating which standard paradigm of
endings should be applied to the Russian stem.
(Standard paradigms are listed in the SLC
Primer (6).) If the Russian stem happens to be
uninflected (as in our example), the field
should consist of a single hyphen, which in-
dicates a null ending.

3. The grammatical coding (such as "CONJ") that
translation rules can test for to see if a word is
in a certain category. If no grammatical code is
needed, the null or default code is "XXX".

4. The lexical number (26" in the example), an
identification number unique to this word,
which is arbitrarily assigned to some words if
they are referred to by linguistic operations of
other words. When there is no foreseen need for
a lexical number, a zero ("'0") will be placed in
this field.

5. The English equivalent with each word fol-
lowed by a space for printing purposes.

Let us consider an actual dictionary entry which in-
volves inflection:

* ADAPTAQI --18 FN 0 'ADAPTATION $I'

The transliterated endings listed (in standard order) by the
dictionary for paradigm. 18 are: 4,,LHELIl; 1,1,4M,
1,AMI,4X. Thus the stem "ADAPTAQI" plus the endings in
paradigm 18 handle all the forms in the paradigm of
"adaptagi4”. The grammatical code entered is "FN", for
feminine noun. It is common to have more complicated
situations which require a) multiple sets of ending-
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paradigm-grammatical information and/or b) both local
ending and standard paradigm endings for a particular
stem. The dictionary entries for these situations are
described in Chapter 2 of the SLC Primer (6).

Looking further in the example entry, we see that the
lexical number is zero, since no particular lexical number
is needed. The "SI" which follows the English equiva-
lent is an English inflection indicator; in this case, the
"I'"' as the first digit after the "$" indicates that
"adaptation” forms the plural simply by adding "-s".

 Linguistic Operations Written in SLC

If the translation operation were limited to what can
be specified in the basic dictionary entry, the system
would perform only word-for-word translation. The
important power that the SLC system gives the coding
linguist is the ability to specify additional linguistic rules
or operations which should take place for every sen-
tence or only in certain contexts around certain words.
Examples of the need for such operations were men-
tioned previously.

SLC is a generalized programming language which can
be adapted to any machine translation situation. The
commands included in the language are those needed by
a linguist working with a sentence-length string of source
language "items", each of which can have various sorts
of linguistic information attached to it. In order to
establish a base, or point of reference for a given opera-
tion, the item from which the operation was invoked is
designated as both the "source item" and, initially, as
the "current item". In producing a translation, the lin-
guist may wish to scan the sentence in either direction,
checking for different types of information, and to
replace, delete, or rearrange the items' translations. Con-
sequently, SLC includes commands such as L and R to
move the current designation one item to the left or
right, ami S to get back to the source item. The DEL
command deletes the current item completely from the
sentence, and the RPLC- =item= command replaces the
current item in the sentence by the specified item.

There are a number of query commands which test
for a specified condition and yield a condition which
determines further action. A negative result condition
will stop the operation unless the next command is a
branch. Sample query commands are QLX-n (Query
LeXical number) and QR (Query Russian string). There
are also a number of somewhat complicated commands
which add, delete, or change grammatical codes, endings,
and other supplementary information. There are over
one hundred instructions in the SLC language, but a
rather small subset of these suffices to describe many
operations. The SLC language is described in detail in
the SLC Primer (6).

A linguistic operation is written with a series of SLC
commands, separated by spaces. An operation associated
with a particular word follows the basic dictionary entry
for that word. Given only the SLC commands men-
tioned above, the reader may understand the following
example taken from the Russian to English dictionary. If
translated word for word, the phrase "PO KRAIN(some
ending) MERE " would result in "ACCORDING TO
EXTREME MEASURE ". The operation which follows
the "KRAIN" entry changes that phrase's translation to
"AT LEAST "
*  KRAIN

-35 XXX 0 ‘'EXTREME' .

+L-6 R QR-MERE ' SLQLX-46 DEL SR .PO

DELRPLC-=ADV 0 'ATLEAST'= + .
When the operation begins execution, the "KRAIN"
item is current and source. First the item to the right is
checked to see if it is 'MERE ', then the item to the left
of the source is checked to see if it is 'PO ' (with lexical
number 46). If both these tests are satisfied then two of
the three items are deleted and the third (the 'KRAIN"
item) is replaced by the adverbial phrase ‘AT LEAST .

e Sample Translation by SLC System

The example in the preceding section demonstrates
how SLC is used to augment dictionary entries with pro-
cedures which can change the translation, depending on
the particular sentence under consideration. Other
operations, not dependent on the occurrence of particu-
lar words, perform more general linguistic procedures
(such as determination of the subject). The dictionary
for the existing Russian-to-English translation system
already has rules to take care of the vocabulary and con-
textual situations fairly successfully, as may be seen in
the sample translations in Figs. 2 and 3. In each case, the
original Russian text is printed in the right column, with
the English translation on the left. A comparison of
translation performance between the earliest dictionary
used on the IBM 360 and the current dictionary is
illustrated in Figs. 2 and 3. Improvements consisted of
adding words to the dictionary where needed, changing
the English equivalent of some words to a more suitable
form, and replacing the literal meaning of some phrases
by idiomatic translations. Fig. 2 shows the Russian text
transliterated according to the scheme used through the
years up to January 1976. In Fig. 3, the Russian was
printed using a new Cyrillic print train, which yields
much more aesthetically pleasing text.
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Fig. 2. Sample Russian-to-English Translation Using Early Dictionary. NOTE.:............. = changed meaning;

changed to idiom.

e User Reaction to MT

Bar-Hillel in 1971 recognized that: "Every program
for machine translation should be immediately tested as
to its effects on the human user. He is the first and final
judge, and it is he who will have to tell whether he is
ready to trade quality for speed and to what degree."
(3, p. 76). A study of users' evaluations of machine
translations provided by the original Georgetown sys-
tems at Oak Ridge and in Europe was issued in 3973 by
Bozena Dostert. The study, which is based on ten years
of MT experience at the sites, yields the following con-
clusions, among others (4, pp. 65-66):

\. The quality of MT is rated "good" or "accept-
able" by 92.4 percent of the 58 respondents.

2. Familiarity with subject matter is of primary
importance in understanding MT texts.
3. If the wait time for human translations is three

times that for machine translation, 87 percent
of the users prefer MT.
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= literal meaning

4. Machine translation had been, or would be,
recommended to colleagues by 96 percent of
the respondents.

The MT system is clearly providing a useful and appre-
ciated service. The users expressed willingness to con-
tinue using the system and encouraged further develop-
ment of the system and its vocabulary (rated much more
important for understanding than syntactic considera-
tions).

e Current Status and Future Plans for MT
at ORNL

The MT system has four parts: the linguistic approach
used in translating, the dictionary used by the program
doing the translating, the programs themselves, and the
SLC language used in coding linguistic operations. The
linguistic approach is essentially unchanged from its
original design at Georgetown by Zarechnak. Some
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FAIDCLAZMIAZYUM PEAKTIPTM Ha GaLTA-Y H227ad43% 0
RACLELu AP FOsEd TEAADHICHTENE

% TiAaE NDRLTAASEE DEUETMAA P M KAMAAIA LAGCIbAs
NOFAEATS W JEPFPALRATIERATp MILThIE MAPA-LiFy
EAIAARACUIFE DPR JANEPYAHAN B HME £4QW5LTA *

NF BETApHIE ROAHSEPHNYL IFAsLPa DPADDILAT 4 WH]EMCAZHCAY
PAJFKFAFEHAD ROF ®

N8 YEnmiwm CICALTROW IFaAY MATEPAARIY SANAETEY Dimiinnad
PAJA A A RPONSOLTS H SRLTamd90Ty AL HAMP/ 3404 ™

B BRPLLE PAIRATAE SAEPHIN }Hr?l’:!l:(A BOINIAHD FAE M
OCRIBE PLASTOPOR HA BiCTP4x MIpaT2)az

Ao LOANAEHAT , HLAQALIVAISAT A Q¥oris TOWE X
FELBEPAMEATEMHSY AAmin § A 1iPWHEP , 2 PARSTE 2RTOIBLA
POoEAA A ED QLOCHDBAHMAX APEINIADAFHAL | HE Bl %P B
PLlhuats AATCOHA 1 RYUIBIARET CAZAATs Bydba O HERIADICS
AadlanQZiv . D KDaast p wEpL L ROAAeTT3zimdd TUva
Itecdd , SAYMERHRX 8 ITHX PAGDTAX RelrAnFardy »

F* APIKAR ASRGIOLIIRKILTe CYRQOY JBUYAR Y 65 TunA B i1ANS

HLIAR )N eHSX T BG MPOUECCA I3ePREHMA RNEPII QMLT24 M . KEK

RpOrary probwn with
TUMmAr§ld Loed I trans
fiteratlon of Cyrilkic

BEfdRd TICFaLlAckEl AMD , AF QORSESJNERGE o &Y IARFRVECTION

ap 173 S04LLLULE o

CACALT2AL , MECOGE PLERLTEON 10 CIPrKiysa *

Fig. 3. Sample Russian-to-English Translation Using Current Dictionary and Cyrillic Print Train. NOTE................ = changed meaning;

= literal meaning changed to idiom.

improvements have been planned by Dr. Zarechnak (a
consultant to ORNL) and will be introduced to the system
when further support is possible.

The dictionary, too, is largely the same as that devel-
oped for the Georgetown Project. The procedure for up-
dating the dictionary has been greatly improved and
streamlined, however, and quite a few changes (number-
ing in the hundreds) have been incorporated, as solu-
tions to particular translation problems were found. The
nature of many of these improvements has been noted
earlier.

Over the years, hardware changes also have made
possible substantial improvements in the programs. File
handling has been streamlined and input to the system
has become much more simple and flexible. Further im-
provements are envisioned as support becomes available.

One of the main strengths of the system is its use of the
linguistic programming language SLC, with which a user
can specify fairly complicated linguistic procedures
directly to the computer. It is important to remember
that SLC is not bound to the Russian language; in fact, it
was first used to translate French to English. The rich-
ness of the language and the number of commands avail-
able are somewhat formidable to the new user of the

system, so a primer (6) is being prepared to introduce
SLC and the MT system in stages, beginning with a small
but useful subset of the SLC commands.

It is interesting to note that in a recent report, the
All-Union MT Committee of the U.S.S.R. stressed the
need for the "development of a special metalanguage for
describing processing operations that would help to
translate linguistic statements into the absolute machine -
coding system™ and “creation of a monitoring system to
help the researcher to see and evaluate not only the final
product, but also the intermediary stages through which
input data are processed” (10, p. 2843). SLC is such a
metalanguage (the only one we know of in use in the
U.S.), and the system does have the monitoring capabili-
ties described. We hope to make SLC more widely
known and more easily usable, by means of documenta-
tion and tutorial seminars, so that it may be used not
only to improve the Russian-to-English dictionary, but
also to develop other translation systems.

The MT service at ORNL has assumed new vitality in
the last year or so with the completion of the improved
version of the programs and dictionary for use on the
IBM 360 and a renewal of interest in expanding the dic-
tionary with SLC code, according to the suggestions of a
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select group of users. We plan to adapt the system to
assist in the translation of machine readable Russian data
bases, provided via the Nixon-Brezhnev cultural ex-
change agreement, for incorporation into the compre-
hensive information retrieval and dissemination service
operated at ORNL. Computer costs for machine transla-
tion service are fully recovered by charges to the user;
keypunching is the major factor of the cost. Develop-
mental costs are not passed on.

¢ Technical Information

The Russian-to-English machine translation system
used by Oak Ridge National Laboratory runs on an IBM
360-370 computer system under Operating System 360
(OS 360). All programs are written in Assembler Lan-
guage, and none requires more than 190 K of core. Four
programs are involved: one does the actual translation,
two programs are used when changes are made to the
dictionary, and a fourth program is needed if the
dictionary is to be printed. The current system may be
made available outside ORNL on a selective basis for
cooperative testing and further development.

A recent translation run of 2100 words of English
output took 8.76 seconds of CPU (Central Processing
Unit) time on an IBM 360-195. Another translation run
of 8-10,000 words (50 page listing) took 41 seconds
CPU time.
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