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' A b s t r a c t  

In this paper ,we deal with issues that  face an 
interlingua-based, reversible machine translation 
system when the~ literal meaning of the source text 
is not identical to the literal meaning of the nat- 
ural target translation. We present an algorithm 
for lexical choice that  handles such cases and that  
relies exclusively, on reversible, monolingual lin- 
guistic descriptions and a language-independent 
domain knowledge base. 

1 I n t r o d u c t i o n  

Machine translation is an obvious application for 
reversible natural language systems, since both 
understanding and generation are important  parts 
of the process. There  are several arguments for 
this view (for e:kample, [Isabelle, 89]), including 
reducing the total cost of adding a new language 
and making it easier to maintain and validate the 
resulting system'. 

Reversible MT systems, just like the broader 
class of MT systems as a whole, fall into two 
roughly defined families: transfer systems and in- 
terlingua (or pivot systems). Reversible trans- 
fer systems (e.g., [van Noord, 90], [Zajac, 90], 
[Dymetman, 8811 and [Strzalkowski, 90]) exploit 
three reversible subsystems: one to analyze the 
source text, one! to perform the transfer, and a 
third to generate the target text. Interlingua- 
based systems (e.g., Ultra [Farwell, 90]), on the 
other hand, require only two reversible compo- 
nents: one to analyze the source text into the in- 
terlingua representation, and one to generate the 
target text f r om that  representation. In this pa- 
per, we will focus on issues that  arise in the design 
of interlingua-based MT systems. 

The simplest model of a reversible, interlingua- 
based system contains two components: one ana- 
lyzes the source text to create the interlingua rep- 
resentation and the other maps from that  to the 
target text. Unfortunately, the real situation is 
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not that  simple, for several reasons, including two 
that  we will focus on here: 

• This model assumes that  the same infor- 
mation is present in the target text as 
in the source. But in some eases, which 
have been called translation mismatches 
[Kameyama, 91], information is either added 
to or deleted from the source in creating the 
target. We will show some examples of this 
below in Section 2. In these eases, the sim- 
ple reversible system we outlined above would 
produce unacceptable translations. 

• Although the notion of a reversible system 
that  describes the set of legal translations 
is reasonably clearcut, the notion of pre- 
ferred translation i s  more difficult to de- 
fine [van Noord, 90], [Barnett, 91d]. In some 
cases, which have been called translation di- 
vergences [Dorr, 90], the most natural trans- 
lation differs from the source in some signifi- 
cant way (e.g., its focus). 

Of course, in many cases, both of these issues 
occur together and interact. In this paper, we 
present some techniques for dealing with these 
problems. These techniques have three impor- 
tant properties: They require purely declarative, 
reversible descriptions of the languages that  are 
involved. They require only monolingual facts. 
Thus new languages can be added to the system 
without any changes to the descriptions of any 
other languages. And they are stated in a way 
that enables their performance to increase gradu- 
ally along with the power of the underlying knowl- 
edge base. 

2 T r a n s l a t i o n  D i v e r g e n c e s  
a n d  M i s m a t c h e s  

In this section, we examine some examples in 
which the source and target languages do not line 



up. Then, in the rest of the paper, we will outline 
our solution to these problems. 

1. English: "The clogs were running down the 
street." 

J a p a n e s e :  "inu ga toori-o hashitte-ita."(lit .  
"dog run (along) the street.") 

In English, noun phrases must be marked for 
number. In the natural  Japanese translation, 
number information is absent. 

2. Eng l i sh :  "I saw a fish in the water." 

S p a n i s h :  "Vi un pez en el agua." 

English: "I ate a fish." 

S p a n i s h :  "Comi un pescado." 

Spanish makes a distinction between a fish in 
its natural  state ("pez") and a fish that  has 
been caught for food ("pescado").  "Pez" is 
also the default form in case it is not clear 
or does not mat te r  what state the fish is in. 
But it cannot be used if it is clear that  the 
fish has been caught. To get the transla- 
tion right, it is necessary to infer extra in- 
formation about  the fish, using other knowl- 
edge that  is available either from the rest of 
the sentence or from the larger discourse con- 
text.  Similarly, to reverse the process and go 
from Spanish to English, it is necessary, in 
the case of "pescado", to throw away infor- 
mation lest we produce the unnatural  trans- 
lation, "I ate a caught fish." It is important  
to note, though, that  this information cannot 
be thrown away during understanding, since 
it would be impor tant  if we were translating 
into another language that  made the same 
distinction. It must be preserved until the 
point at which generation into the target lan- 
guage takes place. 

3. English: "I know him." 

S p a n i s h :  "Lo Conozco." 

Eng l i sh :  "I know the answer." 

S p a n i s h :  "Se la respuesta." 

Here the issue is the correct translation be- 
tween English "know" and the two Spanish 
verbs "conocer" (to be acquainted with some- 
one) and "saber" (to know a fact). This ex- 
ample is similar to the previous one except 
that  here there is no default form. Spanish 
does not have a word that  includes these two 
different events. 

. English: "I have a headache." 

J a p a n e s e :  "Atama ga itai." (literally, "my 
head hurts") 

Here the problem is more difficult. No longer 
is it an issue of a single lexical i tem for which 
there is not an exact match in the target 
language. Instead, the texts in the two lan- 
guages differ at the level of an entire phrase, 
with each language choosing a phrase that  de- 
scribes the situation from a different point of 
view. In English, we seem to describe an ob- 
ject, "a headache", while Japanese describes 
the state of a head hurting. 

The examples that  we have just  discussed illus- 
trate three different categories of semantic differ- 
ences between languages: 

Mismatches caused by semantically signifi- 
cant differences in morphology and syntax, 
e.g., Example 1. Other common examples in- 
volve the presence or absence of markings for 
gender, number,  tense, aspect, and level of 
politeness. 

Mismatches caused by lexical differences, 
where one language has a word that  the other 
lacks, e.g., Examples 2 and 3. 

Divergences, in which the two languages de- 
scribe the same state of the world in differ- 
ent ways, as in Example 4. In some of these 
cases, identical information is conveyed (in 
the sense that  the semantic interpretation of 
the source implies tha t  of the target and vice 
versa), but  in some cases (and depending on 
the particular model of the world that  is be- 
ing used to define implication) the semantic 
content of the two forms will not be identi- 
cal, so many cases of divergence also contain 
mismatches. 
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Mismatches and divergences are typically 
viewed as translation (transfer) problems. But 
in an interlingua-based system it becomes clear 
that  they are primarily problems for generation. 
The source language analyzer produces an inter- 
lingua representation, which the target generator 
must render into the target language. In cases of 
mismatch or divergence, doing this requires ma- 
nipulating the interlingua expression itself since it 
does not already correspond exactly to the struc- 
ture of the target string that  should be produced. 
But actually, the fact that  the expressions in the 



interlingua representation came from linguistic ex- 
pressions in a source language as opposed to from 
some other source (for example, the output  of a 
problem-solving system) is irrelevant except for a 
few special caseh in which the form of the source 
language expreshions can provide help in making 
generation decis~ions. So, in the rest of this paper, 
we will present r a generation-centered t reatment  
of mismatches that  relies entirely on reversible, 
monolingual descriptions of the two languages. 

3 The  K B N L  M T  S y s t e m  

Figure 1 shows a schematic description of the MT 
system that  we :are building. All of the represen- 
tatat ions in the ifigure, except the source and tar- 
get language str'ings, are described in terms that  
are drawn from'~a knowledge base (KB) that  de- 
scribes the domain(s) of discourse. In addition 
to providing a common set of terms that  enable 
meanings to be:defined, this backend knowledge 
base is important  because it provides the ability 
to reason about  imeanings and thus the ability to 
add to the target text information that  was omit- 
ted from the source. We will assume that  all the 
KB-based representations can be treated as sets 
of logical assertions (although they can of course 
be implemented in a variety of ways, including the 
frame-based system [Crawford, 90] that  we are us- 
ing). 

SOURCE LANGUAGE 
STRING 

understand~ 
SOURCE 

KBLF 

mapping t~o~ interlingt~ ~ 

TARGET LANGUAGE 
STRING 

tactical / 
generatio/9/ 

TARGET 
KBLF 
/ 

strategic 
generation ~ 

/ 
INTERLINGUA EXPRESSION 

I 

I 

KNOWLE~DGE BASE 
EXPRESSION 

Figure 1: An Iu~erlingua-Based Architecture for 
MT 

To translate a sentence, this system must do the 
following things: 

* Map the source sentence into an internal rep- 
resentation Of what was said. We call this 
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the source DRS; it is isomorphic to the Dis- 
course Representation Structures described 
in [Kamp, 84] and [Heim, 82], except tha t  its 
terms are taken from the backend knowledge 
base rather than from the words of the source 
language. 

Map the source DRS into the interlingua, 
which is equivalent to the source DRS, both 
in form and in content. Thus it contains as- 
sertions corresponding to exactly what was 
said in the source. 

Map the interlingua expression to a target 
DRS. At this point, decisions about  what to 
say in the target text  must be made. Some 
assertions in the interlingua may be dropped. 
Some new assertions may be added. Some 
groups of assertions may be replaced by oth- 
ers that  are equivalent with respect to the KB 
but more appropriate as a basis for a natural  
sounding text in the target language. 

Map the target DRS into a target string. Un- 
fortunately, it is often not possible to enforce 
a clean separation between these last two gen- 
eration steps, so it may be necessary for them 
to interact and to inform each other, as shown 
in by the loop in the figure. 

We have implemented an MT system for En- 
glish and Spanish in this framework. It is based on 
the KBNL system [Barnett, 91a], which has two 
key components: Lucy a language understand- 
ing system, and Koko, a language generation sys- 
tem. Both Lucy and Koko use a common agenda- 
based blackboard for communication and control. 
And they both exploit a generic KB interface 
[Barnett, 91b], so they can run on any KB that  
contains the necessary domain knowledge. We as- 
sume (in contrast to some other interlingua-based 
MT systems, e.g., [Uchida, 89]), that  the KB, and 
thus the interlingua, has not been designed with 
any particular set of languages in mind. 

Lucy and Koko have been designed to use a sin- 
gle, reversible linguistic description [Barnett, 90], 
so that  a language need only be specified once 
and can then serve as both a source and a tar- 
get. The  syntactic component of this system is 
based on an extension of Categorial Unification 
Grammar,  which serves as the phrase-structure 
component of an LFG-style f-structure represen- 
tation. Semantic processing in both systems is 
mostly compositional, and is driven by a shared 
lexicon that  describes the meanings of words in 



terms of the backend KB. Declarative rules for 
handling phenomena such as metonymy and noun 
compounding are also shared between the two sys- 
tems, although they are compiled into separate 
forms to support  understanding and generation. 
We have used this approach to build a reversible 
English/Spanish MT system. 

Since much of the discussion below will center 
around strategies for lexical choice during gener- 
ation, we will devote the rest of this section to a 
brief description of Koko's generation algorithm. 
In the current implementation, Koko handles only 
the tactical generation phase of Figure 1. It takes 
as its input a DRS that  contains the meaning that  
is to be realized, and, optionally, an f-structure 
that  describes the syntactic form that  the realiza- 
tion should take 1. In Section 6, we will discuss 
extending it to handle the task of generating the 
best target DR.S. In addition to a set of semantic 
assertions, the DKS contains a distinguished vari- 
able that  points to the discourse entity that  the 
source utterance is 'about ' .  For example, in Ex- 
ample 2 above, this discourse entity would be the 
fish. 

Given this input as a goal, Koko uses the 
semantic-head driven algorithm described in 
[Calder, 89] to generate a phrase whose syntax 
and semantics satisfy the goal (this algorithm is 
a special case, suited for categorial grammars,  of 
the algorithm described in [Shieber, 90]). The  al- 
gori thm works by peeling off lexical functors and 
recursing on their arguments until it bot toms out 
in an atomic constituent 2. At each recursive step 
of this algorithm, a lexical look-up procedure is 
invoked. This procedure a t tempts  to find a lexi- 
cat i tem that  matches the current goal. Once this 
lexical item, called the semantic head, is found, 
the algorithm proceeds both top-down and bot- 
tom up. If the semantic head is a functor, it pro- 
ceeds top-down trying to solve the sub-goal(s) for 
its argument(s).  We use here a notion of goal 
satisfaction where a solution (a constituent) sai- 

l The  f -s t ruc ture  can be as specific as desired. It  may  
conta in  no more  t h a n  the ta rge t  ca tegory or  it may  even 
specify which words to use. We do not  make use of f- 
s t ruc tu re  specifications in the lexical choice Mgori thms dis- 
cussed here.  

2In  a categorial  g r a m m a r ,  mos t  of the syntact ic  in- 
fo rmat ion  is conta ined in the  lexicai i tems.  For exam- 
ple, where a ph rase - s t ruc tu re  g r a m m a r  might  have a rule 
S ~ N P  V N P ,  a categorial  g r a m m a r  will assign the  cat- 
egory S \ N P / N P  to  a verb.  The  category says, in effect, 
t ha t  the  verb wants  to combine with an  NP to its r ight ,  
and one to its left to form a full S. Any such cons t i tuent  
tha t  takes at  least  one a rgumen t  is called a ]unctor, while 
a cons t i tuen t  wi th  no  a rgumen t s  is called atomic. 

isfies a goal if it has identical semantics and its f- 
structure is a supergraph of the goal's f-structure. 
Once a sub-goal is satisfied, the algorithm works 
bot tom-up by applying (unary) grammar  rules to 
the argument constituent alone, or (binary) rules 
to combine it with the functor. The  algorithm ter- 
minates when a complete constituent that  satisfies 
the goal is found. 

We now describe the lexical choice component 
of this generation procedure in more detail. This 
component is driven by a reverse index that  or- 
ganizes words by the KB concepts that  occur in 
the word's meaning. To find a lexical item that  
satisfies a particular generation goal, the lexical 
choice procedure performs a kind of classification 
operation; it looks at the semantic assertions in 
the goal and finds candidate words that  match 
some or all of those assertions. Words that  oper- 
ate syntactically as functors are acceptable even 
if they match only partially; the recursive part  
of the process will a t t empt  to match the remain- 
ing assertions with words that  can serve as the 
functor 's arguments. Words that  operate syntac- 
tically as atomic constituents must match all the 
assertions in order to succeed since there is no ad- 
ditional way to match any assertions that  are left 
o v e r .  

Unfortunately, in the simple form in which it 
was just  stated, this algorithm for lexical choice 
fails to handle cases of semantic mismatch be- 
tween source and target languages. This is be- 
cause it takes as input the assertions that  were 
derived from the source text and expects to gen- 
erate a target text tha t  exactly covers those same 
assertions. In the rest of this paper, we describe 
modifications to this algorithm that  handle cases 
such as the ones in Examples 1-4. 
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4 Forced /Unforced  Dist inc-  
t ions 

Semantic mismatches of the kind shown in Ex- 
ample 1 arise from morphological differences be- 
tween languages. When an inflection is syntacti- 
cally obligatory in a language and it also carries 
semantic information, a speaker of that  language 
is forced to specify facts that  can be left out in 
other languages. For example, speakers of En- 
glish are forced to specify number on NPs, which 
Japanese does not require. Speakers of Japanese, 
in turn, have to indicate the level of formality of 
the discourse as well as the social relation between 
the participants. Verb tense, on the other hand, 
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is obligatory in both  languages. 
To implement  this, we alter the g r am mar  of 

each language to mark  as Forced all assertions 
that  come from syntactically obligatory inflec- 
tions. The  marking indicates tha t  the assertion 
is forced, and records the type of inflection (e.g., 
number  or tense) tha t  forced it. Then we must  
consider two modifications to the basic procedure 
for lexical look-up: one in which forced assertions 
from the source text can be dropped from the 
target  because they are not required and one in 
which there are forced distinctions in the target  
and the corresponding assertions were not present 
anywhere in the source (i.e., they are not forced 
in the source nor was the information explicitly 
volunteered.) : 

We first consider the case in which forced as- 
sertions from the source are not also required in 
the target  language. In general they should be 
dropped. The exception is when there is an asser- 
tion that  carries ! important  information and would 
have been volunteered but  did not have to be since 
it was forced anyway. This  is relatively rare, de- 
tecting it is in general difficult, and it requires rea- 
soning within the current discourse context. We 
describe here what  happens if we assume that  the 
forced asser t ion should not be carried over. To 
handle this, we !modify the procedure for lexical 
look-up to accept partial  matches in which asser- 
tions tha t  are marked as having been forced in 
the source language but  that  are not forced by 
the target  g r a m m a r  are ignored. In Example  1, 
for instance, we will allow "inu", which has no 
number  assertions, to match  the goal 3 

(dog x) (> ( q u a n t i t y  x) 1) 

Notice, though, that  we will still reject any 
proposed match  tha t  conflicts with a forced 
assertion. 4 For example,  if there is a forced sin- 
gular assertion in the source we will not allow a 
plural lexical form to be used in the target.  But 
we will accept ~ a match  a word that  makes no 
commitment  at all about  number.  

The more difficult case is the one in which the 
target  language forces  a distinction that  is not 
made in the source. In this case, some informa- 
tion must  be added to the target  text. In some 
cases, the information can be derived from the 
larger discourse ~context. In other cases, it may 
be possible to ask the user. And, if both of these 

3 W e  a r e  us ing  a r ep r e sen t a t i on  of p lura ls  a n d  m a s s  
t e r m s  b a s e d  on [Link, 83]. 

4 Two a s se r t i ons  confl ict  if t h ey  ass ign  i ncompa t i b l e  val- 
ues  to a s l o t / p r o p e r t y  of an  ob jec t .  

fail, the system must  have a default. This  case is 
very similar to what  happens in Examples  2 and 
3, in which the lexicons of  the source and target  
languages fail to match.  In all three cases, there 
is no target  word that  corresponds exactly to the 
set of source assertions but  there are some num- 
ber of target  words tha t  correspond to the source 
assertions augmented with some additional infor- 
mation.  We will deal with this problem in detail 
in the next section. 5 
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5 Lexica l  C h o i c e  

Now we consider those cases in which differences 
in the lexicons of the source and target  languages 
cause assertions to be either added or dropped. 

To solve this problem, we need to introduce the 
notion of marked and unmarked lexieal forms. 6 
We define this notion as follows. Consider a set 
S of objects or events (which may  or may  not be 
a class), and assume tha t  the lexical i tem L is 
associated with S. Now consider one or more spe- 
cializations (subsets) of S, each of which is defined 
to have some part icular  value along some relevant 
dimension. The  case we are concerned with is the 
following: 

1. There is some subset SS along some dimen- 
sion D and there is a lexical i tem LL (distinct 
from L) associated with SS. In other words, 
there is a specialized word for this specialized 
class. 

2. Although L can be used to describe any el- 
ement  of S whose value along dimension D 
is unknown, it is infelicitous to use L rather  
than LL to describe an object tha t  is clearly 
an element of SS. By "clearly" here we mean 
by inspection of the nearby context of the dis- 
c o u r s e .  

In this case, we define L to be an unmarked 
form along dimension D and LL to be a marked 
f o r m .  

To illustrate this definition, we return to the 
pez/pescado example.  Let S be the set of  fish. In 
Spanish, L is then "pez". But there is a subset 
SS of caught fish, and LL is "pescado". It  is in- 
felicitous to use the word "pez" when it is clear 
from context tha t  the fish has been eaught. So 

5See, in pa r t i cu la r ,  s t ep  58 for a t r e a t m e n t  of  exac t ly  
th i s  case.  

6 T h e  m a r k e d / u n m a r k e d  d i s t i nc t i on  t h a t  we are  exploi t -  
ing  he re  is a n a l o g o u s  to t he  m o r e  t r ad i t i ona l  one  t h a t  is 
u sed  in m o r p h o l o g y  [ Jakobson ,  66]. 



"pez" is unmarked along the dimension of being 
caught, and "pescado" is marked.  The  English 
word, "fish", is neither marked nor unmarked.  

I t  is impor tan t  to note here tha t  the choice be- 
tween a general word and more specific words does 
not always involve a distinction between marked 
and unmarked terms. For example,  the choice (in 
English or Spanish) between "fish" and words for 
its subclasses " t rout" ,  "salmon",  etc. is free in the 
sense tha t  it is perfectly acceptable to use "fish" 
even when we know the object  in question is a 
t rout  (unless the fact that  it is a t rout  is relevant 
to the conversation, in which case we are violating 
Gricean principles.) 

Though there seem to be some cross-linguistic 
generalities about  markedness (e.g., that  marked- 
ness is rare along dimensions tha t  are defined by 
natural  classes), it is a language-specific fact tha t  
ccrtain words are marked along certain dimen- 
sions, and these facts must  be acquired along with 
the g r ammar  of the language. Acquiring these dis- 
tinctions will be a substantial  amount  of work, but 
the work is necessary even in non-reversible mono- 
lingual systems. For example,  a Spanish language 
question answering system needs to know tha t  the 
choice between "trucha" ( trout)  and "pez" is dif- 
ferent (and freer) than tha t  between "pez" and 
"pescado",  and tha t  "pez" is the default for the 
lat ter  distinction. Thus,  the use of markedness in 
our lexical choice algori thm is independently mo- 
tivated, and is not something tha t  has to be added 
just  to get reversible machine translat ion to work. 

We can now state  the algori thm for lexical 
choice. This  a lgori thm appears  to be a complex 
enumerat ion of a set of special cases, and in some 
sense it is. The  reason is tha t  it is actually two 
processes overlaid on top of each other. The first is 
a generation process tha t  deals with the need to 
add and subtrac t  information but  tha t  does not 
depend on the the fact tha t  the DRS it is working 
with came from a linguistic source. The  second 
is the fact tha t  there are a few places where facts 
about  the source text  and the source lexicon can 
be used to provide guidance to the general purpose 
generation algori thm. For a longer discussion of 
the interaction between these two processes, see 
[Barnett,  91c]. 

The  lexical choice procedure takes as input a 
list of  assertions tha t  describe a set S of  objects or 
events. The  list is structured,  with all assertions 
arising from a single source lexical i tem grouped 
together. 

There are places in this a lgori thm where appeal 
is made  to a knowledge base, its associated infer- 
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ence mechanisms, and a knowledge-based model 
of the current discourse context. We mark  these 
places with ($). The  performance of this algo- 
r i thm is tied to the ability of the underlying KB 
to provide accurate answers to these questions ei- 
ther by reasoning or by asking a user. In each 
case, we describe a default s t ra tegy tha t  can be 
used in the case of incomplete knowledge in the 
KB. 

There are also places in the algori thm where 
considerations of meaning alone allow more than 
one possible lexical choice, and stylistic factors 
must  be considered. We mark  these places with 
( # ) .  The  performance of this a lgori thm in these 
cases is tied to our ability to extract  s ta tements  of 
style from the source text  and to use those state- 
ments,  as well as stylistic preferences within the 
target  language, to make choices tha t  best achieve 
the desired style. 

A l g o r i t h m :  M o d i f i e d  L e x i c a l  C h o i c e  

1. If  there is a word for S in the target  language, 
then we want to do a s traightforward transla- 
tion except in the case where there was also a 
single word for S in the source language but 
the speaker chose not to use it and to use 
a descriptive phrase instead (for example,  in 
a definition of the word). 7 In tha t  case, we 
need to preserve tha t  free choice by using a 
phrase in the target  as well. So check to see if 
there is a single word for S in the source but  
the assertions tha t  define S came from more 
than one lexical i tem. In this case, split the 
assertions into two subgoals, one for the head 
and one for the modifiers and recursively call 
this algori thm. 

2. If  there is a word W for S in the target  
language and the redundancy check defined 
above failed, then if W is not unmarked in the 
target  lexicon, use it. If  there is more than 
one, then ( # )  choose the one with the style 
that  best matches the style of the source. 

3. If  there is a word W for S in the target  lan- 
guage but it is unmarked along some set of di- 
mensions D, then we need to see if we should 
use one of the more specific marked forms 
rather  than W. (For example,  "fish" in En- 
glish will map  to the unmarked  Spanish form 

7Notice that checking for this case would not be nec- 
essary in a straightforward transfer system. It is only an 
issue here because we w a n t  to be able, when appropriate, 
to use words that are available in the target but were  no t  
in the source. 



"pez".) So' for each element of D, examine 
all of the available marked forms. For each of 
them, do: 

(a) 

(b) 

Check ' to  see if there is a corresponding 
marked word in the source language. If 
there is, then since it was not used in 
the source we do not need to consider 
using !t in the target either, so we can 
skip tl~is form. 

Otherwise , ($) check (using some fixed 
effort level) to see whether the addi- 
tional ~information that  would license 
this form can be inferred from the dis- 
course i context. If it can, then select 
that  form. (For example, the infor- 
matio 0 that  licenses "pescado" will be 
available for the source sentence, "I ate 
fish for dinner.") If there are synony- 
mous fiaarked forms, ( # )  use style as a 
basis fbr choosing. 

If none of the marked forms is chosen, then 
use the unmarked form. s 

4. There is no Word for S in the target language. 
(For example, this happens in translating 
Spanish "pcscado " or "pescado blanco" into 
English, or English "know" into Spanish.) In 
this case, we must do one of two things: 

• See if tlhere is a more specific word that  
can be ~shown to be applicable. ,, 

• Use a more general word and add mod- 
ifiers as necessary to communicate the 
additional information. 9 

Neither of these operations can be done on 
an entire phrase at once. So we must peel as- 
sertions off £nd pass them and the remainder 
of the assertion list recursively to this algo- 
rithm. But ',we need to distinguish between 
additional ififormation that  was volunteered 
(e.g., "blanCo" ) and so should definitely be 
rendered in tile target, and additional infor- 
mation thatlwas forced by the lexicon of the 
source language (e.g., the fact that  the fish 
had been caught). So we need to keep to- 
gether all thee assertions that  came from a 

s It could in pr inciple  h a p p e n ,  if there  are  lots of  d imen-  
sions, t ha t  more  t h i n  one marked  form will be  found.  We 
have no t  found any!examples  of  this,  though,  s o  w e  have 
no t  cons idered  how to choose a m o n g  them.  

9See [Sondheimer,  88] for a discussion of  various possi- 
bilit ies in picking addi t iona l  modifiers .  

. 
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single source word. To do that ,  we must peel 
off groups of assertions that  came from sin- 
gle lexical items rather than individual asser- 
tions. 

An additional complication is that  there may 
be a single word in the target language for 
a combination of modifiers that  required sev- 
eral words in the source. Or there may be a 
word for the head combined with a modifier 
other than the last one. The only way to find 
such words is to peel off modifiers in all possi- 
ble orders one at a time, two at a time, three 
at a time, and so forth. So, if the assertions 
that  describe S came from more than one lex- 
ical i tem in the source, examine all combina- 
tions of ways to peel off modifiers (keeping 
together assertions that  came from a single 
lexical item), and recursively invoke this algo- 
r i thm on the peeled off part  and the remain- 
der, doing the remainder first and stripping 
from the peeled off part  any assertions that  
are subsumed by the choice of a rendering 
for the remainder. If more than one distinct 
target expression results from this process, 
( # )  use the target language stylistic rules to 
choose among them. 

There is no word for S in the target language 
and all the assertions that  describe S came 
from a single lexical i tem in the source. (For 
example, this happens in translating Span- 
ish "pescado" into English or English "know" 
into Spanish or Japanese "inu" into English.) 

(a) First consider the possibility that  there 
is a word that  is more specific in the 
sense that  it supplies morphological in- 
formation that  is required (forced) in the 
target language. If there is a set of such 
words, call that  set SS. 

i. For each element of SS, ($) check 
to see Whether the additional infor- 
mation that  would license it can be 
inferred from the discourse context 
(just as in Step 3b above). If it can, 
then select that  word. 

ii. If there is not enough information 
present in the context to license any 
of the elements of SS, then select the 
one that  is labeled as default. 

This path will handle the case we de- 
scribed in Section 4 where a syntactic 
distinction that  was absent in the source 
text is forced in the target language. 



For example, it will handle translating 
Japanese "inu" into English: since the 
concept Dog will point to both the sin- 
gular and plural forms of "dog", one of 
these forms must be chosen. 

(b) If there was no set SS in the last step, we 
next consider the possibility that  there 
is a word that  is more specific in some 
other way. Loop until there are no fur- 
ther specializations of S for which the 
target language contains lexical items: 

i. Let SS be the set of immediate 
specializations of S (the first t ime 
through) or the previous value of SS 
minus all rejected entries (all other 
times). 

ii. For each element of SS, check to see 
whether it or any of its specializa- 
tions is lexicalized in the target lan- 
guage. If not, eliminate it (and all 
its descendants) from further con- 
sideration. 

iii. For each remaining element of SS, 
($) check to see whether the ad- 
ditional information that  would li- 
cense it can be inferred from the 
discourse context (just as in Steps 
3b and 5a above). If it can, and if 
it itself is lexicalized, select its lex- 
icalization. (For example, in trans- 
lating English "know" into Spanish, 
this step should succeed for either 
"saber" or "conocer".) 

If, during step iii, the additional require- 
ments for any element of SS are proven 
to be unsatisfiable in the current dis- 
course context, eliminate it (and its de- 
scendants) from further consideration. 

(c) If no more specific word is found, we 
must use a more general one. ($) Trace 
up the knowledge base generalization hi- 
erarchy from S until a set that  does 
have a rendering in the target language 
is found. (For example, in translating 
"pescado", we trace up to the concept 
Fish.) Call this P and recursively in- 
voke this algorithm to realize P in the 
target language. If there is more than 
one candidate for P, then follow all paths 
for the remainder of this algorithm and 
( # )  use stylistic rules, such as brevity or 
preservation of focus, to choose among 

(d) 

the resulting expressions. This particu- 
lar path will result in the translation of 
Spanish "pescado" as "fish". 

We must also compute the set of asser- 
tions that  would enable a classifier to 
distinguish S from P (in other words, 
all the information that  we would be 
throwing away if we just  described S as 
P). Call this C. Now we need to decide 
whether to translate C. We should do 
that  if C was volunteered in the source 
but  not if it was forced by the source lex- 
icon. So check the source lexicon for P. If 
there is an entry that  is not unmarked on 
any dimension included in C, then the 
additional information was volunteered. 
Recursively invoke this algorithm on C 
to render it. If there is no entry or there 
is one that  is unmarked on one or more 
dimensions included in C (as it will be in 
the case of the concept Fish that  we will 
use in translating "pescado" in Example 
2) then do: 

i. For each such dimension, ($) check 
(using a fixed effort level) whether 
the information given is both 
nonobvious (i.e., it will not be in- 
ferable by the reader of the target 
from context) and impor tant  for the 
sense of the text.  If it can be shown 
to be, 1° then recursively invoke this 
algorithm to render it. Otherwise 
(as for example with the fact that  
the fish was caught), drop it. 

ii. For all the remaining assertions in 
C, recursively invoke this algorithm. 

6 Translation Divergence  

Now we briefly consider cases of translation diver- 
gence, such as the one in Example 4 above. There 
must be two parts to the solution to this prob- 
lem. First we consider the case in which, for a 
given DRS, there is more than one grammatically 

1°As an example of a case where it is necessary to render 
such information, consider translating the Japanese word 
"gohtm" into English. "Gohtm" is the unmarked form for 
rice. It also means specifically "cooked rice", in contrast to 
the marked form, "kome", which means raw rice. Suppose 
that "gohtm" is being used in a recipe that specifically 
requires cooked rice. Then it is important that the modifier 
"cooked" be rendered explicitly because it matters, yet it 
is not inferable since raw rice is also a possible (and in fact 
even more common) ingredient. 
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acceptable rendering, but one is preferred. Here, 
it is necessary to extend the notion of marked- 
ness so that it applies not just to individual lexical 
items but also to grammatical structures. Just as 
in the lexical case, a marked form, if it is appli- 
cable, must blo~ck the use of any unmarked form. 
The natural forms must then be marked, and they 
will block the Use of "grammatical" but unnatu- 
ral forms. One common way to implement this 
notion of a mdrked grammatical form is to use 
phrasal lexicons in which the prefered forms are 
listed directly and the more general grammar is 
only used whenl no stored phrases match. 

But we must also consider the case in which the 
natural form cannot be generated directly from 
the DRS. Rather, it is first necessary to derive 
a related (possibly equivalent) DRS and then to 
generate from that. This is the process that we 
described as strategic generation in Figure 1. But 
now the question arises: how do we choose among 
the candidate DRSs and their corresponding tar- 
get strings? T~ae answer is again that marked 
forms should block unmarked ones. The simplest 
way to implement this is to derive all the equiv- 
alent DRS struc~tures, generate from all of them, 
and then rank the results. There may be more ef- 
ficient ways of doing this, particularly in the case 
that patterns of ~narked forms can be used to com- 
pile preferences into DRS forms, but we have not 
yet begun to lo0k seriously at this issue. 

7 Conclus ion 

In this paper, we have described an approach 
to machine translation that has three important 
properties: 

• It treats many problems of translation ntis- 
match and divergence as primarily problems 
of generation from a flexible semantic repre- 
sentation lahguage rather than as translation 
problems per se. 

• It relies exclusively on reversible, monolin- 
gual descriptions of all of the languages it 
treats. Although some comparisons of the 
source and target lexicons are required, they 
can be done;automatically (and cached if de- 
sired). No language-pair information must be 
explicitly provided. 

• It is stated in a way that enables its perfor- 
mance to in'crease steadily with the perfor- 
mance of the underlying knowledge base and 
reasoning system. 

This approach does, however, require some ad- 
ditional information that is not normally present 
either in monolingual NL systems or MT systems. 
Some of this information must be provided as part 
of the definition of each language. This includes: 

The labeling of syntactic assertions as forced 
or unforced. This information is only useful 
for MT, but it is very easy to provide. 

The labeling of marked/unmarked distinc- 
tions along various dimensions. This requires 
more work, but it is also useful even in purely 
monolingual generation systems, since they 
may be given sets of assertions for which there 
is no exact match. 

Some additional information must also be 
passed along during the understanding process. 
In particular, the grouping together of assertions 
that came from the same lexical item must be pre- 
served. 
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