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This effort is a collaboration of the following researchers: 
- IBM San Jose (Bob Spillers, Andras Kornai) (lead organization), 
- USC/ISI (Eduard Hovy), 
- CYCorp (Doug Lenat, Fritz Lehmann), 
- Conceptual Graphs (John Sowa), 
- Stanford University (Bob Engelmore, Adam Farquhar) 
and more.  It is part of an ANSI Standards group working on 
representations. 

The work I will describe represents the first steps in creating an 
R.O. These steps bring together the uppermost regions of several 
large ontologies and relate their terms to one another, to the extent 
this can be done. The result is a taxonomy, viewable either as a 
single integration of the terms from each of the constituent 
ontologies, or as each constituent alone, with pointers to the others 
as appropriate. 

The constituent ontologies (with, parenthesized, the number of 
concepts under current consideration) are: 
1. The Pangloss Ontology Base from ISI (approx. 300 concepts) 
2. The 'top' concepts from CYC (approx. 1500) 
3. The top concepts from EDR (approx. 100) 
The result is represented in SENSUS, a simple KR system analogous to 
ART, KEE, Loom, FrameKit, and the like. 

How one goes about integrating (or at least, finding correspondences 
and linking together) such disparate symbol sets is not exactly clear. 
I will describe the six-step process I followed, providing in a 
handout the inputs and results of each stage, and run some of the 
transformation programs as part of the discussion.  I will highlight 
the easy and the difficult aspects of the task, and point out some 
problems caused by the idiosyncrasies of the various symbol sets. 

If there is a discussion period, I would be extremely interested in 
hearing opinions as to how this work should continue, what results (if 
any) would be useful to researchers, and (if useful) in what form. 
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Our research at the University of Maryland has focused on the 
construction of dictionaries for interlingual applications.  One of 
the central questions we have addressed is that of how to build 
automatic procedures for scaling up these dictionaries. We believe 
that answering this question is the first step toward building 
serious, large-scale (and completed) systems for use in tasks such as 
machine translation, foreign language tutoring, and other multilingual 
information processing tasks.  We take the components of meaning in 
our dictionary representations to be interlingual and have used these 
as the basis of dictionaries for languages such as Arabic, Spanish, 
French, and Korean. 

While our emphasis appears to lie on the "supply" side of the equation 
(i.e., construction of large dictionaries), we are well aware that 
these representations must be applicable to the "demand" side of the 
equation (i.e., large, working systems). Nirenburg (1996) describes 
these two sides and categorizes the work of lexicon researchers 
accordingly.  We view our position in this categorization to be much 
more fuzzy than described, falling across the supply-demand boundary. 

Our approach to building large dictionaries relies on a number of 
techniques based on the notion that there exists a basic relation 
between the semantics of a verb and its corresponding syntactic 
behavior.  Of course, we need to provide convincing evidence for his 
underlying assumption—the central thesis of Levin (1993)—i.e., we 
need to show that the semantics of a verb and its syntactic behavior 
are predictably related. A large part of our work has focused on 
demonstrating the validity of this hypothesis (Dorr and Jones, 1996a). 
In our experiments, we provided theoretical justification for the 
bases upon which we proceeded for our lexical-acquisition work, i.e., 
we have demonstrated that 98% of Levin's semantic classes have 
uniquely identifying syntactic signatures (i.e., clusters of syntactic 
behaviors). We view these experiments as a necessary step for 
proceeding with further experimentation for construction of verb 
classes, i.e., we want to ensure that our starting point is solid 
before undertaking large-scale acquisition based on the 
syntax-semantics relation. 

Upon completion of these experiments, we have begun a long process of 
verb categorization of "novel" (previously unseen) verbs in English. 
This work has resulted in a database of verbs, classified semantically 
based on a system similar to that of Levin (1993). We are currently 
developing syntax-semantics tests for other languages, e.g., Arabic, 
Spanish, French, and Korean, so that we can similarly classify verbs 
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for those languages. 

A common point of confusion (e.g., during the presentation of this 
work at ACL, COLING, and related workshops in summer of 1996) concerns 
the nature of the semantic classes upon which we have built our 
dictionaries.  Several researchers (Saint-Dizier, 1996, among others) 
have pointed out that these classes are not universal, and thus cannot 
serve as the basis of an interlingua.  What should be kept in mind is 
that it is not the CLASSES that are intended to be universal, but the 
COMPONENTS OF MEANING that underlie these classes.  By their very 
nature (i.e., that they are based on English-specific syntactic 
"alternations") the English semantic classes do not hold 
cross-linguistically. However, it was not the intention to classify 
translation equivalents identically, but to isolate the meaning 
components associated with semantic classes, and to then find a 
relation between these meaning components.   The meaning components, 
not the syntactic behaviors, are expected to be language-independent. 

For example, the "Motion/Impact" verbs, but not the "Change-of-state" 
verbs participate in the conative: 

Motion/Contact 
She tapped at the window 
She banged at the door 

Change of State 
She broke at the window 
She smashed at the door 

Although the conative does not exist in other languages (e.g., 
French), there is clearly some meaning component associated with "tap" 
and "bang" (contact, but no no change in structural integrity) that is 
not associated with break and smash (contact and change in structural 
integrity).  While we wouldn't use the conative in French, clearly the 
notions of contact and structural integrity can be expressed in 
French, and so the isolation of these meaning components (through 
application of the conative test in English) is clearly of 
cross-linguistic value. These meaning components are what should then 
be included as part of the interlingual structure. 

While we have justified the use of the syntax-semantics relation as 
the basis for building an interlingua, we are still faced with the 
problem of scaling up our database of lexical representations. We 
have addressed this problem by using automatic procedures based on 
syntactic tests (such as the ones above) for mapping verbs onto 
lexical-semantic representations.  One of the major difficulties we 
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were faced with in automatic classification of unknown verbs is that 
of "polysemy" (word sense ambiguity), which, in previous work (Dorr et 
al. 1995) resulted in very low "precision" (i.e., a high percentage of 
verbs assigned incorrectly to semantic classes)—13%.  (We use 
precision as our primary metric for judging the effectiveness of our 
acquisition technique. Details are given in (Dorr and Jones, 1996b).) 
As an attempt to address the polysemy problem, we used a WordNet based 
filter for classification of unknown words.  We tested the filter on 
three different proportions of the original 2813 Levin verbs: (a) 50%, 
(b) 70%, and (c) 90%, chosen randomly. We then checked whether the 
"unknown" verbs (those not used to construct the semantic filter) were 
assigned to their correct classes. The result was a drastic 
improvement in precision—64% (for the 90% case) in contrast to the 
13% precision of Dorr et al. (1995). 

Our experiments indicate that, not surprisingly, but not 
insignificantly, the syntax-semantics relationship is very clear, 
particularly in our later experiment where we accounted for word sense 
ambiguity.   These experiments served to validate Levin's claim that 
verb semantics and syntactic behavior are predictably related and also 
demonstrated that a significant component of any lexical acquisition 
program is the ability to perform word-sense disambiguation.  We have 
used the results of our experiments to aid in the construction and 
augmentation of online dictionaries for novel verb senses and we are 
currently porting these results to new languages using online 
bilingual lexicons. 
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In this paper, I would like to address the second and third 
issues presented in the announcement, namely, "What information is 
captured by an adequate interlingual representation system?" and "How 
can interlingual representation systems be built or scaled up?" My 
basic position is that while interlinguas are comprehensive and well- 
designed, there is a heavy reliance on the lexicon to carry meaning 
feature information to the interlingua. Too little investment is made 
in processing the interaction either among overlapping lexical feature 
values or between such values and the output of analyzers at other 
levels.  Investigation of new approaches to such processing holds 
great promise for improving the efficiency and effectiveness of MT 
systems using an interlingual design. 

It seems that we have managed to consult our semantics and 
pragmatics books and design into our systems nearly all those aspects 
of meaning which may be relevant to text understanding. Interlinguas 
are quite well-developed. In ULTRA'S Intermediate Representation (IR), 
referential, rhetorical, and intentional aspects of communicative acts 
are fully described with up to 52 possible fillers for some slots! 
Robustness of design is not a problem. But, how does one determine 
where the values for the features are encoded in the source language? 
Where is the research being done to accomplish this? 




