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Chapter 1
THE RESCLUTI ON OF LEXI CAL AMBI GUI TI ES

Machine Translation is difficult at best. One
of the nore challenging aspects is the resolution of
| exi cal ambiguities based on context. This study
concentrates on anbiguities in maor class words
(nouns, verbs, adjectives, and adverbs).

Even t he earliest wor ker s in machi ne
translation realized that the vagueness of word
boundaries and the mismatch in cultural perspective
woul d make word selection difficult in a second
| anguage. They suggested limting the subject area,
so that words would be nore likely to have technica
nmeani ngs. They al so suggested statistical nethods
based on cooccurrence, but these were difficult to
i npl enent. Sone systens sinply translated the nost
frequent sense of each word, or included all of the
possibilities in the output docunment. Some projects
had an ad hoc rule on each word in the |[exicon.
Several groups thought it mght be possible to use
the semantic groupings in a thesaurus to associate
word senses. O hers tried to classify selectiona

restrictions t hat ver bs have f or



their argunents and nodifiers have for their heads.
More recently, people have begun to build know edge
bases, hoping that sone kind of spreading activation
along connections in the know edge base m ght
simul ate contextual selection. O hers have | ooked
to the budding technology of neural networks for a
sol uti on.

O the nethods that have actually been
attenpted, many have led to years of |ong, tedious
| abor followed by disappointnent. Proposal s of one
sort or another fill the literature, but reports of
results are sparse.

One of the purposes of the research described
in this thesis was to determne what kinds of
| exi cal anbiguities actually occur in real text, and
whi ch cl asses of proposed nethods m ght be expected
to work for them The results of a manual study of
actual text were rather surprising. None of the
proposed nethods resolved nore than about 45% of the
anbiguities correctly by thensel ves, and sone of the
nost highly touted theories ©proposed in the
literature averaged no nore than 15% It becane

clear that no single nmethod would ever work well
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enough by itself. The only |ogical approach was a
conbi nati on of the nethods.

Even after using syntactic clues, putting
idions in the dictionary, flagging words wth
techni cal neanings, using selectional restrictions,
and renenbering the sense of the word selected in a
previ ous occurrence, there remained a difficult
cl ass of problens. The disanbiguation of sonme words
seenmed to depend on words with only | oose syntactic
relations if any, arbitrarily far away; t he
influence of these words sonehow triggered the
sel ection of the appropriate sense. In the absence
of such words, a default sense was used. The
thesaurus and spreading activation nethods were
attenpts to handle this kind of anbiguity, but the
results of such nethods are either negative or
unknown.

A new nethod was therefore invented to work
with trigger words and default senses. A toy
exanpl e showed that a neural network mght set up a
feature representation of inplicit cooccurrence
classes. Training data was then extracted from a
| arge sanple of parallel texts in two | anguages, and

the sanme nethod that worked in the toy exanple was

10
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shown to have positive results on the larger data
set .

The set of mnmethods for |exical disanbiguation
were then studied, including the new semantic
cooccurrence network approach, and an algorithm
conbining all of the methods was devel oped.

The contribution of this thesis consists mainly
in the categorization of types of |exical anbiguity
in the manual study, the new neural network nethod,
and the organization of all of the nmethods into an
algorithmfor |exical disanbiguation

Chapter 2 discusses previous nethods. Chapt er
3 describes the nmanual study of t ext and
classification of types of Ilexical anbiguities.
Chapter 4 introduces the neural network nethod and
describes the toy exanple and an initial experinent
indicating the possible success of the nethod.
Chapter 5 describes an experinment in which training
data for the neural network was extracted from a
| arge sanmple of raw text. Chapter 6 discusses the
al gorithmthat conbines all of the nethods.

Appendix A presents the texts analyzed in
Chapter 3. Appendi x B presents a program that

resol ves anbiguity in parallel texts based on lists

11
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of trigger words. Appendi x C gives a program for
creating semantic cooccurrence networks. Appendix D
is a program for evaluating semantic cooccurrence

net wor ks.

12
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Chapter 2
PREVI QUS APPRCOACHES

2.1 Introduction

This chapter will be a survey of sone of the
approaches that have been taken to resolving |exical
anbiguity in machine translation.

The earliest approaches were based on a
suggestion in a nmenorandum by Warren Weaver in 1949,
that statistical studies of collocation frequencies
could at least partially solve the problem Section
2.2 discusses sone of the studies and approaches
that arose fromthis idea.

Some of the early workers preferred a nore
direct approach, and considered each word to be a
uni que problem They therefore encoded unique
di sanmbi guation rules on each word in the |exicon
An exanple of this approach is the CREWS project; a
simlar but nore sophisticated version of this
approach was Small's word expert parser. These are
di scussed in section 2.3.

O hers suggested using the semantic categories

of Roget's Thesaurus as the basis of contextual

13
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anal ysis, and sonme worked on developing their own
t hesaurus especially for machine translation. Sone
of the assunptions underlying their work, and sone
details of their nethods, are discussed in section
2. 4.

W ks’ Preference Semant i cs enphasi zed
sel ectional restrictions, but also recognized that
such restrictions should be treated as preferences
that could be violated. Later, Fass' Collative
Semantics used the idea of selection restrictions as
preferences in the context of semantic feature
structures. Some of the inportant ideas in these
approaches are nentioned in section 2.5.

Mar ker passing systens that spread activation
along connected paths in know edge-based frane
structures are briefly considered in section 2.6.

Studies of spreading activation in neura
networ ks have led to |ocal connectionist approaches,
exenplified by Cottrell's work, and distributed
connectioni st approaches, such as Kawanoto's worKk.
These are briefly examned in section 2.7.

Section 2.8 will be a short summary of the

various approaches to resolving | exical amnbiguity.

14
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2.2 Statistical Approaches

In  July of 1949, Warren \Weaver sent a
menmor andum to about 30 friends, suggesting the
possibility of wusing conputers to translate text
from one |anguage into another. This group and
their contacts began research in machi ne
translation, and nuch of the wrk in natura
| anguage processing (and artificial intelligence)
has its roots in the early efforts of this group
Since Weaver's nmeno was such an inportant influence
in the history of machine translation, it 1is
interesting to note Waver's feeling about the
probl em of anbi guity.

Weaver began the neno by quoting froma letter

he had witten to Norbert Wener of MT:

Recogni zing fully, even though necessarily
vaguely, the semantic difficulties of multiple
meani ngs, etc., | have wondered if it were
unt hi nkable to design a conputer which would
translate only scientific material (where the
semantic difficulties are very notably |Iess),

and even if it did produce an inelegant (but

15
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nmeno,

maj or

machi

16

intelligible) result, it wuld seem to ne
wor t hwhi | e.
(Weaver 1967, p.

Wener's reply, also partially included in the

contai ned the follow ng:

| frankly am afraid the boundaries of
words in different |anguages are too vague and
the emptional and international connotations
are too extensive to make any quasi nechanica
transl ati on scheme very hopeful.

(Weaver 1967, p.190)

It is clear from these quotes that sone of the
doubts about the feasibility of translation by

ne were centered on the problem of the

vagueness of word boundaries and nultiple neaning

i.e.

| exi cal anbiguity.

16
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2.2.1 Domain Limtation

Weaver's first suggestion for overcomng the
problem was to |limt the domain of the input text
(an idea which has cone to be known as the
"subl anguage" approach). The word 'log', for
exanpl e, woul d  al nost certainly need to Dbe
translated differently if it meant 'logarithm than
if it meant 'a piece of wood'; by limting the text
to the sublanguage of mathematics, one could be
certain in the vast majority of cases that the
i ntended neaning was 'logarithm. A conputer |exicon
could be created specifically for mathematical text,
and the 'wood' neaning would not need to be included
at all. In mathematical text, this would produce
correct translations for nost words that have a
sense with a mathematical neaning. It is not so
clear that it would be helpful for words wth
several neanings, none of which are particular to
mat hemat i cs.

Neverthel ess, domain l|limtation is still the
nost frequently used approach in actual systens.

Even know edge-based nmachine translation projects

17
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often resolve nost cases of lexical anbiguity by

usi ng domai n-specific know edge bases.

2.2.2 Contextual W ndows

Weaver's ot her approach to the |exical
anbiguity problem was based on the fact that a word
may be anbi guous in isolation, but given sufficient
context, should be unanbi guous. He suggested using
a w ndow of context of N words on either side of the
anbi guous word. The value of N would vary wth the
type of text, the grammatical category, and perhaps

individually for each word. He says, however, that

It would hardly be practical to do
this by neans of a generalized dictionary which
contains all possible phrases 2N+1 long: for
t he nunmber of such phrases is horrifying, even
to a nodern electronic conputer. But it does
seem likely that sone reasonable way could be
found of using the mcro-context to settle the
difficult cases of ambiguity.

(Weaver 1967, p. 195)

18
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The year after the appearance of Waver's neno,
Abr aham Kapl an wote a paper called "An experinental
study of anmbiguity and context."” H's basic purpose
was to discover the value of N, that is, to discover
how much context was necessary for humans to
di sanbi guat e anbi guous words. He took exanples of
140 (inflected) words in context from books on
mat hemati cs. Seven types of contexts were used: (1)
One word before the anbiguous word, (2) one word
after, (3) one word before and one word after, (4)
two words before, (5) two words after, (6) two words
before and two words after, (7) and the whole
sentence. Al 140 words were presented with a |ist
of ten possible neanings each. Only "clearly
di stingui shabl e neanings" of a single grammtical
category were used. Wrds which had |less than ten
"clearly distinguishable nmeanings" in the dictionary
were supplemented by false senses of the sane
granmati cal category; the average was 5.6 correct
senses per word. Each translator was presented each
of the words in isolation and asked to pick which
meani ngs were possible for the word; the average
percentage of senses classified correctly was 70%

The contexts were then mxed up so that each

19
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transl at or di sanbi guated each word once, but each of
the translators had the word in a different one of
the seven contexts described above. The contexts
for each translator were mnmxed, so that each
translator had a mxture of the types of context

The nost inportant of Kaplan's conclusions were

A context consisting of one or two
words on each side of the key word has an
effectiveness not markedly different from that
of the whol e sentence.

Under optimal conditions ... anmbiguity
is reduced from... about 5% senses to about 1%
or 2.

(Kapl an 1955, pp. 46-
47)

Optimal conditions were obtained (1) when the
translator was trained in the subject of the text
(mat hematics); (2) when the context included at
| east one word on each side of the anbi guous word;
and (3) when the context words were content words
(nouns, verbs, adjectives, and adverbs) rather than

function words (prepositions, articles, etc.).

20
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Kaplan's results were encouraging to many,
because the study was taken as evidence that a | ocal
context (of two to four words) was sufficient to
resolve lexical anmbiguity; the study had shown that
such a context was nearly as useful as the whole
sentence for the purpose of resolving anmbiguity. It
is odd that such optimsm was generated by the
article, however, since the translators had only
achieved 70% accuracy picking possible senses of
words in isolation, and even with the whol e sentence
context, ambiguities were reduced to "about 1% or 2"
of the "clearly distinguishable neanings."” Si nce
only one of the "clearly distinguishable neanings”
woul d probably be correct in the original text, that
means that a conputer with the reasoning capability
of a human, using only a local or sentence context,
woul d choose the correct neaning, and therefore the
correct translation, between 50% and 67% of the
tinme.

Al though Kaplan's results were taken to nean
that the size of Waver's context variable N need
not be greater than 2 words on each side of the word
in question, the nmethod of storing all such contexts

was never applied directly. Even setting Nto 1, it

21
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would require a matrix of size M for a vocabulary
of size M where the value at any position (XY, 2)
in the matrix would be the nost frequently correct

sense nunber of word Y in the |local context "X Y Z".

For exanple, 1in the phrase 'put into a bank
account', ignoring the function words 'into' and
‘a', it is alnost certain that the nmeaning of 'bank'

(Y) in the presence of 'put' (X) and 'account' (2)
is the financial neaning rather than the geol ogica
nmeani ng; the sense nunber of the financial neaning
would be the wvalue of +the mtrix at position
('put', ' bank','account'). Assuming that values in
the matrix could be automatically determ ned based
on frequencies in a text tagged with correct sense
nunbers, and assumng a noderate vocabulary of
10,000 words, this would require a mtrix of a
trillion entries, and, at a mllisecond per entry,
woul d take over thirty years to fill. In order to
insure accuracy, the tagged text would have to
include nultiple exanples of all possible phrases of
3 words long (ignoring function words) in realistic
contexts. Sense-tagging an input text with even a
noderate coverage  of contexts would take a

staggering amount of tine, even after the "clearly

22
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di stingui shabl e neanings” for each word had been
determ ned. Mreover, even if such a matrix could be
prepared for translation into one |anguage, it is
not at all clear that the sane matrix could be used
for transl ation into anot her | anguage.
Nevert hel ess, Kaplan's results were taken as
evi dence that the problens of |exical anmbiguity were
sinply a matter of using local <context in an

appropriate way.

2.2.3 Frequency-based Default Transl ations

Early translation prograns had sinply left the
problem up to the reader, by presenting translations
of each of the possible senses of a word, separated
by slashes, such as the following translation
simulation of a Russian to English chemstry

article:

Saccharification cel I ul ose begi n
(use/ enpl oy) (in/intolat)
(technol ogy/techni que). For what waste product
(wood processi ng/ wod working) (plant/factory)

heat (under/below) pressure (with/from 0.1%

23
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solution (sulfuric/sulfate) acid; obtained such
(means/way) syrup (process/convert) (on/at)
(wine/tartaric) al cohol . (Accordi ng
to/ Along/In accord wi t h) ot her process
saccharification (acconplish/carry out) (on/at)
cold action very strong (sp. weight 1.21)
(salt/ hydrochloric) acid. After renoval acid,
remain solid product being wused (as/how)
(food/ forage) (mediuni nmeans).

(Perry 1955, p.

18)

However, "The nost frequent criticism was
levelled at the excessive nunber of alternatives
given ..." and even in a word-for-word translation
"... the proper selection of English correspondents

is by far the major problem facing a reader

(Gould 1957, p. 14).

As a result,

Booth and Richens proposed printing only

the synbol 'z' to indicate an unspecified word,

ot hers have pr oposed | eavi ng t he wor d

24
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untransl ated, and others have proposed always
giving the nost conmon transl ation.
(King 1956, p.
38)

The nmost common translation would give the best
probability of having chosen the correct translation
and shoul d therefore be fairly successful .

Sonetinmes the nobst common translation was
decided through introspection by the dictionary
mai nt enance people, but others felt that the
deci sion needed to be based on semantic frequencies

determ ned fromsufficient exanples of actual text.

A trans-semantic frequency count is a
listing of the words of the source | anguage,
together with the various possible renderings
of each in the target |[|anguage, and the
frequency of occurrence of each of the latter.
Such a listing would resenble a nornal
translation dictionary, with the addition of
i nformati on, pr obabl y in t he form of
per cent ages, giving the frequency of occurrence

of each neaning in the target |anguage.

25
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(Pi sl eur 1957, p. 11)

G ven such information, only the nobst conmon
translation for each word would need to be entered
in the conputer's lexicon, and if texts to be
translated were consistent with the original text,
incorrect translations would be expected to be in
the mnority. For exanple, according to one study,
the French word 'de' should be translated as 'of' in
Engl i sh about 68% of the tinme (King 1956, p. 39), so
if the machine always translated 'de’ as 'of', it

woul d al so be correct about 68% of the tine.

2.2.4 Cover Wrds

A variation in the use of nost common
translation was the use of "cover-words", which were
words "of relatively high semantic frequency which
can be wused in place of words of |ower semantic
frequency, with little possibility of m sinformng
the reader."” (Pinmsleur 1957, p. 13) A target
| anguage "cover-word" would be a word of relatively
broad coverage, whose available neanings could

"cover" nost of the neanings of other nore specific

26
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translations of a given source word. For exanple

the German word 'schwer' may nean (anong other

t hi ngs)
heavy as in '"ein schweres Stein',

"a heavy stone'
| aden as in 'Das Dach ist schwer von
Schnee'

"the roof is laden with snow
difficult as in 'Das fallt mr schwer',

"I find that difficult’
unfortunate as in '"Er hat ein schwere Schicksal'

"he has an unfortunate fate'

In the second case, it would be acceptable to say
"the roof is heavy wth snow, and in the | ast case,
it would be understandable to say 'he has a heavy
fate'. By choosing the broader words 'heavy' and
"difficult', the nore specific words 'laden" and
‘unfortunate’ mght not need to be included in the
conputer's |exicon (exanple from Pinsleur 1957, pp
12-13). Even though such "cover-words" in the
target |anguage would be relatively nore vague in

isolation, the human reader would not notice the

27



28

anbiguity in context. Determnation of cover-words
could not be based only on frequency studies of real
translations, since human translators would often
choose the nore specific translation, but frequency
studies could give a good idea of what the possible

cover-words m ght be.

2.2.5 Frequency-based Techni cal Taggi ng

Frequency studies could also be based on

various types of text.

Al ternative frequencies should also be given
for vari ous subj ect ar eas, scientific,
mlitary, etc

(Pi sl eur 1957, p. 11)

The "nost common translation” could therefore be
refined to be "the npbst common translation" in a
particul ar domai n (subl anguage) .

Researchers at the University of Washington in
1958 tried this approach by categorizing science

i nto about seventy subfiel ds.

28
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A few of the words in the target |anguage
were then tagged with nunbers representing the
particular field in science in which they
occurred al nost exclusively. Si nce the nunber
of words that could be tagged in this way was
smal |, the nmethod was found to be successful in
a very small nunber of cases to which it was
appl i ed.

(Madhu and Lytle 1965, p.
9)

A nore refined approach was |ater devel oped,
which grouped these seventy subfields into ten

t echni cal groups, nanely

Goup | Mathemati cs, Physi cs, El ectri cal
Engi neeri ng, Acousti cs, Nucl ear
Engi neeri ng
Il Chem stry, Chemi cal Engi neeri ng,
Phot ogr aphy
11 Biology, Medicine
|V Astronony, Meteorology
V  Ceol ogy, Geophysi cs, CGeogr aphy,
Cceanogr aphy

29
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VI Mechanics, Structures
VIl Mechani cal Engi neeri ng, Aeronautica
Engi neering, Production and Manufacturing
Met hods
VIIl Materials, M ni ng, Met al s, Cer am cs,
Textiles
I X Political Science, MIlitary Science
X Social Sciences, Econom cs, Linguistics,

Et c.

Target |anguage texts were exam ned, and each
paragraph in the text was tagged as belonging to one
of the ten groups. A count was nade of how often
each content word in the sanple occurred in a
par agraph |abelled by each group. The chance that
target word Tk would occur in a paragraph that
shoul d be classified as falling within subject group

N, was based on the sample text, and was given as

(times Tk found in a group N paragraph)

(total words in target sanple text)

30
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The chance that a given paragraph in a new text
shoul d be classified as belonging to subject group N

was then taken to be
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P(N = p(W,N + p(W,N) + ... + p(W, N

where it was assunmed that W through W, were words
in the paragraph that had a single neaning. For a
word with nore than one possible translation, the
best translation was selected by using a figure of

merit, defined by

F(Tk) = _ p(N-p(Tk, N)
N

In other words, the figure of nerit of a given
target word was the <chance that the current
paragraph was of subject group 1 tines the chance
that the target word would be used in a text of that
type, plus the chance that the current paragraph was
of subject group 2 tinmes the chance that the target
word woul d be used in a text of subject group 2, and
so forth. The figure of nerit would be calcul ated
for each possible translation, and the target word
with the highest figure of nerit wuld be the

transl ati on chosen.
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For exanpl e, consi der t he phrase
"structure/building of an algae colony", where the
only anmbiguity is in the choice between 'structure’
and 'building' . Based on a small text corpus, the
study showed the chance that the word 'structure’

woul d occur in a paragraph of group I (nultiplied by

a scal i ng factor) was P('structure',l)=.1.
Simlarly, P('structure' ,111)=1.9,
P(' structure',V)=.8, P(' structure', X)=. 3,
P('building ,1)=.1, P(' building',V)=.4,
P(' building ,Vl)=1, P(' building ,IX) =1,
P('algae',111)=.5 P('algae',V)=1.4, and the ities
for these words with other groups were O. If the
phrase is considered a text unit, the only

unanmbi guous word known to the text corpus was
" al gae' . Therefore, the chance that this phrase
should belong to group 11l is P(Ill)=.5 P(V) =14,
and P(n)=0 for the other groups. Therefore, the
figure of merit for "structure’ woul d be
f('structure')=(.5%1.9)+(1.4*.8)+(0*.1)+(0*.1)=2.07,

and the figure of nerit for 'building' would be
f('building' )=(.5*.1)+(1.4%.4)+(0*.1)+(0*.1)=.61.

Since the figure of nerit for 'structure' is greater
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than that for "building', 'structure' would be the
wor d chosen.

In a small test of 21 Russian sentences
translated into English using this technique, the
correct alternate was chosen in 87% of the cases

(Madhu and Lytle 1965, pp. 10-12).

2.2.6 Category Counting

Wal ker and Ansl er suggested using frequencies

of occurrence of domanin codes in the Longman

Dictionary of Contenporary English (LDOCE). In the

typesetting tape, certain senses of sonme words are
given a four-character domain code. The first two
characters are field codes, and the second two
characters are subfield codes; there are 120 fi el ds,
212  subfields, and about 2600 domain code
conbi nations actually used. Gven a segnent of text
wi th anbi guous words, the domain codes on each of
the senses of each of the words in the text are
assenbl ed and count ed. The domain code with the
hi ghest frequency is assunmed to be the nmain subject
of the text; word senses which are marked with this

domain code are chosen as the correct senses of the
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given words in the text. This reduces the nunber of
anbi guous word in the text. The next pass works
exactly as the first pass, assenbling domain codes
of only those words which are still anbiguous.
Again, the domain code with the highest frequency
wins, and word senses marked with that code are
chosen. The process continues in cycles.

Al though this process yielded sonme interesting
results for classifying the domain of sone docunents
(the nost frequent of all the codes), there were
sonme probl ens. Wal ker and Ansler reported that in
an eight mllion word corpus, only 23% of the words
were in the LDOCE (Wal ker 1986). Even of the words
that do occur in the dictionary, nost of the senses
are not marked with domain codes. In cases where
only sone senses of a word are marked, the algorithm
may not choose the correct sense, and, of course, in
cases where none of its senses are nmarked, the
al gorithm makes no choice at all. It is not clear
what to do when nore than one code ties for the |ead
at any point in the algorithm especially at the
end, when conpeting codes occur only once or tw ce.
One nust al so be careful about the quantity of text

used, so that enough codes can be
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assenbl ed to nmake choices, but there is not so nuch
text that too many topics are addressed.

Because of the lack of domain codes on nost

senses in the dictionary, no data is available on

the potential success rate of this nethod.

2.2.7 Proximty Lists

Stephen Weiss developed an algorithm for
determ ning contextual rules for disanbiguation
based on proximty of context. Each anbi guous word
has an associated list of contextual rules. Each
contextual rule consists of a context word and a
sense of the anbi guous word. When the anbi guous

word A occurs in the context

97531A246810..

where each of the nunbers represents a context word,
the context words are checked in the order shown,
beginning with 1. Each context word is checked to
see if it occurs in a contextual rule for the
anbi guous word; if it does, the sense listed in the

contextual rule is the one chosen.
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The set of contextual rules for an anbi guous
word is generated based on a training text in the
foll ow ng way. For each instance of the anbi guous
word A, each context word C is examned in the same

order as above. There are three possibilities:

1) If Cis nentioned in the contextual rules, and C
is associated with the correct sense of A the
training junps to the next instance of A in the

text.

2) If Cis nentioned in the contextual rules, and C
is associated with an incorrect sense of A the
contextual rule containing C is renoved from the
list, and C is added to an exclusion list; then the

next context word i s exam ned.

3) If Cis not nentioned in the contextual rules
generated so far, and C is not on the exclusion
list, a new contextual rule is added with C and the
correct sense of A and the training then junps to
the next instance of A in the text; if Cis on the

exclusion list, the next context word i s exan ned.
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The training text can be examned in this way
for every anbiguous word of interest, generating
contextual rules for each one.

Weiss tested this algorithm on three words,
with 180 instances each. After training each word
on its first 80 instances, Wiss found that the
correct sense was chosen 97% of the tinme in the
remai ni ng 100 cases (Wiss 1973).

Since this is such an inpressive result, this
al gorithm was inplenmented and tested as part of this
di ssertation, using the program in Appendix B; 80%
of the text used in Chapter 5 was used as training
text, and the remaining 20% was used for testing.
Al though the algorithm resolved anbiguity nearly
perfectly for the training text (correctly resolving
over 99.5% of the ~cases), the algorithm only
achieved 63.4% on the approximately 1250 anbi guous
words in the test text, whereas sinply choosing the
nost frequent sense in the sanple text would have

achi eved 67. 2%
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2.3 Word Experts

Sonme researchers felt that waiting for detailed
frequency data of any kind was inpractical with the
resources they had avail abl e. They felt that each
word was a unique entity, and every anbi guous word
was a unique problem The best way to solve such a
problem they felt, was to attack it head on.

The CREWS project devel oped a special |anguage
in which to describe possible local conditions that
m ght affect I|exical selection. This | anguage
allowed them to check for certain grammtica
categories, or specific words, a certain nunber of
words before or after the anbiguous word, or within
a certain range of the words near the anbiguous
wor d. In this way, much of the syntactic and
semantic processing was mxed in a way that was
uni que for each word. A word such as 'bank', for
exanple, would have a specific rule to look for
words in its immediate vicinity such as 'river' or
' noney' . Failing to find any such words in the
context, the nost likely sense would be chosen as a

defaul t. Naturally, such a system continually
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needed to be refined, until conditions on commonly
used words becanme extrenely difficult to maintain.

In a simlar vein, Small's Wrd Expert Parser
sinply executed the procedures that were associated
in the lexicon wwth each word in the sentence. Each
procedure was a discrimnation net. For exanple, a
discrimnation net for the adjectival use of the

word ' deep’ would be as follows:

(a) What view best describes the concept?
PERSON ------------- > (1) Intellectual
ART- OBJECT --------- > (2) Ethereal
VOLUME: (b) VWhich view best describes the

concept ?
Al R-VOLUME ------ > (3) Large Vertical D stance
Through Air
WATER- VOLUME ----> (4) Large Vertical D stance

Thr ough Wat er

By answering the questions (a) and (b), the conputer
could arrive at one of the senses nmarked (1)-(4)

By asking questions, and receiving answers based on
the procedures of nearby words, such nets could be

traversed wuntil a wunique neaning was reached.
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Unfortunately, the procedures were long and
cunbersonme; the one for the word 'throw, for
exanple, was six pages long (Hrst 1987, p. 83).
Sonme of the questions were of a nore global nature,
and plans were nmade to define a conceptual proximty
nmeasure based on a semantic network. Devel oping the
procedures was so tinme consum ng, however, that
guestions of a global nature were just relegated to
interaction with an on-line user, thus begging all
t he nor e i mport ant guesti ons of automati c

di sanbi guation (Adriens and Small 1988, p.18).

2.4 Approaches Based on a Thesaurus

Wrd by word definition of unique procedures
was ti me-consun ng, I nel egant, and nostly
ineffective. Scientific classification of words into
ten groups or even seventy subfields was useful for
resolution of sone lexical anbiguities, but many
anbiguities were left wunresolved and unresol vabl e.
It seenmed clear that what was needed was a nore
t horough schene of semantic classification that was
better at capturing general i zati ons. The

organi zation of Roget's Thesaurus, which |lists
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content words under nore than 1000 concept headi ngs,
presented the possibility of being just such a

semanti c classification.

2.4.1 Sequences of Thesaurus Categories

Roderick Gould of Harvard noticed that
different senses of a word in a dictionary usually
correspond to different concept <categories in
Roget's Thesaurus. His idea was to store lists of
possi bl e semantic category sequences. These lists
woul d be based on an automatic frequency anal ysis of
a large sanmple of source |anguage text, in which
each word had been nmanually tagged with the Roget
concept category nunber of the sense in which it was
bei ng used. At first, he suggested expanding
Roget ' s classification to i ncl ude uses of
prepositions and other function words, but soon
found this extension to be problematic. He
subsequent |y suggested storing possible sequences of
content word semantic categories. He did not report
any inplementation of his nethod, but only noted
that it would have to be based on a large text

sanple in order to be effective. He did not present
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a specific algorithmfor resolving |exical anmbiguity
on the basis of the frequencies stored, but noted it
woul d be conplicated by the fact that even if a
stored two category sequence selected senses for two
adj acent words, those senses could be disallowed by
the lack of a sequence for the first word and its
precedi ng word, or the second word and its follow ng
word (Gould 1957, pp. 15-27). It should also be
noted that a matrix for sequences of two categories
would require a mllion entries; Kaplan's data
suggests that at |east sequences of three categories
would be required, and a matrix storing three

category sequences would need a billion entries.

2.4.2 Synonyny in a Thesaurus

The Canbridge Language Research G oup thought
of using the thesaurus in a nore practical and
i medi ate way. The idea was that a text about a
certain subject or situation would probably enploy a
number of words that could be classified under the
sanme concept heading in the thesaurus. For exanpl e,
in the phrase 'flowering plant', 'flowering and

"plant’ are each listed in the thesaurus under a
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nunber of different headings, but the only heading
under which both are |listed is 'vegetable'; we
t herefore assune that the correct sense of each word
in the current context is the 'vegetable' sense
(Masterman 1957, p. 36). It was soon discovered
however, that the nethod was only partially
successful, and it was assumed that this was due to
problems with Roget's Thesaurus. Some words were
not listed at all, and other words were not |isted
in all of their senses.

The solution was to develop a new thesaurus
nore appropriate for use in nmachine translation. It
was assunmed that in this new thesaurus, "... if a
set of words all come under one heading, they nust
be semantically related, and if a nunber of words
are semantically related to one another, they wll
come together under sone heading." ( Spar ck-Jones
1965, p. 97) Sone of the relations exam ned were
hyponony, antonyny, inconpatibility, collocation,
and synonyny. It was clained that collocation was
not a genuine linguistic relationship, antonyny
woul d be hard to determ ne enpirically, and hyponyny
and inconpatibility could not be satisfactorily

defined, so synonyny was the only viable semantic
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basis for determ ning the vocabulary structure of a
| anguage, and, therefore, the contents of the new
t hesaurus. Two words were held to be synonynous if
they had two uses that were synonynmous, i.e. if they
could be nutually substituted in sone sentence
wi t hout changi ng the neaning. The set of words that
could be nutually substituted in a given context was
called a row Rows were then "clunped" together if
each row in the clunp was nore "simlar" to nenbers
of the "clump" than to nonnmenbers. A pair of rows
was given a simlarity score based on the nunber of
words they shared, such that if a shared word had 10
senses, a simlarity score of .1 was added based on
that word; if a shared word had only two senses, .5
was added. In this way, rows were clunped together,
and each clunp was given a heading and listed as a
new category in the thesaurus.

For exanple, rows could be abstracted from the
exanples in the definitions of the Oxford English
Dictionary. One definition of the word 'toil' 1is
"Severe |abour; hard or continuous work or exertion
which taxes the bodily or nental powers." An
associated exanple is "You are nmany of you

accustoned to toil manual; | am accustoned to toil
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ment al . " In the exanple, 'toil' could be replaced
by 'labour' wthout |oss, so one possible row would

be

toil | abour

One definition of 'task' is "A piece of work that
has to be done; sonething that one has to do
(usually involving |abour or difficulty); a matter
of difficulty, a 'piece of work' ." One exanple
associated with this definition is "He had taken
upon hinmself a task beyond the ordinary strength of
man." As the definition m ght suggest, 'task' could
be substituted with 'labour', so another row would

be

t ask | abour

These two rows share a word, ‘'labour', so if
"l abour’ had 5 senses, these two rows woul d be given
a simlarity score of .2. Assuming a clunp
threshold of .15, these rows could be grouped
together as a clunp, perhaps wth the heading

"l abour', and could be added to the thesaurus as a
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new category (see Sparck-Jones 1965, pp. 102-103,
for a less sinplified version of this exanple).

There was also a notion of semantic distance
bet ween wor ds. If words A and B occurred together
in the same row, they were said to have distance O
(i.e. they were synonynous). If a word C occurred
with word Ain sone row, and with word B in another
row, but A and B never occurred in the sane row, A
and B were said to have distance 1. Thi s di stance
could also be wused in resolution of |exica
anbiguity, if nearby words were not found under the
same heading in the thesaurus. ( Spar ck-Jones 1965
pp. 97-112)

For exanple, if there are rows

function capacity capability
function purpose business

busi ness affair job matter

the semantic distance between 'function' and
' capacity’ is 0O (they are "synonynous"), the
di stance between 'capacity' and 'business' is 1, and
the di stance between 'capacity' and 'job' is 2. In

the sentence "the job was beyond his capacity", the
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sense of 'job' would nean sonething closer to
"matter' than 'enploynent' or sonme other sense; the
sense of 'capacity' would be closer to 'capability’
t han anot her sense like '"volune'. The proper senses
woul d be chosen automatically because the semantic
di stance between them is only 2, whereas the
di stance between other senses (as determned in
ot her rows) woul d presunably be greater than 2.

The intention was that woirds that were
semantically related to each other would be found
toget her under sonme heading, and that words that
were semantically related would be found in the near
context of an anbi guous word. Usi ng the thesaurus
met hod, however, two words were "semantically
related" only if they were synonynous or nearly
synonynous. It was evidently either not noticed or
not regarded as inportant that two words could be
semantically related w thout having that property.

For exanple, in the sentence

| slept poorly, because | kept rolling over
onto an exposed spring.
The word 'spring' could be a season of the year, a

fountain of water, or a netal spiral. Clearly,
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sl eeping and bedsprings are related, but it is very
doubtful that they or their synonynms could be
substituted for each other in any context. They are
rel ated, but not by synonyny. It appears that the
prem se of the endeavor was sonmewhat fl awed.
Furthernore, the procedure for building the new
t hesaurus was quite conplicated, and the nunber and
content of headings was conpletely dependent on the
set of contexts that were used to determine the
rows. Producing a new thesaurus with better coverage
than Roget's required a trenendous anount of work
and there never had been a guarantee that it would
be nore suitable for machine translation than

Roget' s had been.

2.4.3 Chains in the Thesaurus

Later work returned to the original Roget's
Thesaurus, once machine readable copies becane
avai l able. A nodel of chaining in the Thesaurus was
devel oped by Robert Bryan at San Francisco State
Uni versity. He defined chains of entries according
to word-groups and categories (Sedelow 1986). The

Thesaurus is divided into eight major classes,
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conprised of 1042 groupings. Each grouping is
divided into paragraphs, which are subdivided into
sem -col on groups, which each contain a nunber of
entries. The entries within one sem-colon group
formed one of Bryan's categories. A word group
consisted of all entries in the Thesaurus that were
spelled the sane; therefore, honographs belong to
the same word group. Entries in the Thesaurus could
be thought of as points in a two-dinensional matrix,
with word groups as rows, and categories as col ums.

For exanpl e,

cp c¢c2 ¢C3

W1 e1 €2
W2 €3 €4
w3 €e5 €eg €7
W4 eg
A chain was sinply a sequence of entries. Bryan

defined ten types of chains, each a subtype of the
previous type. Type-10 <chains were the nost
constrained and of the greatest interest. These
were defined in terns of word-links and category

l'i nks. A pair <ej,ej+1> was a word-link if both
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entries belonged to the same word group (so they
were in the sanme row of the matrix). A pair
<ej,ej+1> was a category-link if both entries
bel onged to the sane category (so they were in the
sanme colum of the matrix). A type-10 chain was a
sequence of entries such that word-links and
category-links alternated, no entry was repeated, no
word group or category was repeated, and every word-
link and category-link was strong. A word-link was
strong if the two categories it connected were also
connected in the matrix by another word-Iink (though
this second word link was not required to be in the
chain being considered). A category-link was strong
if the two words it connected were al so connected by
anot her category link (again, this second |link was
not required to be in the chain). Thi s meant that
in terms of the matrix, strong links always cane in
fours, called quartets, and were conposed of four
entries that formed a square in the matrix. For
example, the entries eq, e, eg and ey in the
matri x above form a square, so <eq,eg> and <ep, e7>
would be strong category-links, and <eq,e> and

<eg, e7> woul d be strong word-1|inks.
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Evi dence suggested that entries which had
strong word-1links belonged to the sane sense of the
word, and entries which had a strong category I|ink
were semantically rel at ed (per haps synonynous
according to the usage of Sparck-Jones as discussed
in the previous section). Therefore, entries which
could be connected in type-10 chains were expected
to be semantically related. It was possible to
partition the Thesaurus in such a way that only
entries which could be connected by type-10 chains
would be in the same group. This was done by
Tal burt and Mooney. They discovered that of the
199, 427 entries in Roget's International Thesaurus,
there were 113,963 distinct word groups. It turned
out that 133,672 of the entries had no strong |inks
with any other entry. The remainder of the
Thesaur us cont ai ned 65, 755 entries and was
partitioned into 5966 groups. One of these groups
contai ned 22,480 entries, or about one-third of the
remaining entries. Although some of the entries in
this group were instances of the words 'cozy',
“intimate', ‘'snug', ‘'famliar', ‘'close', 'near',
"tight', ‘"thick', and 'conpact', the group also

contained instances of words such as ‘'vile' and
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"hunbl e' . O the other groups, 3373 were forned
from a single quartet, so they each consisted of
four entries. The other groups ranged in size from
six entries to 229 (Tal burt 1990).
Al though this work was interesting, it is not

i medi ately obvious how to use the results for the
resolution of lexical anmbiguity. The classification
is too general in sone cases (such as the group with
22,480 entries), and too specific in others (such as
the 3373 groups wth four entries each, which
connect only two words). The partitioning of

133,672 entries into singleton groups conpletely
| oses the semantic information that the thesaural

classification affords for those entries.

2.4.4 Thesaural Category Counting

An approach simlar to Walker's idea of
counting categories, as discussed above, was
suggested for thesaural categories by John Brady
(Brady 1990). G ven a text w th anbi guous words, the
codes for each of the words in the text would be
assenbl ed and counted (using the 1042 groupings in

Roget's Thesaurus). For each word, the sense would
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be chosen that corresponded to the thesaurus code
that occurred nost frequently in the text. If this
was insufficient to disanbiguate a particular word,
hi gher levels of <classification in the Thesaurus
woul d be used in the sanme manner (Sedel ow 1990).

It is difficult to tell how successful this

approach m ght be in actual practice.

2.5 Preference Semantics and Coll ati ve Semanti cs

Yorick WI1ks developed "... a set of fornal
procedures for representing the neaning structure of
natural |anguage, wth a view to enbodying that
structure within a system that can be said to
understand ..." (WIlks 1975, p. 329). Preference
Semantics attenpted to use insights of artificial
intelligence to approach the problens of semantics,
including the problem of [|exical anbiguity. Si nce
the goal was sonmewhat broader than just resolving
| exi cal anbiguity, and Preference Semantics has been
devel oped over a period of sone twenty years, it
i ncludes many nechanisns that are well beyond the
scope of this thesis. The nost inportant idea, as

applied to the resolution of Ilexical anmbiguity, is
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t hat predi cators have preference for certain
semantic classes of argunents, and nodifiers have
preference for certain semantic classes of head.
The verb 'drink', for exanple, prefers an animte
subject, and the adjective "blue' prefers a concrete
head. Al t hough semantic restrictions on argunents
had been previously discussed in the form of
sel ectional restrictions, an inportant contribution
of Preference Semantics is the idea that argunent
and head preferences can be viol at ed.

Preferences thenselves are represented as
expectations for argunments and heads to belong to
certain semantic classes. These classes are defined
by a set of semantic primtives (from about 60 to
100 of them depending on the version of the
theory). Each sense of a word is defined by a
semantic formula built up from these primtives,
with one primtive as its central neaning. The
formul as for ver bs and preposi tions i ncl ude
preferences for their arguments, and those for
adj ect i ves, adver bs, and preposi tions i ncl ude
preferences for their head. During parsing, the
central neaning of a potential argument is matched

against the preference of the predicator. If the
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potential argunent is anbiguous, the fornmulas of
each of its possible senses are matched against the
preference of the predicator for that argunent; if
only one of the senses fulfills the preferences,
that is the one that is chosen. Al t hough greatly
oversinplified, this 1is the basic nmechanism in
Preference Semantics for the resolution of |exica
anbiguity. (WIks 1975)

Recently, Brian Slator, working under WIKks,
has inplenented a program for extracting semantic

data from the Longman Dictionary of Contenporary

Engl i sh, and automatically creating semantic
fornmul ae for each sense of each of the words |isted

there (Slator 1988). A considerable anmount of

information still needs to be added to the fornul ae
before they can be wused in a full Preference
Semantics system In any case, no data is yet

avai |l abl e about the success of a full-scale
Preference Semantics system in resolving |exical

anbiguity.
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Dan Fass, another of WIks' students, has
recently recast Preference Semantics in ternms of
franme-based feature structures. The same idea of
preference is carried over, but the way in which
preferences are satisfied has changed.

In Collative Semantics, word senses are the
semantic primtives, and each sense of a word is
defined by a frame structure. Each franme has arc
information, which relates the frane to other
frames, creating a hierarchical hyponynmy structure,
and node information, in which there are features
and val ues, pr ef erences for argunent s, and
assertions.

Each franme includes an arc which specifies the
nanme of the next higher frame in the hierarchy. By
following [|inks, one can find all of t he
superordinates of a frane in the hierarchy.

Preferences can be expressed by giving the nane of a

frame in the hierarchy. |If this frame is anong the
superordi nates  of a potenti al ar gunent , t hat
argunent satisfies the preference. If only sone

senses of an anbiguous word being used as an
argunent do not satisfy the argunment preference,

t hose senses are elimn nated.
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Preferences can also be expressed by listing a
set of preferred features and values. |In this case,
the word sense whose frame best nmatches the
preferred list is the one chosen. The best match is
determined by a scoring algorithm the score of a
frame is the nunmber of feature-value pairs that
mat ch m nus the nunber of feature-value pairs that
fail to match. Since the values of features in
Coll ative Semantics are word senses (i.e. the nanes
of other frames in the hierarchy), a feature-value
pair in an argunent (or head) matches if the frane
of its value includes anong its superordinates the
value which is specified as the preferred value in
the predicator (or nodifier). In order to pick one
sense above another by this nethod, it has to be
clearly better than the other senses.

If no preferences of the predicator (or
nodifier) are satisfied, the preferences of the next
higher frame in the hierarchy are checked. In this
way, an analogy is sought, so that the sense of the
argunent (or head) 1is chosen which would best
support a netaphorical reading.

Finally, senses wth assertions (nodifiers

assert about their heads) are given scores dependi ng

58



59

on  whet her the assertion adds i nconsi stent,
redundant, or new information. Those which add new
information are nore highly valued than those which
add redundant or inconsistent information.

Al though the algorithnms for |exical anbiguity
resolution in Collative Semantics are potentially
very useful, the conplexity of coding word sense
franmes nmakes inplementation of a full system a
trenmendous anount of work. The prototype system
Fass devel oped has a vocabul ary of about 400 franes,
and each of the 50 test sentences worked correctly.
It is difficult to assess the degree of accuracy
that m ght be achievable in a full inplenentation.
(Fass 1988)

Yet another group using the idea of preferences
is the Distributed Language Processing group (DLT)
in the Netherlands. The nmgjor disanbiguation nethod
is based on a hierarchy of word senses, and a set of
wor dsense: r el at or: wor dsense triplets. These
triplets represent conmmonly expected relationships.
The relators are an abstracted form of prepositions
or thematic roles. The syntax builds dependency
trees, and each pair of words and the connection

between them is mapped to a set of possible
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triplets. The possible triplets are given scores,
according to the distance in the hierarchy between
the tree word senses and the triplet word senses

For each word, the scores of the triplets in which
it is involved are summed, and the word sense wth
t he highest score is chosen. A book describing this
effort (Papegaaij 1986) includes a section for test
results, but at publication of the book, the
software was not yet conpleted, so only the test
procedure was described. As of the summer of 1988,
the first results were available. The first results
indicated that disanbiguation wuld have been
consi derably nore successful if the nost frequent
sense of each word had been chosen (Al an Ml by --

per sonal conmuni cati on).

2.6 Marker Passing

Char ni ak devel oped a system of marker passing
based on frame structures for know edge
representation. Wen a word in a sentence is
encountered each of its sense frames is marked, even
if it is not the sense eventually selected. Then,

all franes referenced in these marked franes are
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al so marked, and so forth. Usual |y, sone kind of
strength is associated with each mark, and the
strength of the mark dimnishes each tine until it
falls below sonme pre-established bound, after which
marking is discontinued. If some franme in the
system gets marks from two different origins, the
two sense franmes of the two words which originated
t he marker passing are chosen as the correct senses
for those two words. There can also be differing
strengths associated wth markers passed across
certain arc-types in the franmes, and so forth, to
inprove the performance of the system (Charniak
1983).

One major problem with this kind of systemis
the difficulty of coding the know edge franes for
word senses of any reasonabl e sized vocabulary. The
difficulty has been such that a full-scale
i npl enentati on has not been possible so far, and no
data is available on how successful such a system
mght be in resolving lexical anbiguity in a full
system

Hrst attenpted to conbine the ideas of
preference semantics and marker passing. H's system

uses information in frame structures to enforce
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sel ecti onal restrictions and also wuses marker
passi ng anong these franes. Wen a word in the
sentence is encountered, it registers selectional
restrictions on its argunents, and also begins a
chain of marker passing. Senses of other words in
the sentences can be elimnated by the selectiona
restrictions or chosen Vi a mar ker passi ng.
Apparently, selectional restrictions are not just
preferences in his system any senses of the
argunent that do not satisfy the requirenents are
elimnated (Hrst 1987, p. 108). It appears that
mar kers passed from words earlier in a sentence
could cause senses to be chosen that would fail to
satisfy selectional restrictions registered |ater,
or a sense elimnated by selectional restrictions
could be the one that would have |ater been chosen
by marker passing, so the selection of word sense
could depend totally on the order of processing
within the system Naturally, selection by marker
passing is conpletely dependent on the nature of the
frame network, and slightly different phil osophies
of the nature of the features to be used could
considerably alter the results of |exical anmbiguity

resolution. No full system has been inplenented, so
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no statistics are available as to the viability of

t hi s approach.

2.7 Connectioni st Approaches

The spreading activation idea naturally appeals
to those who are interested in nodelling the neura
structure of the brain. Neural networks normally
consist of a nunmber of nodes and directiona
connections anong the nodes. Associ ated with each
node is an activation |evel, an output level, and
sonetines a bias. Associ ated with each connection
is a weight. At a specified point in time, each
node applies an input function to the inputs it is
receiving (the input on each connection is the
output of the node it is connected to, tines the
wei ght of the connection) and determnes its next
activation |evel. It applies another function to
determine its output fromits activation (often this
is a threshold function). Different networks are

characterized by different nunbers of nodes and

different topologies of connections, as well as
different activation and output functions. By
receiving outside input, and cycling through
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activation and output updates, these networks can
calculate a wvariety of functions; if progranmed
carefully, the networks often settle into stable
patterns that no |onger change significantly wth
nore cycles. By tuning weights in the network based
on expected activations of certain nodes given
inputs at other nodes, the networks can actually
learn to conpute certain functions. Aut omati c
| earning algorithnms have been developed for sone
kinds of networks so that a sequence of input and
expected output patterns can be presented to the
learning routine, and it wll automatically tune
weights in the network so that the network wll
calculate the function inplicit in the data. Sone
networks can generalize and develop internal
representations for prototypical patterns; others
can fill in mssing portions of famliar patterns
when only presented wth a part of the pattern.
Naturally these kinds of automatic |earning and
generalization capabilities are of great interest to
the problem of anbiguity resolution, since it seens
that humans learn words and semantic relationships
by a process of examning large quantities of data

and extracting generalizations.
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Unfortunately, research into the abilities of
neural networks for natural |anguage processing is
still in its infancy. Very few have been used in
other than a toy denonstration node, since serial
conputers nmake the highly parallel nature of [|arge
neural networks inpractical to use. Nevert hel ess
some toy denonstration work has been done wth
neural networks in the area of resolution of |exical
anbiguity.

Cottrell has discussed a |localist approach, in
whi ch each concept is represented by a separate node
(Cottrell 1988). In a three level netwrk, the
nodes of the first level correspond to words. Each
word node is connected to nodes of the second |evel,
which represent its word senses, which are connected

to each other wth inhibitory connections (wth

negative weights). These are in turn connected to
nodes of a third |level, which include nodes
representing sonme syntactic concepts as well as

internal semantic nodes that connect all of the word
senses together. Although he does not specify the
internal structure of this third | evel of nodes, the
idea is that when a word is encountered, it excites

the activation of nodes of its word senses. The
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nost frequent sense of the word s probably
connected to the word with the nost positive weight,
so its activation increases fastest initially,
unl ess nodes from the third level inhibit it based
on previous context. Nodes of the third |Ievel
either excite or inhibit the various word sense
nodes, and since the word sense nodes are connected
to each other wth inhibitory connections, they
conpete for nore input from the third level, unti
one wins the conpetition and is declared the
appropriate sense of the word in the given context.
Naturally all of this conpetition alters the third
level so that it represents the previous context and
the inclusion of the current word into context for
the next word to be presented to the network.
However, the exact connections needed in the network
for all of this to function properly are not at al
obvi ous. The approach awaits further description.
Kawanoto presents a nore specific nodel, but
prefers to wuse a distributed representation of
concepts. This neans that a concept is represented
not by a single node in a neural network, but by a
certain pattern of activation over the nodes of the

net wor k. In one of his networks, twelve anbiguous
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words are represented by 24 patterns of activation
(two for each word) over a network of 216 nodes.
Each pattern consists of 48 nodes to represent the
witten form of the word (each of the twelve words
is four letters long), 48 nodes to represent the
phonetic formof the word (sone words have different
pronunciations in their two senses, such as /lid/
and /I1_d/ for ‘'lead'), 24 nodes to represent
granmatical category, and 96 nodes to represent
semantic features. The semantic representations
assigned to each pattern are actually quite
arbitrary, but were sinply used to nmake a point.
Portions of the 24 patterns were repeatedly
presented to the network, and an auto-associative
| earning algorithm was used to nodify weights in
response to errors in generation of the remainder of
each pattern. After sufficient training, it was
possible to present partial patterns, and the
network would fill in the rest of the appropriate
pattern, as long as the part of the pattern
presented was not anbi guous (it could not belong to
nore than one of the known patterns). Using a
procedure called habituation, after a pattern had

settled into a stable state, connection weights were
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tenporarily nodified so that the network woul d decay
out of the stable state. Wen an anbiguous new
partial pattern was presented to the network in this
habi tuated state, the network would settle on the
pattern consistent with the input pattern which was
nost simlar to the previous stable pattern. In
this way, the network sinulated resolution of a
| exical anbiguity in ternms of the context of the
previ ous word (Kawanoto 1988).

Al though the use of a one word preceding
context to resolve lexical anbiguity in a neural
network is inpressive, it is difficult to know how
to apply the research to the real world of
anbiguity. The semantic features used in the toy
simulation were assigned in a quite arbitrary way.
Kaplan's study showed that at least two to four
words of context would be necessary, and at |east
one or two of them should be after the anbiguous
wor d. It is also difficult to know if the neural
network schene could ever scale up to the demands of

a full vocabul ary.
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2.8 Sunmmary

In the forty years since Warren \Waver's neno,
a variety of approaches have been taken to solving
the lexical anbiguity problem None of the
approaches taken so far has presented a reliable
solution for an inplenented real-tine rmachine
transl ati on system

W1 ks said that

An anbi guity resolution system would be of
some interest within conputational |inguistics
even if it worked on a purely ad hoc basis,
since word anbiguity is probably the problem
holding up the achievenent of reliable
mechani cal transl ation.

(Wlks 1968, p. 59)

Strangely enough, the systens just using cover
words or the nmpbst common translations, or the nost
comon translations within a certain kind of text,
have actually been the nost utilized and the nost
successful . Weaver's  first suggesti on, t hat

anbiguity could be partially overcone by limting
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the domain of the input texts, is still the solution
that is nost w dely used.

Weaver's next suggestion about wusing the 2N
word context has been too difficult to inplenent,
because of tinme and space considerations. The
optim sm that was generated by Kaplan's paper was
based on an assunption that |ocal context would be
easy to deal with, but it has not proved to be the
case. Met hods that depended on division of science
into sone nunber of t echni cal ar eas, and
classification of portions of text into those areas,
had a reasonable degree of success, but not enough
that people were satisfied. Approaches based on
shared domain codes showed prom se, but |acked the
underlying data base to even sufficiently test.
Met hods based on somewhat random single
cooccurrences sinply failed to be accurate enough.

Approaches using conplex individual procedures
for each word in the |exicon have been difficult to
manage, and have not |led to any general solution to
t he problem

The thesaurus approach was a noble effort, but
was probably based on a mstaken assunption, that

synonyny was t he nost i mport ant semantic
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rel ati onship that an ambi guous word could have with
other words in its context. Anal ysis of Roget's
Thesaurus into chains of entries and type-10
partitions failed to produce a reliable nethod of
semantic grouping. W still await a viable approach

to using thesaurus information for resolving |exical

anbiguity.
Preference Semanti cs was an i nport ant
contribution to the field. Simlarly, Collative

Semantics has given a new vitality to the old idea
of preferences. These approaches are difficult to
i npl ement because of the care with which dictionary
entries nmust be prepared. The disappointing results
of the DLT project seem to indicate that a system
based only on selectional preferences wll not be
sufficient to handle a w de enough variety of cases
of lexical anmbiguity in real text.

The viability of the marker passing algorithm
is difficult to assess, since it is so dependent on
details of the franme |exicon. Hrst's system
conbines the use of selectional restrictions (but
not preferences) wth rmarker passing, but the
uncertain ordering of elimnation of senses by

sel ecti onal restrictions, and the selection of
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senses based on marker passing, |eads to doubt about
the validity of the algorithm The care with which
dictionary entries nust be prepared in systens that
use marker passing nmakes these approaches difficult
to inplenent and therefore difficult to judge.

The  neural network  approaches previ ously
devel oped have been extrenely limted in scope.
Wil e they have offered some hope for the future, as
Kapl an's paper did, they have not offered clear
di rection about how to expand them for use in a real
full -scal e system

Part of the problem may have been a |ack of
cl ear perspective about what Kkinds of |Iexica
anbiguity problens occur in actual text. The
frequency approaches and neural network approaches
have i gnor ed sel ecti onal restrictions, whi |l e
Preference Semantics and Collative Semantics have
i gnored al nost everything else. The next chapter
wi |l discuss exanples of various kinds of anbiguity

in real raw text.
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Chapter 3
AMVBI GUI TIES I N REAL TEXT

3.1 Introduction

It seens to have been comon practice to take a
single approach to lexical anbiguity, and carry it
out for a limted set of exanples to show sone
feasibility for the approach. The |ast chapter gave
a brief overview of sone of the nethods that have
been tried. Because of the difficulty of creating
| ar ge | exi cons, however , statistics on t he
successful ness of various approaches in actual full-
scale inplenentations are very rare. Although sone
nmet hods | ook good for sone well-chosen exanples, it
is very hard to know how wuseful the various
proposals would actually be in a real system

This chapter presents +the results of an
analysis of the types of I|exical anbiguities that
occur in actual text. The anbiguities found were
manual |y classified according to which of several
general approaches m ght successfully resolve them

This study was particularly concerned with |exica
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anbiguities within the grammtical categories of
adj ective, verb, and noun. After a word was
successfully categorized as belonging to one of
these categories, sever al senses wthin that
category often remamined as possible neanings that
woul d require different translations.

The study was based on four small texts. The
first was a newspaper article about sonme whales
which were trapped in Arctic ice (Provo Herald
1988); the second was made up of selections from an
article on Al (Dreyfus 1985); the third was from a
religious text (Smth 1978); and the fourth was from
a LISP manual (Gold Hill Conputers 1983). These
texts are found in Appendix A  Together, the texts
i ncluded 3848 words. O these, 1537 were adjectives,
verbs or nouns (about 40%. An English-to-Japanese
translation dictionary was used to nake a list of
all the words which appeared in the texts. Each
word was listed wth its possible grammtical
categories and possible translations wthin each
cat egory. Each word in the source texts was then
annotated by its granmatical category in that
context, along with the possible translations for

that word within that category. It was found that
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883 of the 1537 adjectives, verbs and nouns had
intra-category anbiguities (about 57%.

Each word was then annotated with the subset of
possi bl e approaches which could hope to successfully
resolve the anmbiguity in its particular context.
Sonme anbiguities could be resolved sinply by
syntactic considerations, or by assum ng the phrase
containing the anbiguity would be entered in the
translation dictionary as an idiom Qhers could be
resolved if it was assuned that the nunber of
translations in the dictionary was reduced so that a
single cover term could be used to cover all of
t hem O hers could be resolved by sinply choosing
the sense of the word that would be expected to be
the nost likely or frequently used sense in genera
t ext. Sone words could be considered to have a
techni cal neaning appropriate to the subject area of
the text. Many anbiguities could be correctly
resolved sinply by using the sane sense of the word
that had been chosen for the previous instance of
the same word in the text. Some anbiguities could
be resol ved by appeal i ng to sel ecti onal
restrictions. Ohers could be resolved by appealing

to sonme notion of general relatedness to words in
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the immedi ate context. Ambiguities in some words
could be resolved by several of the approaches by
t hensel ves; others could be resolved only by a
conbi nati on of approaches. Finally, some of the
anbiguities could not be correctly resolved by any
conbi nation of these nethods, and it was assuned
that sonme higher form of |ogical reasoning would be
required. The texts are presented in Appendix A
with the annotations which classified each anbi guous
wor d.

Sections 3.2 to 3.10 will present each of the
appr oaches al ong W th an exanpl e of its
applicability to an anbiguity from the texts.
Section 3.11 presents the results of the study.
Section 3.12 comments on the possible neaning of the

results.

3.2 Syntax

Sonme intra-category anbiguities were resol vable
using syntactic restrictions. Sonme  of t he
restrictions considered were conplenent types and
agreenment for verbs, countability for nouns, and

sentence position for adjectives.
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For exanple, in the phrase

As Husserl saw ...
the verb could either be 'saw as the past tense of
'see', or 'saw as in 'sawi ng wood'. "Saw cannot
have the 'sawi ng wood' sense in this case because it
woul d not agree with the third person subject.
3.3 Idions

The correct sense of sone words could be
achieved by treating them as belonging to fixed
i di ons. For exanple, it would be nore sensible to
enter the whol e phrase

In the first place ..

in the lexicon than to try to predict the

transl ation of 'place' by sone other nethod.
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3.4 Frequency

Oten, the easiest way to pick the correct
sense of a word is sinply to choose the sense that
is nost frequent in general text. For exanple, in

t he phrase

When the waitress cane to the table ..
one of the ways to resolve the anbiguity is to
sinmply take the nost frequent neaning, that of
furniture 'table' over '"table' of figures.
3.5 Technical d ossaries

Naturally, the relative frequency of word
senses depends on the type of text being used as the
st andar d. In a phrase in an article talking about

know edge representation, such as

the script accounts for the possibilities

in the restaurant gane ...
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the word 'script' is likely to have the technical
meani ng. The nost likely nmeaning in a conputer
science text mght be 'font', and in a text about
the theatre, 'the witten form of a play'. Thi s

met hod amounts to using a technical glossary for

translating texts within a given domain.

3.6 Discourse Menory

Oten, the context surrounding the first use of
a word is nore specific than the context surrounding
its later uses. Once the intended sense of the word
is established by the context surrounding the first
usage, the sane sense is assunmed in further

i nstances of the word. For exanple, if the context

thick Arctic ocean ice ..

establishes the neaning of 'ice' to be 'frozen

water' rather than 'sherbet', the nore difficult

phrase later in the text,

they quickly cleared the ice ..
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can be resolved by sinply using the sane sense of
"ice' that was used earlier in the text.

Wrds were marked as resolvable by this nethod
if the correct sense of the word was the sane as the
correct sense of the previous instance of the word

in the text.

3.7 Cover words

Al though a source word may be translated by
several different target words, one of the possible
transl ations nmay be nore general in neaning than the
others, and actually include or "cover" those nore
speci fi c meani ngs. For exanple, the verb 'decide'
in English can be translated into Japanese by
"kettei suru', meaning 'decide definitely on'; or by
'kesshin suru', neaning 'decide in one's heart'; or
by 'kinmeru', neaning 'decide upon'. Al t hough the
former two neanings are nore specific, the latter
meaning is general enough to cover them and the
context is wusually sufficient for the Japanese
reader to understand. In practice, this nethod
woul d be utilized by entering only the cover neaning

in the machine transl ati on | exi con.
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3.8 Preferences

A verb or preposition often prefers certain
cl asses of argunments and an adjective often prefers
certain classes of heads to nodify. These
preferences can sonetinmes be used to resolve

anbiguities. For exanple, in the fragnment

The ... whales becane trapped in the ice two

weeks ago while mgrating south.

the two listed Japanese translations for 'mgrate’
were 'idoo suru', neaning to 'nove or |oconote', and
"Ijuu suru', neaning to 'inmmgrate or emgrate'.
The second one prefers a human subject, so the first

translation is nore likely in this context.
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3.9 Spreading Activation

Oten nearby words give a clue to the proper

sense of a word. For exanple, in the fragnent

California gray whales, whose species is

endanger ed, becane trapped in the ice ..

'species' can be translated by 'shu', nmeaning 'type
of living thing'; or by 'shurui', neaning 'type or
kind". In this case, the proximty of the word
"whal es' makes it clear that the first is the best
transl ati on. The word 'ice' can be translated by
"koori', nmeaning 'frozen water'; or by 'shaabetto’

meani ng sherbet. Wales are clearly related to
water, and therefore to 'frozen water', but there is
no such immediate connection between whales and

sher bet .

3.10 Logical Reasoning

Sonme kinds of anbiguities could not be resol ved

by any of the above nethods or any conbinations of

t hem
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In the fragnment

But M nsky seens oblivious to the hand-wavi ng
optimsm of his proposal that progranmers rush

in where phil osophers such as Hei degger fear to

tread .
" oblivi ous’ can be translated as 'Kkizukanai',
meani ng 'unaware'; or as 'wasureppoi', neaning 'apt
to forget'. In this case, it seens nore |ikely that

M nsky was wunaware of his "hand-waving optimsni
than that he had once been aware of it, but had
forgotten about it. This kind of reasoning is not
sonething that could easily be captured by any of

the previous nethods for resolving anbiguities.

3.11 Results of the Study

The followng table reports the statistics
col | ected. Lines 1 through 5 give genera
statistics on the nunber of words, nunber of words
in the <categories surveyed, and the nunber of
pol ysenous words (with intra-category anbiguities);

al so t he nunber resol vabl e by syntactic
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considerations alone, or by assumng the words
occurred in idions that had been entered in the
di ctionary.

The second part is based on the nunber of
anbiguities left after the syntactic and idiom
nmet hods had been used. The statistics in lines 7
t hrough 12 are given as percentages of the nunber of
remai ning anbiguities (shown in line 6) that can be
resolved by the given nethod alone. 1In line 13, the
per cent ages represent the nunber of anbiguities left
unresol ved by all of nmethods used in lines 7 through

12 (and conbi nations of those nethods).

Textl Text2 Text3 Text4
Tot al
1. Total words 421 1776 1212 439
3848
2. Adjs, verbs, nouns 194 731 411 201
1537
3. Pol ysenpbus words 84 424 248 127
883
4. Resol vable by syntax 20 93 61 20
194
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5. Part of an idiom 12 36 11 10
69

6. Unresol ved by above 52 297 176 97
622

7. Frequency 46% 39% 26% 39%
36%

8. Technical glossaries 0% 15% 3% 23%
11%

9. Discourse nenory 21% 40% 37% 79%
44%

10. Cover words 27% 18% 27% 19%
21%

11. Preferencess 27% 11% 15% 3%
12%

12. Spreading activation 25% 9% 13% 3%
10%

13. Logi cal reasoning 2% 2% 5% 1%
3%

The percentages do not add up to 100% because
sonme anbiguities are resolvable by nore than one of
t he nethods. O the anbiguities not resolved by
syntax and idions, only 2% required sone conbi nation

of the nethods in lines 7 through 12. Each of the
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methods in lines 7 through 12 resolved between 3%
and 9% that could not be resolved by any of the

ot her s.

3.12 Comments on the Results of the Study

The purpose of the study was to get a genera
idea of the potential wusefulness of the general
approaches that have been taken to resolving |exical
anbiguity during machine translation. O course,
since the purpose was to get such a general idea
before actually going to the trouble of trying to
make a full-scale inplenentation of any of the
nmet hods, the data had to be analyzed manually, and
the results were wunavoidably sonewhat subjective.
The differences in the percentages in different
colums show that the statistics vary for different
kinds of text. The range of the percentages on each
line may give sone general idea of the range of
useful ness of the various nethods.

The results could be considered surprising in a
nunber of respects. It mght have been expected
that taking the nost frequently correct sense of a

word woul d have succeeded at | east 50% of the tine,
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but in the texts examned, it was not unconmon to
find words with three or nore possible senses. [If a
word had three senses, the first occurred 40% of the
time in general text, and the others occurred 30%
each, one would expect to achieve only about 40%
accuracy by choosing only the nost frequent sense.

It was nost common for a word to be used in
only one sense within a single text. Despite this
fact, the discourse nenory nethod was usable in |ess
than 50% of the cases because nmany words occurred
only once in the text, and the nethod was not usable
for the first occurrence of even words that occurred
nore than once. The usefulness of this nethod is
somewhat exaggerated by the statistics, because it
was assumed that the previous occurrence of the word
in the text had been correctly classified, and at
least the first occurrence had to have been
classified by sonme other nethod.

Al though a word was conmmonly used in only one
sense within a text, it was not at all clear for
many of the wrds that they would be used
consistently in that sense alone in every text of
the same subject area. Wrds having a special

meaning in the particular subject area were marked
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as resolvable by the technical dictionary nethod.
The statistics mght have been higher if actual
statistics had been avail abl e about the frequencies
of usage in the various types of text. The first
text was considered a general text, since it had
cone from a newspaper. Perhaps nore of the words
could have been considered technical if it had been
| abelled as a text about oceanography or zool ogy.
Still, the nunber of words that could be correctly
di sanbi guated using the technical domain approach
was surprisingly small, since that is one of the
maj or met hods being used in actual systens.

Another surprise was the low score for
pr ef er ences. The need for using selectiona
restrictions IS somewhat obscured by t hese
statistics, since disanbiguation of prepositions
depends heavily on them Still, the statistics are
surprising, because they inply that the best efforts
of Preference Semantics mght hope to resolve only
about 30% of the major category class words in the
best case, and only about 12% in general. Per haps
the statistics could be inproved by wusing sone
extrenely ad hoc features, but the prospects of

usi ng Preference Semantics al one seemrather bl eak.
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Since each nethod resolved 3% to 9% of the
anbiguities that could not be resolved by other
nmet hods, and 3% would require sone form of | ogical
reasoning, it seenms clear that to reach 95% accuracy
in resolving |[exical anbiguity (wthout using
| ogi cal reasoning), one wuld have to use sone
conbination of all of the nmethods. No single nethod

w |l do.
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Chapter 4
SPREADI NG ACTI VATI ON AND TRI GGER WORDS

4.1 |Introduction

O her than cases of anbiguity that require
| ogi cal reasoning, the fuzziest division between the
nmet hods discussed in the last chapter seens to be
between the frequency nethod and the spreading
activation nethod. The cases in which the other
met hods apply are fairly clear cut. Cases where
syntactic restrictions apply are easy to identify.
Idions are also easy to identify. Texts can be
marked for their technical area before translation
so that word senses particularly applicable to the
given area can be given precedence. \Wien words are
first encountered in a text, the word and its chosen
sense can easily be stored, so that when the word is
found again, the sane sense can be used (as |long as
it has the sane syntactic characteristics). The
dictionary can be coded in the first place with the
concept of cover words in mnd, so that unnecessary
anbiguities do not even beconme possible choices.

Pr ef er ences
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require considerably nore work, but nethods for
appl yi ng them have been studied for over 20 years by
those working in Preference Semantics (a sinplified
version of Collative Semantics may offer the best
working algorithm; again, the cases in which
nodifier and argument preferences can resolve
anbiguity are easy to delineate, once the |exicon
has been correctly coded.

The frequency and spreading activation nethods
are not so easy to separate, however. The idea is
that if a word appears in the context of certain
other words, they may trigger a sense other than the
nost frequently used sense. The trick is to define
in some manner the trigger words allowed for each
| ess frequent sense and how they may interact; if
none of these are found in the context, the nost
frequent sense should be used as a default.

Capturing and representing trigger information
is no easy matter, however. Chapter 2 discussed the
i dea of Weaver's contextual w ndows; to use a w ndow
of size n on each side of a word, a matrix of
M2n+1) = where M is the size of the vocabulary,
would be required. A sinpler method might be an M

sized matrix, where rows are anbiguous words,
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colums are potential trigger words, and the value
in a cell of the matrix would be the correct sense
of the anbiguous word (row) in the presence of the
trigger word (colum). Alternatively, since many of
the cells on the row of an anbiguous word would
contain the sense nunber of its nost frequent sense,
it would be enough to specify the nobst frequent
sense and |ist each of the other senses with the
trigger words that trigger them (the program in
Appendix B is actually an inplenentation of this
approach). However, how does one obtain the |ist of
trigger words and the senses they trigger? Even if
this information can be obtained, what should be
done if trigger words that trigger different senses
are found in the context? Does distance from the
word matter? Should trigger words have different
strengt hs?

The thesaurus nethods of Chapter 2 were an
attenpt to quantify trigger words. A word was a
trigger if it appeared under the sanme heading as the
anbi guous word (in one of its senses) in the
t hesaur us. The notion of semantic distance could
also be used to give different words a different

trigger strength. However, the conplexity of
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building the thesaurus makes this nethod very
difficult to use, and no statistics are available
about how successful even one inplenentation m ght
be. The fact that the thesaurus is based solely on
synonyny also nmakes it doubtful that this nethod
coul d be very useful

The marker passing nethods also attenpt to
address the trigger word problem By spreading
activation anong nodes in a know edge base, trigger
words are allowed to choose the triggered sense of
an anbi guous word. Trigger words can al so be given
different strengths. There may even be a way to
handl e cases where words that trigger different
senses occur in the sanme context. But since
know edge bases are so difficult to build, no
statistics are available on the possible success of
these nmethods in a full inplenentation, and there is
no guarantee that success in one such system would
inply success in another one wth a different
know edge base.

The connectionist approaches are appealing
because they can be trained by real data, and they
have the ability to generalize. It seens plausible

that the process of deciding on a word sense anong
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several alternatives is nore |ike a weighing process
than a | ogical discrete process. However, previous
work has been |imted to vague discussion and toy
exanpl es t hat gi ve no clear direction for
i npl ementation in a full system

An optiml approach would be one that could
automatically determne nobst frequent sense from
actual textual data, and at the sane tinme gather
information about potential triggering of |ess
frequent senses. If this information could then be
used in sone nmanner to train a connectionist
networ k, conplex and arbitrary coding of thesauri or
know edge bases coul d be avoided, and triggering and
frequency information could be conbined in a
probabilistic algorithm for resolving anbiguity.
The approach described in this chapter is a

begi nning attenpt at just such a system
4.2 Neural Cooccurrence

One of the goals of wusing a connectionist
approach would be to find an architecture for a

neural network that could generalize classes of

cooccurring words. An experinent will be described
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in this section, in which a small list of anbiguous
words were correctly categorized into cooccurrence

cl asses by a neural network.

The

wor ds

and general categories of

i ntended senses were as foll ows:

bank noney wat er
bai | cont ai ner noney
bat ani mal sports
bri dge cards wat er
cal f ani mal bodypart
chest bodypart cont ai ner
fence cont ai ner sports
file office t ool
pal m bodypart pl ant
pen cont ai ner office
pi t cher cont ai ner sports
poker cards t ool
pool sports wat er
spade cards t ool
squash pl ant sports
The network was a feed-forward neural network.
Such a network is a connected directed acyclic
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graph; it is conposed of nodes and one-way
connections between pairs of those nodes. Each node
in the network has an associated real nunber called
its activation |level, and another real nunber called
its bias. Each connection is also associated wth a
real nunber called its weight. The activation of
each node changes once each cycle, and is cal cul ated

based on the follow ng equation:

aj = _ ( b +j_aj*Wji)

where aj is the activation of node

aj the activation of node |j
bj t he bias of node
W i the weight of t he

connection
fromnode j to node i

and
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This particular network was conposed of three
sets of nodes, nanely input nodes, hidden nodes, and
out put nodes. Each input node had a directed
connection to each hidden node, and each hidden node
had a directed connection to each output node. The
network had 16 words as input units, 8 hidden units,
and 32 output units. Each input unit corresponded
to one of the 16 words. There was one output unit
for each sense of each word. The network was set up
using the bp (back propagation) program in the
Explorations in Parallel Distributed Processing
(PDP) software of Mdelland and Runel hart. The
biases and weights in the network were trained
according to the back propagation fornmnulas. In
these fornulas, each non-input unit has an error

term cal cul at ed. The error terns for output units

are sinply

nanely, the target activation mnus the actual

activati on.
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The error term for each hidden wunit depends on
activations and error terns of all of the output
units the hidden unit is connected to, as follows:

E = wj "D

where O = E * a * (1-3g)

Wei ghts and bi ases are changed based on these val ues
and constants which control the gradual descension
of the network into a stable state which has | earned
the patterns presented. The change in each bias and
weight is stored for use the next tinme they are

cal cul ated; these are

B I e T L

b =B O+ b

The constants are p (for nonentum and i for
wei ght learning rate and Bj for bias |learning rate.
Each weight is then nodified by adding the W j
term and each bias is nodified by adding the _Dbj

term Each weight and bias in the network can be
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nodified once each tine a training pattern is
presented, or once after the whole set of training
patterns has been presented. For this test, weights
were nodified after each training pattern was
presented, and the paraneters were p=.9, =5 for
connections from hidden units to output units, _=.08
for connections frominput to hidden units, RB=.5 for
output wunits, and R=.08 for hidden wunits (see
McLel | and 1988).

The followi ng pairs sharing a sense in the sane

category were presented as input to the network:

pool bank (wat er) pool pitcher (sports)
pool bridge (water) pool fence (sports)
bank bridge (water) pool squash (sports)
bank bai l (rmoney) pool bat (sports)
bank stock (rmoney) pitcher squash (sports)
bai |l stock (rmoney) pi t cher bat (sports)
stock cal f (ani mal) fence squash (sports)
st ock bat (ani mal) fence bat (sports)
cal f bat (ani mal) squash bat (sports)
chest cal f (bodypart) bail chest (cont ai ner)

chest palm (bodypart) bail pitcher (cont ai ner)

pal m cal f (bodypart) bail fence (cont ai ner)
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squash palm (plant) bai |l pen (cont ai ner)
file pen (office) chest pitcher (container)
file spade (tool) chest fence (cont ai ner)
file poker (tool) chest pen (cont ai ner)
bri dge spade (cards) pitcher fence (container)
bri dge poker (cards) pitcher pen (cont ai ner)

For each training pattern, the activations of the
input units corresponding to the tw input words
were set to 1, and the target activations of the
correct output senses were set to 1, but the target
activations of the incorrect senses were set to O.
The error ternms of all output units which were not
senses of the input words were set to 0. The tota
sum of squares is a nmeasure of how well the network
has | earned the input patterns; it is sinply the sum
of the squares of the error ternms of the output
units. The network in this test was trained until
the total sum of squares fell below O0.4. Al'l  of
t hese paraneters, as well as the architecture of the
network, were specified in PDP network and pattern
files.

After the network was trained, the values of

the hidden units were examned for each of the
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traini ng
units of

and to 1

11010000
11010000
11010000

10000010
10110110
10100010

00110000
00110110
00111100

10101000
10101000
00101000

patterns.
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The activations for the hidden

each pattern (rounded to O if less than .5,

ot herwi se) were as foll ows:

pool bank
pool bridge
bank bridge

bank Dbai
bank stock

bail stock

stock cal f
st ock bat

calf bat

chest calf
chest pal m

pal m calf

(wat er)
(wat er)

(wat er)

(nmoney)
(nmoney)

(nmoney)

(ani mal)
(ani mal)

(ani mal )

(bodypart)

(bodypart)
(bodypart)
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01000000

01011101
01011101
01010100
01010100
01010110
00010101
01010110
00010101
01010100

10101011
10101111
10001111
10101111
10101111
10001111
10101111
10101111
10001111

00000111
00010011

squash pal m

pool pitcher
pool fence
pool squash
pool bat

pi tcher squash
pi tcher bat
fence squash
fence bat

squash bat

bail chest

bail pitcher

bail fence
bail pen
chest pitcher

chest fence
chest pen

pi tcher fence

pi tcher pen
file pen
file spade

(pl ant)

(sports)
(sports)
(sports)
(sports)
(sports)
(sports)
(sports)
(sports)

(sports)

(cont ai
(cont ai
(cont ai
(cont ai
(cont ai
(cont ai
(cont ai
(cont ai

(cont ai

ner)
ner)
ner)
ner)
ner)
ner)
ner)
ner)

ner)

(office)

(tool)
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00010011 file poker

10110000 bri dge spade
10110000 bridge poker

From this data, it appears

generalized to representing

(tool)

pair of inputs, but rather

both of their senses belong

t oget her. The cl

foll ows:

of fice

t ool

ani mal
sports

pl ant
bodypart
cont ai ner
noney
cards

wat er

asses could be

00000111
00010011
0011?27?70
0701?17?77
01000000
70101000
10701711
1077?0710
10110000
11010000
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(cards)

(cards)

specifically
the common cl ass
to when

summari zed
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the network
t he
t hat

t hey appear
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In other words, the network set up what could be
considered a binary feature representation of the

under | yi ng cooccurrence cl asses.

4.3 Training with Raw Text

Gven a neural network structure that can
potentially generalize cooccurrence classes, the
next step is to train such a network with data from
real text.

For this experinent, the Longman Dictionary of

Cont emporary English was searched for occurrences of

the word 'bank’ wthin the texts of definitions
(parenthetical material was not considered). The
following are words that cooccur three or nore tines
with "bank' in its financial neaning within those

definitions:

account book business can central certain cheque
cl ose door give interest noney  order paper
particul ar pay people person print public put record

roomstate sum supply systemtake various
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The follow ng words cooccur at least three tines

wi th the geographical neaning of 'bank':

built earth ground high |ake overflow river rock

sand sea stone stream underwater water w de

A program and paranmeters simlar to the one
above was used (see Appendices C and D), with eight
hi dden units; one input unit for each context word
and one for 'bank'; and one output unit for each
word except 'bank', which had one for financial
"bank’ and one for geographical 'bank'. Each
training pattern consisted of a pair of input words,
namely 'bank' and one of the above context words; in
the target patterns, the context word and the
correct sense of 'bank' had target activations of 1,
the incorrect sense of 'bank' had target activation
of O, and the error terns of other output units were
set to O.

Each definition containing the word 'bank' was
then presented to the network as input. For each
definition, an input unit was given an activation of
1 if the unit corresponded to a word which occurred

in the definition (possibly nore than once);
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otherwise it was given an activation of 0. The
activation levels of the output units for the senses
of 'bank' were then conpared, and the one with the
hi ghest activation was chosen to be the proper
meani ng in that context.

O 97 definitions including the word 'bank', 32
referred to a geographical bank. O these 97
definitions, the network got the wong neaning of

"bank' in only one case, nanely the definition

a deep bank or mass of snow fornmed by the w nd

whi ch i ncludes none of the context words above.

The experinent was tried again, using only the
first 76 definitions as input for training pairs.
Only words which cooccurred three or nore tines with
' bank’ in these 76 definitions were used as
conpanions for '"bank' in training pairs. The words
‘door', ‘'wparticular', and 'room were no |onger
paired wth financial bank, and the words 'ground
"high', and 'underwater' were no longer paired with
geogr aphi cal bank. The remaining 21 definitions

were then presented as input, and the network failed
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in 2 cases, one being the one above, and the other
bei ng
a bridge consisting of a high tower on each
bank connected by lengths of steel rail from
which a flat carriage level with the ground

hangs

The words 'high' and 'ground triggered correct
resolution in the first case, but were not known as
trigger words in the second. The network therefore
succeeded in over 90% of the cases of previously

unseen definitions.

4.4 Summary

One of the nost difficult problens in resolving
anbiguity is deciding when sufficient words are
present in the given context to trigger a sense that
is not the nost frequent sense. One would prefer a
method that could automatically extract frequency
and trigger information from real text, and use it
in an automatic algorithm that would not have to
depend on arbitrary coding of thesauri or know edge

bases.
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The experinent of section 4.2 showed that a
neural network can correctly generalize cooccurrence
classes if trained by presenting pairs of anbiguous
words and the correct senses they induce in each
other. The network set up what could be regarded as
a feature representation of the cooccurrence
cl asses, as shown by the activations of the hidden
units.

The experinment of section 4.3 showed that
training pairs can be extracted from real text.
Using a network simlar to the one in section 4.2,
and the automatically extracted training pairs, a
network was built that could choose the correct
sense of ‘'bank' in over 90% of the previously
unknown test cases.

The next chapter will show how the sanme nethod
can be applied to a large text corpus with many

anbi guous wor ds.
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Chapter 5
SEMANTI C COOCCURRENCE NETWORKS BASED ON
PARALLEL TEXT CORPCRA

5.1 Introduction

Unfortunately, many studi es of | exi ca
anbiguity have either been vague treatises that are
difficult to fornulate precisely, or detailed
descriptions of toy systens that my or nmy not
generalize for inplenentation in full systens. Sone
approaches are based on hand-tailored thesauri or
know edge bases that take so long to create that
full inplenmentations have yet to be conpleted, so no
information is available about how successful the
approaches may actually be in the world of mnachine
transl ation.

This chapter presents statistics from the
application of the nethod described in chapter 4 to
an English text of over a quarter mllion words,
which contained a vocabulary of over 9000 base
forms. A parallel French text was used to determ ne
different senses, and generate word pairs for

training a |arge neural networKk.
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Section 5.2 discusses the problem of the nunber
of word senses for a given word. Section 5.3
di scusses the nmethod for extracting training pairs
from parallel text corpora. Section 5.4 discusses
training of the neural network. Section 5.5 is an
eval uation of the results. Section 5.6 discusses
probl ens that remain. Section 5.7 summarizes the

concl usi ons of the study.

5.2 Wird Senses

One of the problens in dealing with |exical
anbiguity is deciding exactly how many different
senses a word really has. Yorick WIks has

consi dered

the suggestion that there never was
| exi cal ambiguity until dictionaries were
witten in roughly the form we now have them
and that lexical anmbiguity is no nore or |ess

than a product of scholarship ..
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si nce

different dictionaries may give 1, 2,
7, 34, or 87 senses for a single word and they
cannot all be right. Wrse yet, different
segnentations of usage into discrete senses may
not even be inclusive. Sonetinmes different
dictionaries will segnent usage into senses for
a given word in non-conparable ways: perhaps
play3 (the third of three) in dictionary A
could not be associated with any one of the
ei ght senses of 'play' in dictionary B.

(Wlks 1987, p
3)

He later rejects the idea that I|exical anbiguity
exists only in the mnds of |exicographers; his
argunent that words really do have different sense
meani ngs essentially boils down to the fact that the
samne word in different contexts cannot always be
transl ated by the sanme word in another |anguage.

The question remains, how many senses does any
particular word have? But, perhaps that is the

wong question. It doesn't really matter how senses
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are divided up until the purpose for the division is
known. In terns of machine translation, the real
question is, "How many words in the target |anguage
are necessary to sufficiently cover the possible
meani ngs of a given source word?"

Wien the algorithm for resolution of |[exical
anbiguity is based on parallel text corpora, this
guestion becones relatively easy to answer. The
nunber of target words needed to translate the given
word into the target l|anguage is no nore than the
actual nunber of target words that were used to
translate that source word in the parallel texts.
I f sone of the target words were synonynous, or sone
could cover the neanings of others, the actual
nunber of target words needed could be | ess than the
actual nunber used. In any case, the text corpora
gi ve an upper bound to the nunber of ways the word
can be divided into senses.

Furthernore, if the target translations are
used to partition the neanings of the source word
into senses, the frequency of usage of each of the
senses can be imediately calculated, and contexts
which may trigger each of the senses are also

avai l abl e.
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5.3 Extracting Training Pairs fromParallel Texts

In order to test the reliability of the method
presented in chapter 4, an experinment was conducted
based on parallel texts of approximately a quarter
mllion words of English and French text, which
contained a variety of government and non-gover nnment
docunents (this text was obtained from Al an Mel by,
from sone texts wused to test the DLT algorithm
di scussed in chapter 2). The text was divided into
over 6000 parallel sections, each of which contained
fromone to seven sentences.

Function words were renoved fromthe texts, and
remaining words were reduced to base form A
bilingual dictionary was created that showed nearly
all of the French translations for the 9103 English
base words that occurred in the corpus.

The parallel texts were divided into a sanple
corpus, nanely the first 80% of the parallel texts,
and a test corpus. The sanple corpus was searched
for pairs of English words that occurred together
five or nore times within five words of each other
if the pair of English words mapped to the sane pair

of French transl ati ons in 85% of their
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cooccurrences, the cooccurrence was deened to be
significant. 54 words had such cooccurrence data
for nore than one sense. The program in Appendix B
was used to determ ne that

67.3% of the instances of anbiguity of these words
in the test <corpus could be resolved correctly
simply by picking the sense that had been nost
frequent in the sanple corpus. The trigger words
collected from the sanple corpus were then used to
resolve anbiguity in the test corpus. Trigger words
within five words of the anbiguous word were
counted, and the translation with the nost trigger
words was chosen. If there was a tie, the
translation anong those that tied, which had been
used nost frequently in the sanple text, was the one
chosen. If there were no trigger words within five
words, the translation which had been nost frequent
in the sanple text was chosen. Using this nethod

76.4% of the anbiguities were resolved correctly.
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5.4 Training the Neural Network

Normally, the practice is to keep neura
networks small. The interaction of cooccurrence
data, however, requires a critical mass of data in
order for broad contextual information to affect the
proper choice of sense. In the network, there is
one input node for each source word, and one out put
node for each target word. Each input node is
connected to every hidden node, and each output node
is connected to every hidden node. This means each
source word has its own set of weights, which are
connections to the hidden units, and each target
word has its own weights, which are connections from
the hidden units. Source weights are only nodified
during training when the given source word is one of
the two in the training pair; target weights are
only nodified when the given target word is one of
the possible translations of the two source words,
either a correct or an incorrect translation
Unless the training patterns overlap in either
source or target words, the network will behave |ike
many snaller networks, that just happen to use the

sanme hidden units. Much like the same park being
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used one day for a church picnic and the next for a
hard rock concert, the one will not have nuch effect
on the other unless sone of the participants neet
each other. \Wen a source word maps to a particular
target word, this conbination could be considered to
be a sense of the source word. The set of senses of
source words available in the training data
constitutes a kind of semantic cooccurrence concept
world, where each sense is treated as a concept.
Senses in this concept world are connected if they
cooccur. In other words, each training pair can be
considered to be two concepts in the concept world,
which are connected by a cooccurrence Iine.
Concepts can only have a contextual effect on other
concepts if they are transitively connected by
cooccurrences.

Only 54 of the words in the corpus had
cooccurrence data for nultiple senses, wusing 5
cooccurrences within 5 words. |In order to establish
greater connectivity anong the senses in the corpus,
pairs were extracted that occurred together 3 or
nore tines in the parallel texts, and the context
was allowed to be the whole segnent in which the

word was found; again, each pair of English words
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was required to mp to the sane pair of French
translations in 85% of their cooccurrences. Usi ng
t hese parameters, there were 2855 English words with
cooccurrence data, involving 2462 French words, wth
a total of 3835 unique source-target mappings in the
cooccurrence data. Consi dering each of these
mappings as a concept in conceptual space, and
connecting concepts t hat cooccurred, it was
determined that the conceptual space would be
partitioned into nine sets of concepts. Concepts in
each set were related by the fact that sone sequence
of concepts could be found such that every pair of
adj acent concepts in the sequence cooccurred in the
training data. It turned out that eight of the nine
sets of concepts contained only two concepts each,
and the ninth set contained the remaining 3817. In
other words, the training data allowed 3817 of the
concepts to have a contextual influence on all of
t he ot hers.

Now, armed with underlyingly connected training
data, a neural network was created with one input
unit for each English word and one output unit for
each French word in the training data. The network

used 54 hidden units, approximtely the square root
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of the nunber of input units. The | earning
paraneter _
for input-to-hidden weights and the bias paraneter
f or hidden units was set to .5, and the |earning
paranmeter _ for hidden-to-output weights and the
bi as paranmeter R for output units was set to .08.
The nonentum paraneter g was set to .9, and the
epoch | earning node and pernuted training were used.
Since the network was so large, the PDP
software was unable to handle the task. Therefore,
the network training programin Appendi x C was used.
It uses the same algorithns as the PDP software,
except that weights of connections emanating from a

single input unit are nornmalized so that they forma

vector of Ilength 1.0. It also interfaces better
with large anounts of training data. |In this case,
there were 20,738 training patterns. Each

cooccurring pair of English words was presented as
the input pattern, with the French words they nmapped
to receiving positive feedback, and other French
words they could have mapped to receiving negative
feedback. Each pattern was presented to the network

176 ti nes.
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5.5 Evaluation of Network Performance

The program in Appendix D was witten to test
the performance of the network. Input to the
program included the anbiguous word, a list of
context words, the |list of possible translations of
t he anbi guous word in the original dictionary, and
the correct translation in the given context.

The network was tested on the five English
words ‘"articles', 'committee', 'conpany', 'nmajor’,
and 'office.’ "Articles’ was considered a base
form since it occurs as a key word in the Longnman

Dictionary of Contenporary English. A nodified

version of the program in Appendix B was used to
extract contexts and correct translations from the
parall el texts for each of these five words.

Each of the five words will be listed below
with its translations and common cooccurrences, the
total nunber of test sections for that word, the
percentage that could be achieved sinply by choosing
the nost frequent translation, and the percentage

achi eved by the network.
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articles articles

statuts

120

ai d, appropri at e,
att endance, base,
conmi ttee, confidential,
counci |, debat e, only,
ot her, parl i anment,
parlianmentary, si gn,
subst ance, treaty,
unof fi ci al

accor dance, activity,
board, conpany, directive,
di vi dend, ent rust, form
limt, ordi nary,
possibility, proposal ,

pr ot ecti on, pr ovi si ons,

register, related, second,

shares, status, statutory

32 instances, 56%translated 'statuts',

net wor k achi eved 87%

commi ttee conmm SSi on

articles, brief,

apply,

cassette, confidenti al,
confidentiality,
del egati on, enabl e,

experi ence, head, | ast,

120



open, option,

political,

121

parl i anment,

si gn,

submni ssi on, subst ance,

superi or, unofficial

conmittee trust

comté al t er nance, centre,
conpl ement ary, concrete,
consul tati ve, deci si on-
maki ng, desirabl e,
di vi si on, enpl oynent ,
especi al |y, f orei gner,
general ly, i npact,
i mport ance, i nstrunent,
i ntegration, | anguage,
| east, needs, position,
principl e, probl em
qgqual i fications,
reconmendati on, sessi on,
situati on, soci al ,
standi ng, technol ogy, town,

unenpl oynent

159 instances, 54%translated 'comté',

net wor k achi eved 60%
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conpany

conpagni e

entreprise

soci ét é

accept abl e,
conpensat e,
condi ti ons,
difficulty,
educati on,

handi cap, key,
l'ighting,

obj ecti ve,

or gani ze,
popul ati on,
potenti al,
producti ve,
responsibility,
skill, sound,

t echnol ogi cal ,

122

conmon,
conpl exi ty,
crisis,

di scour age,
expose,
know edge,
manpower ,
optical,
permt,
possi bl y,

principle,

requi renment,

si gnal ,

st rengt hen,

transm ssion, treat, type
venture

articles, cor respondi ng,
debtor, directive, entrust,
explicitly, gover ni ng,
indirectly, issue, l|egally,
list, nmeeti ng, net wor k,
nor mal , bur eau, or ders,
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payabl e, regi ster,

regul ati on, statutory,

structural, third, three
166 instances, 62%translated 'entreprise',

net wor k achi eved 66%

maj or gr and budgetary, machine, quality
gr os appl i ance, asset, domestic
i nport ant [ ighting, steel
maj eur alternate, court
princi pal ---

114 instances, 43%translated 'grand',

networ k achi eved 47%

office bur eau abr oad, conmuni cat i on,
hour, manual , m grant,
transport
of fice enterprise, f ederati on,
fi nance

37 instances, 54% transl ated ' bureau'

net wor k achi eved 62%

On these words, where sufficient cooccurrence

data was avail able, the network was successful . I n
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general, the network achieved 64.6% for the 909
words with cooccurrence data, whereas picking the

nost frequent sense woul d have achi eved 69. 2%

5.6 Problens wth Neural Cooccurrence Networks

Based on Text Corpora

Naturally, the quality of the text corpora
greatly affects the success of the network. Human
translators are not always consistent in their
selection of translations for the same word
Approxi mate synonyns in the target |anguage may be
used alnost interchangeably for what could be
considered a single sense in the source |anguage.
In these cases, although either m ght be acceptable
translations in a given context, the automatic
met hod of neasuring accuracy used here insisted that
the network use the sane translation that was found
in the text. This is nore of a problem with the
measuring algorithm used than the network itself,
since either translation m ght be understandable to
a human reader

Subtl e gradations of neaning in source words

are difficult even for human translators, and al so
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present a problem for the network. Because the
network is based on real nunmber ranges  of
activations and weights, however, this problem is
dealt with nore realistically than in systens that
use only discrete nmathematics. Most of the
anbi guous words encountered in this text involved
the subtle gradations of nmeani ng, so their
resolution was not as clear cut as the 'bank'
exanpl e of chapter 4.

The parallel corpora wused for this exanple
i ncl uded sone odd cooccurrences. For exanple, sone
of the texts reported vote tallies of countries in
the United Nations. Whenever countries voted
simlarly 3 or nore times, the country nanes
appeared together with the sane transl ati ons enough
times that the system considered themto be training
pairs. There were other cases in which the sane
wordi ng was used in several different paragraphs, as
if it were being quoted from sone standard. In
t hese cases, words whose cooccurrence was really

nore accidental than nmeaningful becane training

pairs. Parallel texts of any length will probably
contain a certain anount of i di osyncratic
cooccurrence. If enough text is used, these kinds
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of idiosyncracies should tend to cancel each other
out .

Unfortunately, some wor ds occurred SO
infrequently in the text t hat very little
cooccurrence data was generated for training
pur poses. Infrequent words tend to be Iless
anbi guous, and therefore sonewhat nore useful to
humans for resolving anbiguity, but this is not
sufficiently captured by the current approach
Al t hough humans probably do not use words they have
heard only 3 tines for nuch of anything including
| exi cal disanbiguation, it is not currently feasible
to present the machine wth the massive anounts of
input data that humans receive. The training data
using a mnimm of 3 cooccurrences was not as
accurate as that using a mninmum of 5 cooccurrences.
Using the program in Appendix B and default
translations from the sanple text, the correct
translation could be achieved in 69.2% of the cases
of anbiguity for the 909 words in the corpus that
had cooccurrence data. Usi ng the cooccurrence data
as input to the sane program and picking
transl ati ons based on tallying the nunber of trigger

words in the context, 69.1% of the cases could be
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resol ved correctly. Clearly, the training pairs
were |less accurate wusing a mninmum of only 3
cooccurrences. It is anticipated that a |arger
training corpus would allow nore accuracy in finding
training pairs, and the performance of the network
woul d be consi derably better.

Al though the matched training that humans do
to learn word neanings is based on readily avail able
source words and target si tuati ons, par al | el
translated texts may not be so easy to find.
Naturally, the texts should reflect the kind of
material to be translated, so that the contexts and
frequencies are not too skewed. It may not be easy
to find or create parallel texts simlar enough to
the material to be translated and |arge enough to
sufficiently train the network. Fortunately, the
avai lability of machine-readable texts in general,
and parallel texts as well, should greatly increase
in the future.

The approach as given here presents the entire
context to the network at one tine by turning on the
input unit associated with each word that occurs in
t he context. At first thought, this seens |ike an

odd way to find words that trigger a particular
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meaning, since it is comon for only one or two
words in a context to actually trigger the correct
meani ng. An alternate nethod would be to present
t he anmbi guous word and a context word as a pair to
t he network, once for each word in the context, and
tally up the scores of each of the senses. It turns
out, however, that the nore the network is trained,
the nore each context word has an opini on about what
the correct sense of the anbi guous word ought to be,
even if it is not really a trigger word for humans.
Even establishing a threshold of activation for
target senses in order to enter the tally does not
seem to work, perhaps because different training
pairs are learned by the network at different rates.
Apparently, presenting the whole context as input to
t he network nmakes the words wi th uni nfornmed opinions
cancel each other out, leaving the trigger words to
decide the correct sense. If insufficient context is

presented, cancelling may not be conpl ete enough.
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5.7 Concl usion

This chapter has shown that the neural network
approach for resolving lexical anbiguity that was
introduced in the last chapter scales up for use in
a real system based on data automatically extracted
from parallel texts. Al though the results are not
as clear cut as the 'bank' exanple in chapter 4, the
results of this <chapter show that the network
perfornms reasonably well even with words which have

a subtle gradation in sense meani ngs.
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Chapter 6
RESCLUTI ON OF LEXI CAL AMBI GUI TY I N MACHI NE
TRANSLATI ON

6.1 Introduction

Chapter 2 discussed previous approaches to the
resol ution of | exi cal anbiguity in Machi ne
Transl ati on. Warren Weaver's first suggestion was
to limt the text to technical areas in which the
techni cal neanings appropriate to that area would be
given preference. Hi s second suggestion was to use
wi ndows of context, but direct inplenentation of his
i dea was found to be inpractical. Met hods based on
word experts, routines particular to each anbi guous
word, were found to be ad hoc and difficult to
mai ntain. Methods based on semantic groups found in
a thesaurus were found to be inadequate if based on
a published thesaurus, and custombuilt thesauri
suffered from the m staken assunption that the only

valid relationship for grouping was synonyny.

Preference Semantics was found to be wuseful, but
i nadequate in scope. Mar ker passing schenes are
potentially useful, but extrenely conplex to
i mpl ement
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in a full system since they depend on a ful
know edge base, and no statistics are available
about their actual wusefulness in a full system
Previ ous connectioni st schenes were either too vague
or else just toy systens that would be difficult to
scale up to a full inplenentation.

Chapter 3 discussed a manual analysis of four
texts to determne the kinds of anbiguities that
m ght actually occur, and nethods that m ght be used
to disanbiguate them Some anbiguities were
resol vable purely by syntactic restrictions. Sone
could be resolved by entering idionms in the
translation dictionary. Some could have been
resolved by nore careful coding of the dictionary,
so that specific target translations whose neani ngs
could be covered by nore general target words woul d
not be included in the dictionary at all. Sone were
resolvable by marking certain translations as
especially appropriate for certain technical areas,
and then marking texts to be translated with the
technical area of their subject matter. Some could
be resolved sinply by choosing the sane translation
that had been used for the word in its previous

occurrence in the sanme text. Some required sone
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ki nd of checki ng of ar gunent or nodi fi er
preferences. QOhers could only be resolved with the
assunption that certain trigger words in the context
woul d signal the appropriate neaning. Sone could be
resolved correctly by sinply choosing the nost
frequent translation. Finally, sonme could be
resolved only by wusing some form of |ogica
reasoning, but only 3% of the cases were found to
fall into this category. The nobst surprising result
was that none of the nethods alone would be
sufficient. In fact, to achieve 95% accuracy, a
conbination of all of the nethods (except | ogical
reasoni ng), would be required.

Chapt er 4 di scussed t he difficulty of
determining when trigger words could be used to
indicate a translation should be chosen other than
the nost frequent translation. An experinment was
di scussed that indicated that a neural network m ght
be able to extract cooccurrence classes from
cooccurrence pairs by developing an internal feature
representation in its weights that would appear in
the activations of hidden units. The application of
this kind of network to contexts of the word 'bank’

in dictionary definitions showed that appropriate
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training of the network could lead to over 90%
correct selection of word sense in previously unseen
t ext.

Chapter 5 presented results based on parallel
English and French texts that showed that
cooccurrence data can be successfully wused to
isolate trigger information for the resolution of
| exi cal anmbiguity. Neural networks were successfully
trained to mrror this semantic cooccurrence
i nformation.

The next section wll introduce an algorithm
for conbining the methods discussed in chapter 3,
utilizing the neural network algorithmintroduced in
chapter 4. Section 6.3 wll discuss |exical
information required by the algorithm  Section 6.4
will discuss the order and interaction of the steps

of the algorithm

6.2 The Algorithm

The steps of the following algorithm include

the nethods discussed in chapter 3, and include the

neural network algorithm of chapter 4:
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2)

3)

4)

5)

6)

134

If the anbiguous word occurs in an idiom
translate the entire phrase with its idiomatic
meani ng; ot herw se

Attenpt to reduce the nunber of possible senses
by using syntactic constraints; if only one
sense is left, use the appropriate translation;
ot herw se

Reduce the nunber of possible senses by taking
into account argunent preferences of verbs and
prepositions, and nodifier preferences of
adj ectives and prepositions; if only one sense
is left, use the appropriate translation; if no
senses are left, ignore the preferences and
conti nue; otherw se

If the word has already occurred in the text,
use the same translation used in its previous
occurrence; otherw se

If any of the senses are marked with the sane
technical area as the text being translated,
elimnate other senses; if only one is left,
use the appropriate translation; otherw se
Present context words as activations to input
units of a neural network  trained on

cooccurrence pairs from parallel texts, as in
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chapters 4 and 5; pick the target translation

wi th the highest activation.

6.3 The Order and Interaction of Steps in the

Al gorithm

The purpose of the algorithmis to choose the
correct word sense in the greatest mgjority of
cases. The exanples in this section are given to
show the rational e behind the ordering of the steps.

6.3.1 Idions and Syntax

Idions may need to be nmarked wth sone

syntactic conditions.
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For exanpl e,

John ki cked the buckets.

shoul d not nmean that John died. Simlarly, in

John saw hor ses.

the idiom 'saw horse' should not take precedence

over the normal SVO reading. Nevert hel ess, idions

take precedence over normal syntactic conditions.

For exanple, in a sentence without idions |ike

John took care of the inpressive grounds.

countability indicates that 'grounds' should be the

sense neaning 'land around a building , rather than

"earth'. But in

John took care of the coffee grounds.

the sanme countability conditions apply, but the

idiomclearly takes precedence.

6.3.2 |Idions and Preference
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Fixed idiomatic phrases wusually retain their
meani ngs even when they appear in positions where a
semantic attribute of the head word alone would

satisfy a preference. For exanple, in the sentence

The snow man was asking for i mredi at e
attention.
"snow man' is still the best reading, even though

"ask' would normally prefer a human subj ect.

6.3.3 Idions and Di scourse Menory

A word may appear by itself in a text, and be

used | ater as part of an idiom
The engi ne had needed a new gasket. As soon as
it was fixed, the fire engine was ready to go

agai n.

The idiomatic neaning takes precedence in such a

case.
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6.3.4 Idions and Technical Tags
The following could be a story problem in a

mat hemati cs text:
If a coffee table is 2% feet wde and five feet
long, how many potted plants ten inches in
di aneter can it hol d?
Al though 'table' would wusually nean a chart of
figures in a mathematics text, the idiom 'coffee
table' clearly takes precedence.

6.3.5 Idions and Trigger Wrds

| di omatic r eadi ngs t ake pr ecedence over

meani ngs inplied by trigger words.

The water tank was bl own up by a bazooka.

Al t hough bazookas have nmore to do wth mlitary

vehicles than storage containers, 'water tank' is

clearly the intended neaning.
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6.3.6 Syntax and Preference

Even if a preference is met nore strongly by
one reading than another, syntactic constraints may

force the less preferred reading.

The man saw a two- by-four.
Al though a piece of wood would satisfy the materia
preference of the verb 'to saw, this 'saw has to
be the past tense of 'see', since the third person
present of 'to saw would be 'saws'.

6.3.7 Syntax and Di scourse Menory

Syntactic issues can force a neaning different

than the one used previously in a text.
The gardener could scarcely get a shovel in the
ground during the frozen nonths. But the owner

i nsisted the grounds be i mmacul ate year round.

Here, the 'grounds' clearly refers to sonething

ot her than the mass neaning of 'ground'.
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6.3.8 Syntax and Technical Tags

Sonetinmes syntax indicates a different sense
than the one which would be nore likely in a
technical text. For exanple, 'time' mght be
expected to be the physical dinmension in a high

school physics text. But in the sentence

Comets pass near the earth several tinmes each

decade.

the countability makes it clear that 'tine' nmeans

'‘occurrence'.

6.3.8 Syntax and Trigger Wrds

Syntactic constraints override weaker

i nfluences by trigger words.
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The carpenter saw where he had put his hanmer.

Her e, the 'see’ meani ng W ns, even though

‘carpenter' and 'hammer' are closely related to the

verb neaning 'to saw .

6.3.9 Preference and D scourse Menory

Preference information can override a word

sense used previously in a text.

The sergeant drafted a nmeno to his commander,

sayi ng, "Today, we drafted ten nore nen."
Both occurrences of ‘'draft' are determined by
preferences, but the second gets a different reading
than the first one, which has becone the sense
remenbered in the discourse.

6.3.10 Preference and Techni cal Tags

Preferences can take precedence over technica

senses. In a mlitary docunment, one would expect
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the verb "draft' to be used in its mlitary neaning

of 'recruit', but in

The sergeant drafted a nmeno.

the correct sense neans sonething |ike 'outline or

'sket ch'

6.3.11 Preference and Trigger Wrds

Preferences usually have a nore binding

i nfluence than trigger words.

The astrononer married a star.

Al though they spend nuch of their time studying

celestial objects, even astronomers normally prefer

mar ryi ng humans.

6.3.12 Discourse Menory and Technical Tags

The interaction of these two steps is quite

rare, since the previous occurrence of a word in a

techni cal docunent is usually the technical sense
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if it has one. However, in a mlitary text

cont ai ni ng

Two wat er tanks were punctured. Each tank | ost

over 20 gall ons.

the latter 'tank’ would have the sane neaning as the

non-techni cal sense in the first sentence.

6.3.13 Discourse Menory and Trigger Wrds

Wrds are often introduced in a context which
makes their intended sense clear, but are |ater used
wi t hout clear context. In these cases, the neura
network will probably default to the nost frequent
sense, which may not be the one originally

i nt roduced.

Wse fisherman usually fish on the south bank

because the underbrush gives nore hiding places
for the fish. The |less experienced often
prefer the other bank, because it is easier to

get to.
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Al though trigger words could conceivably indicate a
new sense correctly, data fromthe survey of Chapter
3 indicates that once a sense is introduced, the
word appears with the sanme neaning in alnost all
cases. If the original sense is not the default
sense, the network would probably choose the wong

meaning in many of the |ater occurrences.

6.3.14 Technical Tags and Trigger Wrds

Techni cal t ags can over cone spuri ous

triggering. In a sports col um,

The rain had little effect on the pitcher.

"pitcher' is clearly a baseball player, even though

pitchers often contain water and rain is nmade of

wat er .

6.4 Lexical Information Required by the Al gorithm

One  requirenent in a practical Machi ne

Transl ation systemis the ability for end users to

enter new words. According to Mark Liberman
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al t hough 12,000 words cover about 95% of the words
in English text, it is nearly inpossible to cover
the other 5% with any dictionary of reasonable size.
This estimte was based on 15 mllion words of
English text fromthe AP wire service, in which he
found a total of about 100,000 words (other than
capitalized words, which were assunmed to be nanes).
He also reported that the data revealed no
asynptotic behavior; above the 15 mllion words,
each additional mllion words of text added about
the sanme nunber of new words (Liberman 1989). One
m ght conclude from his report that it is nearly
i npossible to provide a dictionary that will contain
all of the words that an end user may ever need

Particular end users also tend to have their own
jargon and often coin new words, so it is essential
for the end user to have the ability to add new
words to the translation dictionary.

Naturally, the algorithm for resolving |exica
anbiguity depends on having correct information in
the dictionary. Users can usually enter idiom and
syntactic information if sufficient exanples and
hel ps are given, and once technical areas have been

defined, it is easy to add technical tags.
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The preference information, however, nmay be
somewhat nore difficult. Sonme have approached this
probl em by creating know edge bases in which each
word sense has its own know edge franme (such as in
Coll ative Semantics), and the frames are organized
in a semantic hyponyny hierarchy (sonetines called
an | SA hierarchy). Preferences can either be
matched by requiring a sense frane to have certain
features, or by requiring the sense frane to be
subordinate to the sense frane of sone preference
category in the hierarchy. Because of inheritance
mechanisnms in the know edge base, these nmay not
realize the same results. Typically, a sense frane
has certain features of its own, and inherits others
from parents in the ISA hierarchy; if any conflicts
arise, the features of the sense frame take
pr ecedence. For exanple, the sense frame of
"mammal * mght indicate sonmething about the ability
to walk, but although a 'whale' ISA 'manmal’,
"whal e’ woul d presumabl y have sone feature
indicating it does not have the ability to wal k, and
this wuld take precedence over conflicting
information inherited from 'mammal'. The sets of

features and values available to be included in
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different know edge bases vary wdely, and it is
extrenely difficult to get uniformty anong
different data entry operators creating a know edge
base. Requiring end users to have the expertise to
deci de exactly what features and values are required
on a new entry may well be too nuch to ask, since
there would have to be such a large set to choose
from

A sinpler approach may be sufficient for
| exi cal ambiguity resolution, however. Most of the
information that would appear in such a know edge
base woul d never actually be used by the algorithm
Al though it is beyond the scope of this work to
determ ne exactly, it seens very unlikely that the
cl asses of pr ef er ences required by act ua
predicators and nodifiers of a |anguage would even
nearly approach the nunber of words in a |anguage,
| et alone the nunber of word senses. If one could
set up an ISA hierarchy of just the preference
categories that are actually required in the
| anguage, this should be considerably sinpler than
an entire know edge base.
It would be unlikely that new words would require

too nmuch nodification to this hierarchy, because
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nost new words would be nouns rather than
predi cat ors. Once the hierarchy was determ ned,
sufficient training should enable end users to be
able to determne categories of new words to be
added to the dictionary.

The creation of training data for the neura
network is also sonething that end users could do.
Al that is required is a sufficient quantity of
parallel text, and the algorithnms for creating the
network are conpletely automatic. | ncrenent a

training on new data is al so possi bl e.

6.5 Inevitable Errors

Human transl ators often balk at the idea that a
conputer can ever even approach the task of
translation. Translation is an art, and |anguage is
the ultimate mrror of human intelligence. Mappi ng
bet ween the thought structures of different cultures
is often difficult even for human transl ators. How

can a machi ne ever hope to even attenpt such a task?
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Claude Piron, a translator who had experience
at the United Nations, spoke at the New Directions
in Machine Transl ati on Conference held before COLING

'88. He gave the follow ng exanpl e:

He could not agree with the anendnents to the
draft resolution proposed by the del egation of
I ndi a.

(Piron 1988)

In this case, another translator had assunmed that it
was the resolution that had been submitted by the
del egation of India. M. Piron checked, however,
and determned that it was only the anendnents that
were proposed by the delegation of |India. Thi s
information was not in the docunent, and surely
could not be expected to be in a world know edge
base. Al though the docunent could have been witten
nore plainly, the translator had no control over the
quality of the docunents he was asked to translate.
Sonme translations were required at night, and the
translators were not allowed to contact the authors.
M. Piron also reported a case in which he wote a

letter to ask an author his original intent, but was
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informed that the author was no |onger |iving. In
such cases, the translator had to guess.

M. Piron also stated that good translators can
transl ate about 150 words per minute, and often read
directly into a dictaphone in the target |anguage
until they neet a big problem which may take hours
or even days to research. It is unreasonable to

think that nmachines, even programmed wth vast

anmounts of world know edge, will be able to overcone
t hese kinds of problens. The correct translation
my well depend on details of events, not

necessarily given in the text, that have occurred
nore recently than the building of the know edge
base, which is necessarily limted to the tinme frane
and perspectives of those who built it.

The conclusion has to be that no machine wll
ever translate perfectly, any nore than a human can.
There wll inevitably be m stakes. The only

question is what kind of m stakes, and how many.

There will be cases in which the algorithm of
this chapter gives the wong answer. The goal of
the algorithm however, is to give the correct

answer in the highest possible percentage of cases.

It is possible that a systemusing a world know edge
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base could be nore accurate in resolving |exical
anbiguity. But how nuch nore accurate? The data of
chapter 3 indicate that only about 3% of the
anbiguities in real text require |ogical reasoning.
Surely even a system based on a world know edge base
will make mstakes when faced with the kinds of
probl ens described above. Considering the nmajor
investnment in tine and resources required to produce
a world know edge base, and keep it current, such a
system may never be economcally feasible, if it is
even possible. Moreover, the assunption that a
system based on a world knowl edge base woul d be nore
accurate is nerely a conjecture until it can be
proven to be so.

In the neantinme, the algorithm given here is a
practical nmethod that can be wutilized by anyone
attenpting to build a machine translation system
The data in chapter 3 indicates that a system that
ignores any of the major categories of anbiguities
di scussed wll mss from3%to 9% of the cases that
will be encountered in real text. The algorithmis
a practical approach to recognizing categories of
pot enti al | exi cal anbiguities and integrating

met hods for their resol ution.
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6.5 Sunmmary

One of the nost difficult problens encountered
in machine translation is the resolution of |exica
anbiguities. Many schenes have been tried to neet
this problem but nost have | acked perspective about
the kinds of anbiguities that actually exist in real
text; this may have led to the claim that the
machine nust wunderstand the text to be even
noderately successful. The data of chapter 3
partitioned naturally occurring anbiguities into
cl asses. This showed that many of the ideas that
had been tried before (a sanple of which were
di scussed in chapter 2) were on the right track for
certain classes of anbiguities. It also showed that
none of the nmethods for resolving anbiguities was
sufficient by itself.

The insight of this thesis has been to identify
the naturally occurring classes of |exical anbiguity
(of content words), and to select from known nethods
of resolution for those classes, and then to conbi ne
the nmethods into a single resolution algorithm that

i ncorporates the insights of many previ ous workers.
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Because one of the nore difficult interactions
of methods was found to be between using trigger
wor ds and simply usi ng t he nost frequent
transl ati on, a new nmet hod usi ng semantic
cooccurrence networks was introduced in chapter 4.
Cooccurrence data gathered from parallel texts was
shown to be wuseful for detecting the interaction
between trigger words and frequency. Semanti c
cooccurrence networks were successfully trained to
mrror the cooccurrence data.

The result is an algorithmthat can be utilized
in a practical machine translation system

Future research should include nore rigorous
testing of the algorithm wth various |anguage
pairs and nore lengthy parallel texts. The types of
errors remaining could then be classified, and the
al gorithm inproved. The paraneters of the neural
networks should also be tuned, perhaps by varying
the nunber of hidden units, or the strengths of
contextual input units based on distance from the

anbi guous word.
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Appendi x A
TEXTS W TH CLASSI FI ED AVBI GUI TI ES

The texts analyzed and described in Chapter 3
are presented here. Each word with an intra-
category anmbiguity is annotated with its grammuati cal
category, the nunber of intra-category senses that
were |listed in the English-Japanese translation
dictionary, and the nethods of disanbiguation that
m ght be successfully used.

The notation for each word is as foll ows:

/ cnxyz

wher e

Cis a grammatical category

\Y verb
N noun
A adj ective

n is the nunber of senses within that category
X, 'y, and z are nmethods that could be
successfully used al one
A spreadi ng activation

C cover term
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D di scourse nenory
F frequency
I i di om

| ogi cal reasoning required
sel ectional restrictions

technical term

X 4 wn

synt ax

Note that an anbiguity that can be resolved by a

conbi nati on of nethods is marked (x+y).

A.1 Newspaper Text

A huge icebreaking barge/ NMdF began its journey
to rescue three trapped whales as scientists/N2FC
worried/ V3X that plunging tenperatures/N2FC and
pol ar/ A2l bears would threaten the mammal s they have
named/ V2X Bonnet, Crossbeak and Bone.

At dawn/ N2X, a Nat i onal / N2I Guar d/ N3l
hel i copt er ri gged/ V2S to t ow t he 185-ton
"hover-barge” was to resune/V2FS the 230-mle
tri p/ N2AFS al ong the desol ate/ A2FS Arctic coast from

Prudhoe Bay. It noved/V3X about five mles
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Wednesday through sand bars/N2I, nud and shallow
wat er / N2F.

The 24- to 30-foot/N3X-1ong/A2S California gray
whal es, whose species/N2AS is endangered, becane
trapped in the ice/N2AS two weeks/N2C ago while
m grating/ V2S sout h.

Eskinbo whalers/N2F using chain/N2I saws in
sub-zero t enper at ur es/ N2F have been cutting
holes/N2F in the thick/AAAFS Arctic Ccean/ N2C
ice/l N2ADF to hel p/ V3CF the manmal s breat he. They
got a boost/ N3l Wdnesday when two brothers-in-Ilaw
from Mnnesota brought six $400 de-icers to the
$500, 000 rescue effort/N2CF.

G eg Ferrian and R ck Skluzacek, of Lakel and,
flew to Al aska at their own expense to
denonstr at e/ V2AS t he devi ces, i nvent ed by
Skl uzacek's father/N3F, when rescue coordinators/N3C
politely refused their offer/N2F to hel p/ N3C.

Early t oday/ N2X, under t he skepti cal
supervision of the coordinators/N3CD, they quickly
cl eared/ V2X ice/ N2ADF and slush/N3AF from the two
breat hi ng hol es/ N2l , acconplishing in hours/N2X what

had been taking the rescue team using chain/ N2l
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saws, pick-axes and steel bars/N3AS, a day/N2X to
do.

The cylindrical de-icer, about 9 inches around
and 14 inches |long/ A2DS, floats in the water/A2X
suspended beneath a styrofoam sl ab. A smal | / A2FS,
doubl e-bl ade propeller pulls warnmer water/N2X up
from below and emts it wth 34 pounds/N2X of
t hrust/ N2S.

Wthin 24 hours/N2X, the breathing holes/ N2l
shoul d be about 30 feet by 70 feet -- three to four
times/N2X the original/N2(C+S) size/ N2C, Skl uzacek
sai d.

The devices are wused in marinas to keep
boat s/ N2C from becom ng frozen/VAFS in the wnter,
Ferrian said.

The tired/ ABF whales can survive for several
nore weeks/N2X despite being Dbattered/ V2L and
bl eeding from grating against jagged ice/N2DF, said
John Lien, professor/N2C of animal/N3(C+F) behavi our
at Menorial University in Canada.

"They can bleed a barrel/N2C and still be
fine/ A2S," said Lien, who has hel ped/ V3C free whal es
fromice/ N2ADF for 20 years/N3F. "We're tal king/Vv2X
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about a big animl/N3(C+F)D here, between five to 20
t ons/ N2C. "

The whales also may have to contend wth
pol ar/ A2l bears. Reporters flying/V3S by helicopter
Wednesday spotted/ V3FS five prowing the ice/ N2DF a
fewmles fromthe whal es.

"There are polar/A2l bears that are certainly
going to be attracted to this," said Ron Mrris of
the National/A2X Marine Fisheries Service/N3l. "1 f
they're going to take/V4L the whales, we're not
going to stop them"

(Daily Herald, 20 Cct 1988, page 1)

A 2 Extracts from an Article on Artificia

Intelligence

Just constructing a know edge/ N3l base/ N3l
S a maj or i ntellectual research
probl em N2AF . ... We still know far too
little/ A2X about the contents/N2F and
structure/ N2S of conmon- sense/ N3
know edge/ N2AF. A "mniml" commobn-sense
systeni NBF nust "know' sonething about

cause-effect, ti me/ N3C, pur pose/ N3X,

158



159

| ocal i ty/ N3CF, process/ N3( C+F) , and
types/ N2X of know edge/ N2FD . ... e
need/ V2C a serious/ A4( A+S) epi st enol ogi cal

research effort/N2C in this areal/ A

M nsky's nai vet e/ N3F and fai th/ N3CF are
ast oni shi ng. Phi | osophers/N2F  from Plato to
Husserl, who uncovered all these problens/N2DF and
nore, have carried on serious/A4CD epi stenol ogical
research in this area/NSAD for tw thousand
years/ N3X wi thout notable/ A2S success. Mor eover ,
the Iist Mnsky includes in this passage/ NSAF deal s
only wth natural/A2X objects/ N3F, and their
positions/N3FS and interactions. As  Husserl
saw V2X, intelligent behavior also presupposes a
background/ NBA  of cul tural practices/ N3A  and
institutions/N3A Qoservations in the frame/ N3T
paper/ NAT such as: "Trading/V2F normally occurs in a
soci al cont ext of | aw N3C, t rust/ N3X and
conventi on/ N3F. Unl ess we also represent/V3T these
ot her facts/N2X, nost trade/ N3AF transactions/ N3AF
will be alnbst neaningless" (p. 34/102) show V5X
that M nsky has wunderstood this too. But M nsky

seens oblivious/A3L to the hand-waving optimsm of
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his proposal / N2C that programrers/ N2T rush in where
phi | osophers/ N2DF such as Heidegger fear/V2F to
tread, and sinply make/ V4X explicit/A2S the
totality/N3F of human practices/N3D which pervade
our |ives/N3C as water enconpasses the life/N3D of a

fish.

No doubt many of our social activities are
stereotyped, and there is nothing in principle/N3l
m sguided in trying/V3X to work out primtives/ N2T
and rul es/ N3T for a restaurant gane/ N3F, the way/ N3X
the rul es/ N3S of Monopol y/ N2X are neant to capture a
sinplified version/ N2F of the typical/4AF noves/ N3AF
in the real estate/N3l business/N3F. But Schank
claims that he can wuse this approach/N2C to
under st and/ V3X stories/ N3F about act ual
restaurant-going -- that in effect/N3l he can
treat/V2C the sub-world of restaurant going/V3X as
if it were an isolated mcro-world. To do this,
however , he nmust artificially [imt t he
possibilities/ N2X: for, as one mght suspect, no
mat t er / N3l how stereotyped, going/V3X to the
restaurant is not a self-contained gane/ N3DF but a

highly variable set/N2X of behaviors which open out
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into the rest/ N3l of human activity. What "normally"
happens when one goes/V3X to a restaurant can be
pre-selected and formalized by the programer/N2T as
def aul t/ N3T assi gnnments/ N3FT, but the background/ N3D
has been left out so that a program using such a
script/N3T  cannot be said to understand/ V3X
going/V3X to a restaurant at all. This can easily
be seen by imagining/V2X a situation/N3F that
deviates from the norm N2C VWhat if when one
tries/V3X to order/V2X he finds/V4X that the
itemM N2S in question/N3l is not available/ AMAC, or
bef ore paying/ V2X he finds/V4X that the bill/N3AF is
added/ V3X up wongly? O course/N3l, Schank woul d
answer/V2X that he could build/ V3X these nornal
ways/ N3F restaurant-going breaks/V3l down into his
script/ N3DT. But there are always abnornal
ways/ NSDF everyday activities can break/ V3D down:
the juke box/N2l mght be too noisy, there m ght be
too many flies on the counter/ N2F, or as in the file
Annie Hall, in a New York delicatessen/N3C one's
girl/N3l  friend/N2I mght order/V2X a pastram
sandwich on white/ A3(F+S) bread w th nayonnai se.
When we understand/V3X going to a restaurant we

under st and/ V3X how to cope with even these abnornal
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possi bilities/N2X because going/V3X to a restaurant
is part/N3F of our everyday activities of going/V3X
into buildings/N2X, getting things/N2F we want/V6F,
interacting with peopl e/ N3F, etc.

To deal with this sort of objection Schank has
added/ V3X sonme general rules/N3DT for coping wth
unexpect ed/ A2X  di sruptions/ N2X. The gener al
idea/ NBF is that in a story/N3DF "it is usual/A2X
for non- st andar d/ N3FS occurrences/ N2X to be
explicitly nentioned"” (Schank and Abel son, 1977; p.
51); so the program can spot/V3F the abnornmal
events/N3C  and under stand/ V3X the subsequent
events/ NCD as ways/N3X of coping with them But
here we can see/V3F that dealing with stories/N3DF
al I ows/ V3X Schank to bypass t he basi c/ A3C
pr obl em N2DF, si nce it S t he aut hor's
under st andi ng/ N3F  of the situation/N3DF which
enables him to decide/V3C which events/N3CD are
di sruptive enough to nention.

This ad hoc way/N3X of dealing wth the
abnormal can always be reveal ed/ V2S by asking/ V3l
further/ A2S questions/N3l, for the program has not
understood a restaurant story/N3DF the way/ N3DF

peopl e/ N3DF in our culture do, until it can answer
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such sinple/ ABL questions/ N2DFS as: Wen the
waitress came to the table/N2FS, did she wear/V2S
clothes? Did she wal k forward or backward? Did the
custonmer eat his food with his nmouth/N2X or his
ear/ N2X? |If the program answers, "I don't know, " we
feel /V2X that all of its right/A6(C+S) answers were
tricks/ N3C or |lucky guesses/N2A and that it has not
understood anything of our everyday restaurant
behavi or. The point/N3F here, and throughout, is
not that there are subtle things/N3S human/ N1l
beings can do and recognize which are beyond the
| ow | evel under st andi ng/ N3F of present / A4( F+S)
programs, but that 1in any area/N3D there are
si npl e/ A3AD t aken-for-granted responses/ N3F
central /A2X to human understandi ng/ N3DF, | acking
whi ch a conputer program cannot be said to have any
under standi ng/ N3BDF at all. Schank's clainm N3X, that
"t he pat hs/ N2F of a scri pt/ N3DT are t he
possi bilities/N2X t hat are ext ant in a
si t uati on/ N3DF" (1975b; p. 132) is insidiously
m sl eadi ng. Ei t her It means/ V2X  that t he
script/N3DT accounts for the possibilities/N2X in
the restaurant gane/ N3D defined by Schank, in which

case/N3C it is true/ A3(F+S) but uninteresting; or he
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IS claimng that he can account for t he
possi bilities/ N2X in an ever yday rest aur ant
situation/ N3BDF which is inpressive but, by Schank's
own adm ssion/ N3L, fal se.

Real short/A4F stories/N3DF pose a further
probl em N2DF for  Schank's approach/ N2CD, in a
script/NSDT what the primtive actions/N3F and
facts/ N2T are is determ ned/ V2X beforehand, but in a
short/ AADF story/N3DF what counts/V2X as the
relevant facts/N2DT depends on the story/N3DF
itself. For exanpl e, a st ory/ N3DF t hat
describes/V2F a bus trip/N2AF contains in its
script/N3DT that the passenger thanks the driver/N3F
(a Schank exanple). But the fact/N2DT that the
passenger thanked the driver/N3DF would not be
inmportant/A3S in a story/N3DF in which the passenger
simply took the bus as a part/N3F of a |onger/A2S
journey, while it mght be crucially inportant/A3D
if the story/N3DF concerned a m santhrope who had
never thanked anyone before, or a very |aw abiding
young man/N3F who had courageously broken the
prohi bition/ N3C agai nst speaki ng/ V2X to drivers/ N3DF
in order to speak/V2X to the attractive/ A2C wonan

driving/V4S the bus. Overl ooking this point/N3DF,
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Schank claimed at a recent neeting/ NBC that his
program which can extract death/N3C statistics/N3X
from newspaper accident reports/N2AF, had answered
ny challenge/ N2L that a conputer would count/V2X as
intelligent only if it could summarize a short/A4DF
st ory/ N3DF. But Schank's newspaper program cannot
provi de/ V2F a cl ue concerni ng judgenents/N3L of what
to include in a story/N3DF sumary because it
wor ks/ VAL only where rel evance/ N2F and significance
have been predeterm ned, and thereby avoids dealing
with the world/N2F built up in a story/N3DF in
ternms/ N3l of which judgnents/ N3DFS of rel evance/ N2DF
and i nportance are nade.

Not hing could ever call/V4l into question/ N2l
Schank' s basi c assunption t hat al | human
practice/ N3X and know how is represented/V3DT in the
m nd/ NBA as a system N2C of beliefs/N3C constructed
from context-free primtive act i ons/ N3DF and
facts/ N2DT, but there are signs/N3A of trouble/N3C
Schank does admt that an individual's "belief/N3CD
system N3DF" cannot be fully elicited from him
al t hough he never doubts that it exists and that it
could in principle/ N3l be represented/V3DT in his

formalism He is therefore led to the desperate/ A2F
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i dea/ N3BDF of a program which could |earn/V2S about
everything from restaurants to |ife/N3DF thenmes the
way/ N3DF peopl e/ N3DF do. In one of his papers/ NADT
he concl udes/ V3X:

We hope/V3X to be able to build/V3X a program
that can |earn/V2DS, as a child/ N2F does, how
to do what we have described/V2DF in the
paper/ NADT instead of being spoon-fed the

t remendous information necessary.

In any case/ N3l, Schank's appeal /N3FS to learning is
at best another evasion/ N2X. Devel opnent al / A2I
psychol ogy/ N2I  has shown that <children's |earning
does not consist nmerely in acquiring nore and nore
i nformation about speci fic/ A2X routi ne/ N3CF
situations/N3CD by adding new primtives/ N2DT and
conmbining old/ A3S ones as Schank's view N3A woul d
lead one to expect/V2X Rat her, [learning of
speci fic/A2X details/N2C takes place/ N3l on a
background/ NBAD of shared practices/N3D which seem
to be picked/ V3l up in everyday interactions not as
facts/ N2DT and beliefs/N3DF but as bodily skills for

coping with the world/ N2D. Any | earning presupposes
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this background/N3D of inplicit/A3F know how which
gives/VAS significance to detail s/ N2CD. Si nce
Schank admits that he cannot see/V3X how this
background/ N3D can be made explicit/A2DS so as to be
gi ven/ V4S to a comput er, and si nce t he
background/ N3D is presupposed for the kind/ N3X of
script/N3DT |earning Schank has in mnd/ N3, it
seens that his project of using preanal yzed
primtives/N2DT to capture conmon sense/ N3

under st andi ng/ NBAD i s dooned.

Al researchers have consistently run/V4l up
agai nst the problem N2DF  of representi ng/ V3DT
everyday context. Wor k/ N3X during the first five
years/ N3X (1967-1972) denonstrated the futility/N2F
of trying/V3X to evade the inportance of everyday
context by creating/V2F artificial/A2F ganeli ke/ N3DF
contexts preanalyzed in terns/N3I of a |list of
fi xed-rel evance features/N3T. More recent work/ N3X
has thus been forced to deal directly wth the
background/ N3D of conmmon-sense know how whi ch gui des
our changing sense/N3S of what counts/V2X as the
rel evant facts/N2DT. Faced with this necessity/N3C

researchers have inmplicitly tried/V3X to treat/V3X
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the broadest context or Dbackground/ NSAD as an
object/ N3DF with its own set of presel ected
descriptive/ A2F features/N3DT. This assunption, that
the Dbackground/ N\3D can be treated/V3X as just
anot her object/N3DF to be represented/V3DT in the
same sort of structured description/N2T in which
everyday objects/N3DF are represented/ V3DT, IS
essential /AMAC to our whol e phi | osophi cal / A2F
tradition/ N2C. Fol l ow ng Heidegger, who is the
first to have identified and criticized this
assunption, | wll «call/VvV4X it the nmetaphysical

assunpti on.

Just as it seens plausible that | can |earn/V2S
to swm by practicing/V2F until | devel op/V3X the
necessary patterns of responses, wi t hout

representi ng/ V3DT ny body/ N3AF and nmuscul ar
novenment s/ N3A in sone data structureN2T, so too what
|  "know' about the cultural practices/N3DF which
enables nme to recognize and act/V4F in specific/A2X
situati ons/ N3DF has been gradually acquired through
training in which no one ever did or could, again on
pai n/ N2C of regress/N3C, make/ V4X explicit/A2DS what

was bei ng | earned/ V2X.
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The idea/ N3DF that feelings/N3DF, nenories/ N3X,
and i mages/ N3C nust be the conscious/A3S tip/N3C of
an unconsci ous/ A2C franmel i ke/ N2DT dat a
structure/ N2DT runs/ V4l up against both prima facie
evi dence/ N2C and the probl em N2DF of explicating the
ceteris paribus conditions/N3A Mor eover, the
formali st assunption is not supported by one shred
of scientific/ A2CF evi dence/ N2CD from
neur o- physi ol ogy or psychol ogy/ N2A, or from the past
successes  of Al , whose repeated failures/ N2X
required/ VdX appeal /N3BDFS to the netaphysical
assunption in the first place/N3I.

If one thinks/V2X of the inportance of the
sensory-notor skills in the devel opment/N2C of our
ability to recognize and cope w th objects/N3CD, or
of the role of needs/N3C and desires in structuring
all social situations/N3A, or finally of the
whol e/ A3X cul tural backgr ound/ N3AD of human
self-interpretation involved in our sinply know ng
how to pick/V3l out and use chairs/N3FS, the idea
that we can sinply ignore this knowhow while
formalizing our intellectual understandi ng/ N3DF as a
conpl ex systeni N3DF of facts/N2DT and rul es/ N3DT is

hi ghl 'y i npl ausi bl e.
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(Dreyfus 1981)
A.3 A Religious Text

Sonetime in the second year/N3X after our

removal /N3C to Manchester, there was in the
pl ace/ N3F wher e we l'ived/ V2F an unusual
excitement/ N3C on the subject/N3C of religion. I t

commenced/ V2X with the ©Methodists, but soon becane

general anmong all the sects in that region of
country/ N3X. | ndeed, the whole district/N3C of
country/ N3X  seened af fected/ V2C by it, and

great/ AAAS multitudes/N3C united thenselves to the
different religious parties/N3C, which created/ V2F
no small/A2S stir/N3C and division/N3C anongst the
peopl e/ N3F, sone crying/V2X, "Lo, here!" and others,
"Lo, there!" Some were contending/V2X for the
Met hodi st faith/N3A, sone for the Presbyterian, and
sonme for the Baptist.

For, notwithstanding the great/A4S 1ove/ N3C
which the converts to these different faiths/N3DF
expressed at the tinme/N3l of their conversion/ N3T,
and the great/AdDS zeal manifested by the respective
clergy, who were active in getting/V5l up and

promoting this extraordinary/ A2L scene/N3C of
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religious feeling/ N3AF, in order/ Ml to have
everybody converted, as they were pleased to
call/v4aX it, let them join/V2ST what sect they
pl eased; yet when the converts began to file/V2X
off, some to one party/N3CD and sone to another, it
was seen that the seemngly good feelings/N3DF of
both the priests/N2C and the converts were nore
pretended than real; for a scene/N3CD of great/A4DS
conf usi on/ N3A and bad feel i ng/ N3X ensued
--priest/ N2CD contendi ng/ V2X against priest/N2CD,
and convert against convert; so that all their good
feel i ngs/ N3DF one for another, if they ever had any,
were entirely lost/Ad(F+S) in a strife of words/N3X
and a contest about opinions.

| was at this time/N3C in ny fifteenth
year/ N3X. My father's famly/N2C was proselyted to
the Presbyterian faith/N3AD, and four of them
j oi ned/ V2X that church, nanely, my nother/N3CF,
Lucy; ny brothers Hyrum and Sanuel Harrison; and ny
si ster/ N2C Sophr oni a.

Duri ng this time/ N2CD of gr eat / AADFS
excitement/ N2CD ny mind/ N3A was called/ V3l up to
serious/ AAS reflection and gr eat / AADS

uneasi ness/ N2F; but though ny feelings/N3ADF were
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deep/ A2F and often poignant, still | kept nyself
aloof from all these parties/ N3CD, t hough |
attended/ V2S their several neetings/N3S as often as
occasion/ N2C would permt. In process/ N2C  of
time/ N3CD ny m nd/ N3D becane sonewhat partial/A2L to
t he Met hodi st sect, and | felt/V2A sonme desire to be
united with them but so great/AMdDS were the
confusion/N3CD and strife anobng the different
denom nations/N2C, that it was inpossible/A3L for a
person/ N3X young as | was, and so unacquai nted/ A3C
with nmen and things/N2F, to cone/V3l to any
certai n/ A5C conclusion/N3l who was right/A6AF and
who was wrong/ A2AS.

\%% m nd/ NSAD  at ti mes/ N3l was greatly
exci ted/ V2X, the cry/NSF and tumult were so
great/ AADS and incessant. The Presbyterians were
nost deci dedl y/ V3X  agai nst t he Bapti sts and
Met hodi sts, and used all the powers/N3FS of both
reason/ N3X and sophistry/ N2C to prove/V3S their
errors/N3L, or, at least, to make/ V3X the peopl e/ N3F
t hi nk/ V2X they were in error/N3D. On the other
hand/ N3I, the Baptists and Methodists in their

turn/ N3X were equally zeal ous/ A2S in endeavoring to
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establish/V2S their own tenets and disprove all
ot hers.

In the mdst of this war/N2A of words/N3X and
tumult of opinions, | often said to nyself: Wuat is
to be done? Wwo of all these parties/N3CD are
right/ AGAD, or, are they all wong/ A2ADF together?
If any one of them be right/A6AD, which is it, and
how shall | know it?

VWiile | was |aboring/V2C under the extrene
difficulties caused/V2X by the contests of these
parties/N3CD of religionists, | was one day/N2X
reading the Epistle of Janes, first chapter and
fifth verse/N3X, which reads/V3CD:. If any of vyou
lack w sdom N2F, let him ask/V3X of God, that
giveth/Vv4aX to all nen/N3DF liberally, and upbraideth
not; and it shall be given/V4X him

Never did any passage/ NdA of scripture cone
with nore power/N3A to the heart/N3L of man/N3X t han
this did at this tine/N3CD to m ne. It seened to
ent er with great/ AMADS force/N2C into every
feel i ng/ NSADF of ny heart/N3AD. | reflected/ V4(C+S)
on it again and again, knowng that if any
per son/ N3DF needed w sdoni N2DF from God, | did; for

how to act/V4F | did not know, and unless | could
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get/V5X nore w sdomi N2DF than | then had, | would
never know, for the teachers of religion of the
di fferent sects understood the sane passages/ NMAAD of
scripture so differently as to destroy al
confidence/ N3C in settling/V4AS the question/N3F by
an appeal to the Bible/ N3C

At length I cane to the conclusion/N3C that I

must either remain in darkness and confusi on/ N3C, or

else | nust do as Janes directs/V3F, that is,
ask/V3X of Cod. Il at length <canme to the
det erm nati on/ V3C to "ask/ V3X of God, "

concluding/V3X that if he gave w sdom N2DF to them
t hat | acked w sdoni N2DF, and would give/VADF

liberally, and not upbraid, I mght venture/V2F.

So, in accor dance with this, ny
determ nation/ N3CD to ask/V3X of God, | retired/ V2X
to the woods to nmake/ V4X the attenpt. It was on the

nor ni ng/ N2C of a beautiful, clear/A7S day/ N2X, early
in the spring/N3X of eighteen hundred and twenty.
It was the first time/N3X in ny [ife/N3C that | had
made such an attenpt, for amdst all nmy anxieties |
had never as yet made the attenpt to pray vocally.
After | had retired/V2X to the place/ N3DF where

| had previously designed/V3X to go/V3X, having
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| ooked around ne, and finding nyself alone/A2X, |
kneel ed down and began to offer up the desires of ny
heart/N3ADF to Cod. | had scarcely done so, when
i mredi atel y I was sei zed/ V2S  upon by sone
power / NSADF which entirely overcane ne, and had such
an astonishing influence/ N2l over ne as to bind/ V2FS
my tongue/N2S so that | could not speak/V2X
Thi ck/ MFS darkness gathered around ne, and it
seenmed to ne for a time/N3CD as if | were dooned to
sudden destruction.

But, exerting all ny powers/N3ADF to call/ V3l
upon God to deliver ne out of the power/N3DF of this
eneny/ N2C whi ch had seized/V2X upon ne, and at the
very nonent/N2C when | was ready/AdL to sink/V2F
into despair and abandon nyself to destruction --
not to an imaginary ruin/N3L, but to the power/N3DF
of some actual being from the unseen worl d/ N2F, who
had such marvel ous power/N3DF as | had never before
felt/V2D in any being -- just at this nmonment/N2DF of
great/ AADS alarm N2X, | saw V2L a pillar/N2X of
[ight/N3X exactly over ny head/N3X, above the
bri ghtness/ NBA of the sun, which descended/ V2L

gradually until it fell upon ne.

175



176

It no sooner appeared/V2X than | found nyself
delivered from the eneny/N2CD which held ne
bound/ AAF. When the 1light/N3D rested upon ne |
saw V2X two Personages/ N3AF, whose brightness/ N3A
and glory/ NSAT defy all description/N2F, standing
above nme in the air/N3F. One of them spake unto ne,
calling/Vv4aX me by name/ N3l and said, pointing/V2X to
the other -- This is My Bel oved/ A3L Son. Hear Hi m

My object/N3X in going/V3X to inquire of the
Lord/ N3X was to know which of all the sects was
right/A6DF, that | mght know which to join/V3DT.
No sooner, therefore, did | get/V5X possession/ N2X
of nyself, so as to be able to speak/V2X, than |

asked/ V3X the Personages/N3D who stood above ne in

the |ight/N3D, which  of al | the sects was
ri ght/ A6DF.
| was answered that | nust join/V2DT none of

them for they were all wr ong/ A2ADF; and the
Per sonage/ N3D who addressed ne said that all their
creeds/ N2C were an abom nation/ N2X in his sight/N3F;
that those professors/N2F were all corrupt; that:
"They draw V2I near to me with their [ips/N2X, but
their hearts/N3D are far fromnme; they teach/V2X for

doctrines the commandnments/ N2C of nen/ N3DF, having a
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form N3(C+S) of godliness, but they deny the
power / N3DF t hereof."

(Smith 1978, v. 5-19)
A4 A Text froma Conputer Mnual

Scope and Extent/N3T

Nam ng/ V2S sonething and then referring to that
t hi ng/ N2F by its nane/ N3F at sone other place/ N3F or
time/N3C is a fundanmental/A2C part/N2F of every
| anguage/ N2C, be it a natural /A2l |anguage/ N2l |ike
English/ N2X, or an artificial/A2C | anguage/ N2CD |i ke
COVMON LI SP/ N2I . Al t hough English/N2X and COVVON
LISP/N2I are very different |anguages/ N2CD, their
basi c/ ASF concepts of nam ng/ V2ADF and referring (or
referencing) are quite simlar/A2X

In COVMON LI SP/ N2I, every entity/N2X can have a
name/ N3DF. Wen one wants to refer to an
entity/ N2X, one uses its nane/ N3DF. As in
English/N2X, a nane/N3DF may refer to different
entities/ N2X at di fferent pl aces/ N3DF and
ti mes/ N3CD. The word/ N3X President/N3X exenplifies
the ~context-sensitive nature of nanmes/N3DF in

Engl i sh/ N2X. President/ N3D refers to a different
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person/ N3F in different places/N3DF (e.g., Gol d/ N3l
Hi |l Headquarters, Washington, D.C, Paris). Wthin
t he sanme pl ace/ N3DF, President/N3D may al so refer to
di fferent peopl e/ N3F  over the course/NAC  of
t i me/ N3CD. For exanple/N2I, wthin a single
busi ness/ N3F meet i ng/ N3F (hel d in 1984) ,
President/ N\S3D may refer to Stan Curtis, Ronald
Reagan, and Francois Mtterand over the course/ NACD
of the meeting/ N3DF.

In COWON LISP/N2I, the region in which a
nanme/ N3DF refers to a particular/A3S entity/N2X is
called the scope of t he nane/ N3DF. The
i nterval / N2AF of tinme/N3CD during which a nane/ N3DF
refers to a particular/A3DS entity is called/ V4X the
extent/ N3DT of the nane/ N3DF. Scope concerns the
spatial, textual, or lexical representation/N3T of a
LI SP/ N2T forml N3T (e.g., its appearance/ N2AF on a
pi ece/ N3l of paper/NX). Ext ent/ N3DT concerns the
time/N3CD during which the formN3DT is being
eval uat ed.

Before a name/ N3DF can refer to an entity/ N2X,
however, a correspondence/ N3T between the nane/ N3DF
and that entity/N2X nust be established/ N2L. Only
functions/N3T and certain/ASL speci al / A2F forns/ N3DT
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(e.g., let) are able to establish/V2D nanes/ N3DF.
The scope and extent/N3DT of a nanme/N3DF are
relative/ ABX to the form N3DT which established/ V2D
it. The scope of the name/N3DF can be limted to or
i ndependent/ A2C of the textual region which the
est abl i shing/ V2D fornm N3DT encl oses. Li kewi se, the
interval / N2ADF of the tinme/N3CD during which the
est abl i shing/ V2D form N3DT is being eval uat ed.

These vari ous ki nds/ N2DF of scope and
extent/ N3DT are defined in COVMON LISP/N2I as
foll ows/ V2l :

Lexi cal Scope
A nane/ NSDF which has |exical scope can
only be used within the lexical (i.e.,
textual) region of the establishing/ V2D
f or mM N3DT.

| ndefi nite/ A2F Scope
A name/N3DF which has indefinite/ A2DF
scope can be used anywhere, regardl ess of
the | exical region of the establishing/ V2D
f or mM N3DT.
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Dynam ¢ Ext ent/ N2DT
A nane/ N3DF whi ch has dynam c extent/N3DT
can only be used during the interval/N2ADF
of tinme/N3CD between the start/N3C and
finish/N2C of the evaluation of the

est abl i shing/ V2D f or nmi N3DT.

| ndefinite/ A2DF Ext ent/ N2DT
A name/ N3DF which has indefinite/ A2DF
extent/ N3DT can be used at any tinme/ N3CD
after being established/ V2D, regardl ess of
whet her the establishing/ V2D form N3DT is
still in the process/N3C of bei ng

eval uat ed.

(GCLI SP 1983, pp. 20-21)
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Appendi x B
A PROGRAM FOR WEI SS RULES AND TRI GGER COUNTI NG

The C program presented here inplements two
rel ated algorithns. The first is the algorithm of
St ephen Weiss as given in section 2.2.7. The second
resol ves lexical anbiguity by counting the nunber of
trigger words for various senses of an anbiguous
word in a given w ndow of context; it picks the one
with the highest count, or, if there is a tie, picks
t he hi ghest frequency sense anong those that tied.

Both algorithnms are based on having parallel
source and target texts avail able. It is assuned
that inflected words have been replaced by base
forms, and function words have been renpved, so that
only base forns of context words renain. Each
source base form has an assigned index, and each
target base form has an assigned index; each set of
i ndexes starts at 1. There are source and target
index files, which map indexes to the assigned base
form strings. There are also line files, that
mrror the source and target texts, but are conposed
of nunerical indexes instead of strings; l|lines end

with a NULL. Ther e are sour ce
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and target line index files; given a line nunber,
they map to the file position in the line file where
the given line starts. There is also a usage table.
Every occurrence of every source word in the text is
given, sorted by the source word. A table index
file points to the position in the table file where
the lines are recorded in which the given source
word occurs; if it occurs n times in the line, the
l[ine nunber is given n tinmes in the table file.
These files allow quicker access to the data in the
correl ated source and target texts.

In this program each anbiguous source word
(one that can map to nore than one target word) in
the text 1is exam ned. For each instance, the
correspondi ng target segment is searched for
possi ble translations, according to the source-
target dictionary. Only single words are handl ed;
there is no idiom processing. When the proper
target word is found, the instance is recorded in
the Instants array, with the file position of the
source segnent, the sentence position of the
instance, and the index of the <correct target
transl ati on. The anbiguous word is required to

occur the sanme nunber of tines as its target
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translation in the correspondi ng segnent; otherw se,
the segnent is ignored for that word. If several
target words qualify, the one wth the highest
frequency in the full target text is chosen.

Once an array of instances and their correct
transl ations has been determ ned for an anbiguous
word, the input file of contextual rules is read in.
The Weistabl array is indexed by the index of source
words, and the value in each position of the array
is the correct translation of the anbiguous word in
t he presence of the source word corresponding to the
i ndex. If the value is 0, the source word has no
contextual effect. |If the value is -1, it is on the
exclusion list during training, neaning it has no
contextual effect, and no further rule can be nmade
with it. The Weistabl array is cleared and then
filled in fromthe input file. The input file may
also specify the default translation for the
anbi guous word (stored in variable Devault).

The tryit routine does the training and
testing. If the Wiss nethod was chosen, and there
is no input file, Wiss training is done (see the
<dbg> paraneter and the discussion in section

2.2.7). In any case, each instance of the anbi guous
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word is analyzed using either the Wiss nethod or
the trigger counting nethod, as specified by the
user.

The total nunber of trials and total nunber of
errors for each anbiguous word are recorded and
witten to a file. The cunul ative totals are also
witten at the end. At  higher debug levels, the
trigger words that caused certain senses to be
chosen are also witten in the statistics output
file. Another file is witten which records the
rul es

whi ch were used.

The parallel texts are represented in an inverted

file format, using the follow ng input files:

<stt> This file amunts to a source-target
di ctionary. Each source and target word
are assigned an index. Each source word

has 8 ( POLYSEEM possi bl e t ar get
transl ati ons. For each one, their is an 8-
byte structure, the first 4 bytes of which

are the index of target word.
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<slin>

<s| x>

<tlin>

<t| x>

<st bl >

<sdex>

185

This is a representation of the source
docunent in which each source word has
been replaced by its 4-byte index. Each
segnent ends with a NULL

This is an index into the <slin> file. It
is sinply an array of pointers into the
<slin> file. The nth 4-byte word in the
file points to the nth segnent of the
source text in <slin>.

This is a representation of the target
text simlar to <slin>.

This is an index into <tlin> simlar to
<sl x>.

This lists, for each source word, the
lines in which each of 1its instances
occurs; each line is a 4-byte nunber. | f
a source word occurs nore than once in the
sanme |line, the line nunber occurs the sane
nunber of tinmes in this file. The 1i st
for each source word is NULL term nated.
This is an index into <stbl>. It is an
array, the nth position of which points to
the postion in <stbl> where the list for

t he source word with index n begins.
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<swd>

<SWX>

<t wd>
<swd>.
<t Wx>

Qutput fil

<orul >

<ostat >

186

This is a list of source words, each one
termnated by a 0 byte.

This is an index into <swd>. It is an
array of nuseum structures, the nth
position of which points to the position
in <swd> where the word starts (the freq

field is not used).

This is a list of target words, Ilike
This is an index into <twd>, |ike <swx>.
es are:

This is a set of contextual rules, in the
form

A <TAB> B <TAB> C
where A is the anbiguous word, B is the
context word, and C is the correct target
translation of A, If Bis
<CNTRL- A><CNTRL- A>, C is the default
transl ation of A
This lists each anbiguous word in the
source text, how many tinmes it was

correctly resolved divided by its total
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<wndw>

<in>

<dbg>

187

nunber of instances, and the percentage
correct. A cunul ative total is given at

the end of the file.

paraneters are:

This is the context w ndow. If it is b5,
five words on either side of the anbi guous
word are processed. If it is O, all words
in the segnment are used as context.

This optional file is a file in the sane
format as <orul> which is used as the
contextual rules for processing.

This is a debug level, with three digits
of significance XYZ If Y=1, the Weiss
algorithm is wused; if there is no input
file, the text Is used to train;
otherwi se, the text is tested. If there
is an input file, the first X0% of the
segnments of source and target data are
ignored, and the rest is used to test on.
If there is no input file, the first X0%
is used. Z determ nes how many debugs are

shown.
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#i ncl ude <stdio. h>
#i ncl ude <dos. h>
#i ncl ude <string. h>

#define YUP 1
#defi ne NOPE O

#defi ne POLYSEEM 8
#defi ne MAXLI NLN 4000

188

/* maximum|line length for context segnents */

#defi ne MAXNSTNC 1000

/* maxi mum nunber of word instances in text

#defi ne NELFUB 200
[* buffer length */

#i f defined(0S2)
#defi ne | NCL_BASE
#i ncl ude <0S2. H>
#endi f

typedef struct wax {
| ong freq;
| ong wdof f;
} museum
[* structure for index files */

t ypedef struct {
| ong phil pos;
/* file position of a source line */
| ong answer;
/* index of correct target sense */
i nt sent pos;
/* position in the source sentence */
} NI NSTANG,

char *lnsent, *calloc(), huge *halloc();

FILE *O p, *Nfp, *I fp,*Sstfp, *Sl xfp,*Slinfp
FI LE *Tl xf p, *Tl i nf p, *Sdexf p, *St bl f p;
FI LE * Swxf p, * Swdf p, * Twxf p, * Twdf p;

int Showt;
/* debug | evel */
int Wndow,
/* nunber of words on each side to use as

188
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context; if 0, use whole segnents */
int Frumafil;
[* true if there is an input file */
int Efil;
[* true if end of input file was reached */
int Wi steki;
/[* true if operation in Wiss rule node */

| ong Ssttot, Sl xtot, Slintot, Tl xtot, Tlintot;
| ong Sdextot, St bltot, Swt ot, Swdt ot , Twxt ot , Twdt ot ;
/* sizes of input files */
| ong | nst op;
/[ * nunber of instances of the anbi guous word */
l ong Tri de;
/* nunber of trials */
| ong Bl ode;
/* nunber of errors */
| ong *Zazzoo;
[* for recording |ocal context */
| ong I nkey, I ncon, Intar;
/* input source, context, and target words */
| ong Devaul t;
/* default translation target word index */
long Lowin, Hlin;
/* low and high line in input text to consider
*
/
| ong Zonk[ POLYSEEM ;
/* records target translations w th nost
frequent first */

NI NSTANC * | nst ant s;
/* array recording instances of the current
anbi guous word in the source text */

| ong huge *Ssttab, huge *Sl| xtab, huge *Sli nt ab;
| ong huge *TI xt ab, huge *Tl i nt ab;
| ong huge *Sdext ab, huge *St bl tab, huge *Wei st abl ;
museum huge *Swxt ab, huge * Twxt ab;
char huge *Swdt ab, huge *Twdt ab
[* input file arrays */
mai n( argc, ar gv)
int argc;
char *argv[];

short func, prcent;
#i f defined(0S2)

Vi 0Set Ansi (1, 0);
#endi f
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if (argc<9)

printf("\nweissrul
<dbg><or ul ><ost at ><st t ><sl| x>") ;

printf("<slin><tlx><tlin>");
printf("\n <sdex><stb|><smm><smd><tmu>");
printf("<twd><wndw>(<in>)");
printf("\n <dbg> = 1, no <in>
printf("show stats using nost frequent only );
printf("\n <dbg> = 11, no <in> ")
printf("learn Weiss rul es” )
printf("\n <dbg> = Xyz, no <in> ")
printf("do above to first X0% of dat a
lines", 37);

printf("\n <dbg> = Xyz, with <in>
printf("do belowto all but first X0% of data" )
printf(" |ines", 37);
printf("\n <dbg> = 11, with <in> ")
printf("apply Weiss rules");
printf("\n <dbg> = 1, with <in> ")
printf("apply rules using tally");
printf("\n <wndw> = n use wi ndow of ");
printf("n words on each S|de );
printf("\n <wndw> =0 ");
printf("use whole line as context");

exit(1);

}

cls();

pos(1,1);

Showit = O;

if (sscanf(argv[1],"%l", &Show t) ==0)

printf("\n\nNo debug level in command line: ");
printf("try again");
exit(1);
}
prcent = Show t/100;
/* percentage of file to learn on */
Showit % 100;
Wei steki = Show t/ 10;
/* Weiss nmethod or counting nethod */
Showit % 10;
if (Showit<0 || Showi t>5)
Showit = O;
if ((Op=fopen(argv[?2],"w'))==NULL)
{
printf("Error opening output file %", argv|[2]);
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gueeut (1) ;
if ((Nfp=fopen(argv[3],"w'))==NULL)

printf("Error opening input file 9%",argv[3]);
gueeut (1) ;

i ndat (argc, argv);
/[* read in input files */

makary();
/* allocate and initialize arrays */
Lowin = 1L;

Hlin = SlIxtot;
if (prcent!=0)

if (Frumafil)

Lowin = ((long )prcent*Sl xtot/10L) +1L;
el se

Hlin = (long )prcent*Sl xtot/10L

/[* determ nes which section of the text to use
*/
| esdoit();
fcloseall ();
}

/***************************************************

This routine reads in the input files for the
paral l el texts.

kkhkhkkhhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkikkihkhkkihkikk%k*x

/

i ndat (filnumfil nans)
int filnum

char *filnams[];

{

FILE *ri popen();

| ong about now,

Sstfp = ripopen(filnans[4], &bout now,
&1 ong huge * )Ssttab, YUP)

Ssttot = aboutnow (sizeof(long));

Sl xfp = ripopen(filnans[5], &bout now,

&(1 ong huge * ) Sl xt ab, YUP)

about now (si zeof (1 ong));

ri popen(filnans[ 6], &bout now,

&(1 ong huge * ) Slintab, NOPE)
Slintot = aboutnow (sizeof(long));
Tl xfp = ripopen(fil nanms[7], &bout now,

Sl xt ot
Slinfp

191



r

r

&(
Tl xt ot
TIinfp

ripo
&(
Tlintot = abo
Sdexfp = ripo
&(

Sdext ot = abo
Stblfp = ripo
&(

Stbltot = abo
Swxfp = ripop
&(

| ong huge * ) TI xt ab, YUP);

about now (si zeof (1 ong));

pen(fil nanms[ 8], &bout now,
ong huge * ) Tlintab, NOPE);
ut now (si zeof (1 ong));
pen(fil nanms[ 9], &bout now,
ong huge * ) Sdext ab, YUP);
ut now (si zeof (1 ong));
pen(fil nans[ 10], &about now,
ong huge * ) Stbltab, NOPE);
ut now (si zeof (1 ong));
en(filnanms[ 11], &bout now,

| ong huge * ) Swxt ab, YUP);

Swxt ot = about now (si zeof (nmuseun) ) ;

Swdf p

popen(fil nans[ 12], &bout now, &Swdt ab, YUP) ;

Swdt ot = about now (si zeof (char));

Twxfp = ripop
&( |

en(fil nanms[ 13], &bout now,
ong huge * ) Twxt ab, YUP);

Twxt ot = about now (si zeof (museum ) ;

Twdf p

popen(fil nans[ 14], &bout now, &Twdt ab, YUP) ;

Twdt ot = about now (si zeof (char));

if (sscanf(filnans[15],"%l", &N ndow) ==0)

W ndow = 5;
if (WndowO
W ndow = 5;

i
{

if ((Ifp=fopen(filnanms[16],"r"))==NULL)

printf("Error opening input file %",

|| W ndow>=MAXLI NLN)

f (filnun>16)

[16]);

filnans
gueeut (1)

| nkey = OL;
| ncon = OL;
Intar = OL;
Efil = NOPE;
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Frumafil = YUP;

/* set up to read input file for rules */
}
el se

Frumafil = NOPE

if (TIxtot!=Slxtot)
{
printf("\n\nFatal: Source and Target have the

printf("different nunmber of |ines");
gueeut (1) ;

}

/***************************************************

This routine reads one input files into nenory.

kkhkkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkhkihkhkkikkikk%x*x

/

FILE *ri popen(filnamsiz,ptr,readit)
char *fil nam
char huge **ptr;
| ong *si z;
int readit;
{
FILE *fp
l ong curptr=0L,ftell();
if ((fp=fopen(filnam"rb"))==NULL)

printf("Error opening input file %", filnam
gueeut (1) ;

}
if (fseek(fp,OL, SEEK END)! =0)

printf("Error sizing input file %",filnam;
gueeut (1) ;

i}f ((*siz=ftell (fp))==-1L)

printf("Error neasuring input file 9%",filnanm;
gueeut (1) ;

if (fseek(fp,OL, SEEK SET) ! =0)
printf("Error posi tioning i nput file

%", filnam
gueeut (1) ;
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if (readit)

if ((*ptr=(char huge *)
(long huge * )halloc(*siz+2L, 1)) ==NULL)

printf("\nError allocating nenory for file ");
printf(" "'9%"",filnam;
gueeut (1) ;

clearerr(fp);

for(;!feof (fp) & !ferror(fp);curptr+=512L)
fread((char * )& *ptr)[curptr],512,1,fp);

if (ferror(fp)!=0)

{
printf("Error reading input file %", filnam
gueeut (1) ;

} Eeturn(fp);

/***************************************************

This routine allocates and initializes arrays.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/
makary()
if ((lInsent=call oc(NELFUB, sizeof (char)))==NULL)

printf("\'nNot enough room for |nput Buffer");
gueeut (1) ;
}
if ((Zazzoo=
(long * )call oc( MAXLI NLN, si zeof (1 ong))) ==NULL)

{
printf("\nNot enough roomfor Zazzoo array");
gueeut (1) ;

}

if ((Weistabl =
(1 ong huge *

) hal I oc( Swxt ot , si zeof (1 ong) ) ) ==NULL)

printf("\nNot enough roomfor trigger array");
gueeut (1) ;
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if ((I'nstants=(N NSTANC huge * )
hal | oc( (1 ong
) MAXNSTNC, si zeof (NI NSTANC) ) ) ==NULL)

printf("\nNot enough room for Weiss Link
array");
gueeut (1);

}

/***************************************************

This routine starts reading a file at a given
posi tion.

kkhkkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkhkihkhkkikkikk%x*x

/

| ong tabl oi d(eon,fp)
| ong eon;
FILE *fp

| ong chi me=0L, t abri dges();

if (fseek(fp, eon, SEEK _SET) ==0)
chime = tabridges(fp);

clearerr(fp);

return(chine);

}

/***************************************************

This routine continues reading a file at a given
posi tion.

kkhkhkkhhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkikkihkhkkihkikk%k*x

/

| ong tabridges(fp)
FI LE *fp;
{

| ong j ohn;
fread( & ohn, 4,1, fp);
if (ferror(fp) || feof (fp))
clearerr(fp);

john = OL;

return(john);
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/***************************************************

This is the standard error exit routine.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/

gueeut (oot)
int oot;

fcloseall ();
exit(oot);

/***************************************************

This routine pauses display for user input.

kkhkkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkhkihkhkkikkikk%x*x

/
contin()

char dum

pos(23, 77);

printf("~");

pos(23, 77);

printf(" ");

dum = toupper ((getch() &xFF)) ;

if (dume="x" || dum=="X ) queeut(0);

/***************************************************

This routine clears a line on the screen.

kkhkhkkhhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkikkihkhkkihkikk%k*x

/

clreol (row, col)
int row, col
i
int i;
if (row<O || row=25 || col<1 || col >80)
return;
pos(row, col);
i =81 - col;
whil e(i--)
printf(" ");
pos(row, col);
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/***************************************************

This routine is the heart of the processing. For
each anbiguous word, instances in the text are
| ocated and correct target translations determ ned.
Tryit is called to train or test each occurrence.
Success rates are then witten to the statistics
file, and contextual rules are witten to the rule
file.

kkhkkkhkhkhkkhhkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkkihkhkkihkikhk%k*x

/
| esdoit()
{

short poof, linlen, sentpos, show z;
short showai nt, f oopl e, mount ai n, maj esty;
| ong tinmenow, ti mewas, zoot 1, woi d1, woi d2;
| ong kookl, kook2, oozzaz, tzaz, answer, m st ooks;
| ong zcnt [ POLYSEEM, zl i ncnt [ POLYSEEM ;
cls();
pos(7,33);
printf("Weissrul Progrant);
Tride = OL;
Bl ode = OL;
for (woi d1=1L; woi d1<Swxt ot ; woi d1++)
[* for each word in the dictionary */
{

for (woi d2=1L; woi d2<Swxt ot ; woi d2++)
Wei st abl [ woi d2] = OL;
/* clear the rule table */
zoot 1 = 2* POLYSEEM (woi d1-1);
f or (poof =0; poof <POLYSEEM poof ++)
if ((Zonk[poof]=
Ssttab[ zoot 1+(1 ong ) (2*poof)])==0L)
br eak;
[* put the possible translations in Zonk
*/
f oopl e = poof;
/[ * nunber of senses */
if (foople<=1)
conti nue;
if (Showit)

clreol (12, 48);
pos(12, 29);
printf("Source word %ld = %",
woi d1, &Swdt ab[ Swxt ab[ woi d1] . wdof f]);
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el se

pos(12, 38);
printf ("%l d", woidl);

f or (poof =0; poof <f oopl e; poof ++)
zcnt [ poof] = OL;
for(ti menow=t abl oi d( Sdext ab[ woi d1-1L], St bl fp);
ti menow! =0L; ti menow=t i mewas)
/* 1 ook at each line containing the
anbi guous word */

kookl = 1L;

for(ti mewas=tabridges(Stblfp);tinenow==tinewas;)

ti menow = ti nmewas;
ti mewas = tabridges(Stblfp);
kook1++;
}
if (timenow<Lowlin || timenowsHilin)
conti nue;
/* only consider lines in the specified
range */

f or (poof =0; poof <f oopl e; poof ++)
zl i ncnt[ poof] = OL;
for(oozzaz=t abl oi d( Tl xtab[ ti menow 1L], Tl i nf p);
oozzaz! =0L;
oozzaz=t abri dges(Tlinfp))

f or (poof =0; poof <f oopl e; poof ++)
i f (Zonk[ poof] ==00zzaz)
zl i ncnt [ poof | ++;

/* count translations in the correspondi ng
target line */
f or (poof =0; poof <f oopl e; poof ++)
if (zlincnt[poof]==kookl)
zcnt [ poof] += kookl,
/* accunul ated target sense frequencies */

f or (mount ai n=0; nount ai n<f oopl e; nount ai n++)
/* sort Zonk by frequency */
{

for (maj est y=nount ai n+1; maj est y<f oopl e; maj est y++)
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if (zcnt[mj esty]>zcnt[ nountain])

00zzaz = Zonk[ maj esty];
Zonk[ maj esty] = Zonk[ nount ai n];
Zonk[ mount ai n] = oozzaz;

kookl = zcnt[maj esty];

zcnt[maj esty] = zcnt[ nount ai n];
zcnt [ nount ai n] = kookl1;

}
}

}
I nstop = OL;
show z = NOPE
for(timenow=t abl oi d( Sdext ab[ woi d1-1L], St bl fp);
ti menow! =0L; ti menow=t i newas)
/[* go back through source text and

det erm ne
i nstances of the anbi guous word and the
correct target translation of each */
if (show z)
br eak;
kookl = 1L;
for(ti mewas=tabridges(Stblfp);tinenow==tinewas;)
{
ti menow = ti nmewas;
timewas = tabridges(Stblfp);
kook1++;
}
if (timenow<Lowlin || timenowsHilin)
conti nue;

f or (poof =0; poof <f oopl e; poof ++)
zl i ncnt[ poof] = OL;
for(oozzaz=t abl oi d( Tl xtab[ti menow 1L], Tl i nf p);
oozzaz! =0L;
oozzaz=t abri dges(Tlinfp))

f or (poof =0; poof <f oopl e; poof ++)
i f (Zonk[ poof] ==00zzaz)
zl i ncnt [ poof | ++;
}
}

mountain = -1;
f or (poof =0; poof <f oopl e; poof ++)
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if (zlincnt[poof]==kookl)

nmount ai n = poof ;
tzaz = Zonk[ poof];

br eak;
} }
[* find a translation that occurred the
same
nunber of tinmes as the ambi gous word */
i f (nountai n==-1)
conti nue;
[* if there is none, skip the source line
*/

f or (poof =nmount ai n+1; poof <f oopl e; poof ++)

if (zlincnt[poof]==kookl)
zcnt [ poof] -= kookl;

/* alter total frequencies by elimnating
incorrect translations */
for(linlen=0,Zazzoo[ 0] =
t abl oi d( Sl xt ab[ ti menow 1L], Sli nfp);
Zazzoo[linlen]!=0L && |inlen<MAXLI NLN; )

i nl en++;
Zazzoo[linlen] = tabridges(Slinfp);

/[* put the whole source line in nmenory */
for (sent pos=0; sent pos<l i nl en; sent pos++)

i f (Zazzoo[ sent pos] ==woi d1)
if (Instop<(long ) MAXNSTNC)

I nstant s[ I nstop] . phil pos =

Sl xt ab[ti menow 1L] ;
| nst ant s[ | nst op] . sent pos = sent pos;
| nst ant s[ | nst op++] . answer = tzaz;

/* record instances of the anbi guous
word, the file position of the
source line, and the correct
target translation */

}

el se

pos(21, 2);

200



201

printf("Skipping instances of '%'",
&Swdt ab[ Swxt ab[ woi d1- 1L] . wdoff]);
show z = YUP
br eak;
}
}
}

}
Devault = OL;
if (Frumafil)
weedi t (woi d1) ; /* read initial rules */
if (!Devault)
Devault = Zonk][ 0] ;
[* if input file has not set a
def aul t
transl ati on, choose the sense that
is nost frequent in the text */
tryit(foople, (Wisteki && !Frumafil),woidl);
/* train and test */
fprintf (O p,"\n% %",
&Swdt ab[ Swxt ab[ woi d1] . wdof f ],
&Twdt ab[ Twxt ab[ Zonk[ 0] ] . wdof f]);
for (kookl=1L; kook1<Swxt ot ; kook1l++)
/* wite it out */

if ((tzaz=Wei stabl[kookl])>0)
fprintf (O p,"\n% ¥s 8",
&Swdt ab[ Swxt ab[ woi d1] . wdof f ],
&Swdt ab[ Swxt ab[ kook1] . wdof f ],
&Twdt ab[ Twxt ab[ t zaz] . wdof f]);

}

pos(14, 33);

printf("Errors %1 d", Bl ode);
pos( 15, 33);

printf("Trials %1d", Tride);
if (Tride)

pos(16, 33);
printf("Correct %f %",
(fl oat ) (Tri de- Bl ode) *100. O/ (f | oat
) Tride, 37);

}
if (Tride)
fprintf(Nfp,"\n\nCorrect %f %",
(float )(Tride-Bl ode)*100.0/(float )Tride, 37);
pos(24,1);
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/***************************************************

This routine trains and tests the rules. See
section 2.2.7 for the Wiss training nethod. The
i mredi ate cont ext of each anbiguous word is
exam ned. If in Wiss node, the trigger word
near est t he anbi guous wor d det erm nes t he
hypot hesi zed sense. (O herwise, all trigger words in
the context are counted, and the sense wth the
hi ghest score wins; if there is a tie, the sense
with the highest frequency anong those that tied is
chosen.

kkhkkkhkhkhkkhhkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkkihkhkkihkikhk%k*x

/

tryit(foople,learn, woid)
| ong woi d;
int foople,learn;

i nt show z, m st ooks, poof, offit, drect;
int linlen,topsy,toivy, sentpos, woi dpos;
| ong ti nmenow, answ, answer ;
| ong oozzaz, zcnt [ POLYSEEM , bescnt ;
show z = YUP
/* keep training until no new rules can be
added */
whi | e(show z)

show z = NOPE
m st ooks = OL;
for(ti mnow=0L; ti menow<l nstop; ti menow++)

if (!Weisteki)
f or (poof =0; poof <f oopl e; poof ++)
zcnt [ poof] = OL;
/[* initialize trigger count to 0 */
for(linlen=0,Zazzoo[ 0] =

tabl oi d(I nstant s[ti nenow] . phil pos, Sli nfp);
Zazzoo[linlen]!=0L && |inlen<MAXLI NLN; )

i nl en++;
Zazzoo[linlen] = tabridges(Slinfp);

/* read source line into nmenory */
sent pos = Instants[tinenow .sent pos;
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toivy = (W ndow)
? ((sent pos- W ndow>=0)
? (sent pos- W ndow)
0
)
. 0;
topsy = (W ndow)
? ((sent pos+W ndow<l i nl en)
? (sent pos+W ndow)
:linlen-1
linlen - 1;
/[* determine limts of context */
answer = Instants[tinmenow .answer;

/* correct target sense */
for(offit=1;of fit<MAXLINLN; of fit++)

if (sentpos-offit<toivy &%
sent pos+of fit >t opsy)
br eak;
/* ignore words outside specified context
*/
for(drect=-1;drect<2;drect +=2)
/* ook at context words in the order
... 9753 1A246 810 ..
where A is the anbi guous word,
begi nni ng

{
woi dpos = sent pos+drect*offit;
i f (woidpos<toivy || woidpos>topsy)
conti nue;
i f (o0ozzaz=Zazzoo[ woi dpos])

with context word 1 */

if ((answ=Wei st abl [ oozzaz] ) >0L)
/[* used in arule */

if (!Weisteki)

f or (poof =0; poof <f oopl e; poof ++)
i f (Zonk[ poof ] ==answ)
zcnt [ poof | ++;
/[* if not in Weiss node, sinply
count trigger words */
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el se if (answ==answer)
/[* right answer */

drect = 0;
[/ * doubl e break */
offit = MAXLI NLN;

else if (learn)

/* delete the wong rule, and
add the context word to the
exclusion list in training

*
/

Wei st abl [ oozzaz] = -1L
show z = YUP
/* a change nmeans continue */
}

el se
/* test node, got wong answer
*/

drect = 2;
[/ * doubl e break */
offit = MAXLI NLN;

}

}
else if (learn &% answ==0 &&
answer ! =Devaul t)

Wei st abl [ oozzaz] = answer;
/* not used in a rule yet
and not default, so record
t he
ri ght answer */
showi z = YUP
drect = O;
[ * doubl e break */
offit = MAXLI NLN;

}
}
}

}
if (!Weisteki)
{
answ = Devaul t;

bescnt = OL;
f or (poof =0; poof <f oopl e; poof ++)
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if (zcnt[poof]>bescnt)

bescnt = zcnt[ poof];
answ = Zonk|[ poof ] ;

}

/[* find the sense with the nost triggers
*/
if (answ =answer)
m st ooks++;
/* record if an error */

}

el se

if (drect==3)
answ = Devaul t;
/* if no triggers were found, use default
*
/
if (drect!=2 && answ =answer)
m st ooks++;
/* record an error in Wiss node */

}
}

Tride += | nstop;
Bl ode += m st ooks;
if (Instop)
fprintf(Nfp,"\n% %d/ %vd %%",
&Swdt ab[ Swxt ab[ woi d] . wdof f ],
| nst op- m st ooks, | nst op, 37,
(fl oat ) (I nst op- m st ooks) *100. O/ (f | oat
) I nstop) ;
}

/***************************************************

This routine reads in the context rule file.
The format is
A <TAB> B <TAB> C <TAB>
where A is the anbi guous source word,
B is context source word,
and Cis the target translation that is
correct for A when near B

kkhkkkhkhkhkkhhkkhkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkhhkihkhkkihkikk%k*x

/

weedi t (woi d)
| ong woi d;
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char *frog;
 ong gt ndx();
if (Inkey==woi d)

Wei stabl [Incon] = Intar;
if (Incon==0L)
Devault = Intar;
}
if (VEfil)

whi | e(fgets(Insent, NELFUB-1, | fp)!=NULL)

if (Insent[strlen(lnsent)-1]=="\n")
Insent[strlen(lnsent)-1] = "\0";
if (strlen(lnsent)<=0)
conti nue;
frog = strtok(lnsent ");
i f ((Inkey gtndx(frog Smmtot Swxt ab, Swdt ab) )
=Swxt ot )

fprintf(Nfp,"\n Unknown key %", frog);
| nkey = -1L;

}
frog = strtok(NULL,"
i f ((Incon gt ndx(frog, Smmtot Swxt ab, Swdt ab) )
=Swxt ot )

{

fprintf(Nfp,

"\'n Unknown context word %", frog);
| ncon = -1L,;

}

frog = strtok(NULL," ")

i f ((Intar =gt ndx(frog, Tmmtot Twxt ab, Twdt ab) )
=Twxt ot )

{
fprintf(Nfp,
"\n Unknown translation %", frog);
Intar = -1L;

}
i f (Inkey==woi d)
if (Incon>=0L && | ntar>=0L)

Wei stabl [Incon] = Intar;
if (Incon==0L)
Devault = Intar;
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else if (Inkey>woid)
br eak;
}
if (feof(I1fp))
Efil = YUP;
else if (ferror(lfp))
{

fprintf(Nfp,"\n\nRead error on input file");
pos(8, 11);
printf("Read error on input file");
gueeut (1) ;
}
}
}

/***************************************************

Gven a string, this routine determnes its index in
a given sorted index |ist.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/

| ong gt ndx(synbol , ndxt ot, ndxt ab, wdt ab)
char *synbol , huge *wdt ab

| ong ndxtot;

museum huge *ndxt ab;

i nt cond;
| ong | ow=0L, hi gh=(ndxtot-1L), m d=0L;
whi | e (| ow<=hi gh)

md = low + (high-1ow)/2L
if ((cond=

strcnp(synbol , &t ab[ ndxt ab[ m d] . wdof f])) <0)
high = md - 1L;
el se if (cond>0)
low = md + 1L;
el se
return(md);

return(ndxtot);

}
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Appendi x C
A PROGRAM FOR CREATI NG A SEMANTI C COOCCURRENCE
NETWORK

This program trains a neural network based on
cooccurrence data. The nunber of input, hidden, and
output wunits is specified on the conmmand Iine.
Training is based on two files, a pattern file, and

a pattern index file.

The pattern file consists of a [list of
patterns. Each one is conposed of two lists. The
first list is a list of indexes of source words.
The second list is a list of indexes of target

words; correct target senses are positive, and
incorrect ones are negative. Each list ends wth a
0. The pattern index file points to the beginning
of a pattern given its pattern nunber

The network is trained by setting input units
corresponding to the indexes of the source words to
have an activation of 1. Errors are generated when
the activations of output wunits corresponding to
correct target senses are not equal to 1, and those
corresponding to incorrect target senses are not

equal
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to O. The algorithm is based on the back
propogation program in the PDP software (MCelland
1988).

The network is trained once for each pattern
during each epoch. The patterns are pernuted before
each epoch, so that the training is in random order
during each epoch.

#i ncl ude <stdio. h>
#i ncl ude <dos. h>
#i ncl ude <string. h>

#i ncl ude <mat h. h>

#define YUP 1
#defi ne NOPE O

#i f defined(0S2)

#defi ne | NCL_BASE

#i ncl ude <0S2. B>

#endi f

#define rnd() ((float)rand()*3.0518507e-5)
#defi ne WRANGE 0. 8

#defi ne MOVENTUM 0. 9

#defi ne | HRATE 0.5

#defi ne HORATE . 08

char *W nnam *W ccnam *Wut nam
char *strdup(), *calloc(), huge *hal |l oc();

FILE *Owf p, *Qt ssfp, *Pxfp, *Pat fp, *Lfp, *I W p, *fopen();
int Showit,filinit,shobad;

| ong Epoch, Nepochs, Pxtot, Pattot;
| ong john,silver,flipper,Inps, H ded, Qups;

f | oat huge *Ihwts, huge *Hows, huge *bias, huge
*(Qdbi as, huge *1 hdw, huge *Hodw,
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fl
fl oat

| hl rat e, Hol r at e, Qbr at e, Hor at e, Monent um Tss, Pss;
| ong huge *Used,;

| ong huge *Pxt ab;

short huge *Patt ab;

voi d srand();
int rand();
long tinme();

mai n( argc, ar gv)
int argc;
char *argv[];

#i f defined(0S2)
Vi 0Set Ansi (1, 0);
#endi f

if (argc<14)

printf("\nwhinney <dbg><x><owt >");

printf (" <px><pat ><#i n><#hi d><#out ><#ep>");
printf("<i h><ho><hb><ob>(<iw>)");
exit(1);

/* <dbg> debug | evel
<> no | onger used

oat *Hacts, *Hbi as, *Hdbi as, *Hdel t a, *Herr, *Hnet i n;

210

<owt> output file of connection weights and

bi ases
<px> pattern index file
<pat> pattern file
<#in> nunber of input units
<#hi d> nunber of hidden units
<#out > nunber of output units

<#ep> nodulo of epochs on which to wite

t he
out put weights file
<i h> learning rate for input to hidden
units
<ho> learning rate for hidden to out put
units
<hb> learning rate for hidden biases
<ob> | earning rate for output biases

<iwt> file nane for initial connection

wei ghts and bi ases
*/
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cls();

pos(1,1);

Showit = O;

if (sscanf(argv[1],"%l", &Show t) ==0)

printf("\n\nNo debug |l evel in command line: ");
printf("try again");
exit(1)

}
if (Showit<O || Showi t>5)
Showit = O;
W ccnam = strdup(argv[?2]);
Wbut nam = strdup(argv|[3]);
i ndat (argc, argv) ;
/* read in the pattern files */

makary();

/* allocate and initialize arrays */
initwts();

/* initialize weights of connections */
| oooop();

[* tra the network */

in
fcloseall ();

/***************************************************

This routine reads in the pattern and pattern index
files, and the command |ine paraneters.

kkhkhkkhhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkkihkhhkhkihkhkhkkihkhkkikkikhk%x*x

/

i ndat (nunfil, fil nans)
int nunfil;
char *filnams[];

{

FILE *ri popen();
| ong about now,
Pxtp = ripopen(fil nanms[4], &bout now,
&(1 ong huge * )Pxtab);
about now (si zeof (1 ong));
ri popen(filnanms[5], &bout now,
&(short huge * )Pattab);
Patt ot = about now (si zeof (short));
Moment um = MOVENTUM
if (!sscanf(filnans[6],"%d", & nps) || |nps<lL)

Pxt ot
Patfp

printf("\nNunber of input units is illegal");
gueeut (1) ;
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}

[* nunber of input units */
if (!sscanf(filnans[7],"%d", &Hi ded) || Hi ded<llL)
{

printf("\nH ded unit nunber is illegal");
gueeut (1) ;
}

[ * nunmber of hidden units */
if (!sscanf(filnans[8],"%d", &ups) || Qups<lL)
{

printf("\nNunber of output units is illegal");
gueeut (1) ;

[ * nunber of output units */
if (!sscanf(filnans[9],"%d", &epochs) ||
Nepochs<1L)

printf("\nNepochs is illegal");
gueeut (1) ;

/* modul o of epochs on which to output weights
*/
if (!'sscanf(filnanms[10],"% ", & hlrate) ||
| hl rat e<0. 0)

printf("\nlhlrate is illegal");
gueeut (1) ;

/* learning rate for input to hidden units */
if (!sscanf(filnans[11],"% ", &Holrate) |
Hol r at e<0. 0)

printf("\nHolrate is illegal");
gueeut (1) ;

/* learning rate for hidden to output units */
if (!sscanf(filnans[12],"% ", &brate) |
Hor at e<0. 0)

printf("\nHorate is illegal");
gueeut (1) ;

/* learning rate for hidden biases */
i f (!'sscanf (filnanms[13],"% ", & bor at e) [ ]
Qorate<0.0) {
printf("\nQorate is illegal");
gueeut (1) ;
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/* learning rate for output biases */
if (nunfil>14)
{
W nnam = strdup(fil nanms[ 14]);
/[* file name for input weights and biases */
filinit = YUP;
}
el se
filinit = NOPE;
flipper = 100L;

213

/***************************************************

This routine allocates and initializes arrays.

kkhkkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkhkihkhkkikkikk%x*x

/
makary()
{
if (filinit)
bringiin(Wnnam ;
silver = | nps*H ded;

[
if ((I'hwts=(float huge *)(long huge *)

hal | oc(sil ver, si zeof (fl oat)))==NULL)
{

printf("\n\nQut of nenmory allocating ");
printf("lIH weights");
queeut (1) ;

/* input to hidden weights */
if ((I'hdw=(float huge *)(long huge *)
hal | oc(silver, sizeof (float)))==NULL)

printf("\n\nQut of nenory allocating ");
printf("lIH delta weights");
gueeut (1) ;

/[* input to hidden delta ternms */
silver = Qups*H ded;
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if ((Howts=(float huge *)(long huge *)
hal | oc(sil ver, si zeof (fl oat)))==NULL)

printf("\n\nQut of nenory allocating ");
printf("HO wei ghts");
queeut (1) ;

/* hidden to output weights */
if ((Hodw=(float huge *)(long huge *)
hal | oc(silver, sizeof (float)))==NULL)

printf("\n\nQut of nermory allocating ");
printf("HO delta weights");
queeut (1) ;

/* hidden to output delta ternms */
if ((Obias=(float huge *)(long huge *)
hal | oc(Qups, si zeof (fl oat))) ==NULL)

printf("\n\nQut of nenmory allocating ");
out put bi ases");
queeut (1) ;

[ * output biases */
if ((Cdbias=(float huge *)(long huge *)
hal | oc(Qups, si zeof (fl oat))) ==NULL)
printf("\n\nQut of nenory allocating ");
printf("output biases");
gueeut (1) ;

/* output bias delta terns */
if ((Hacts=(float *)(long *)

cal l oc((int)H ded, si zeof (fl oat)))==NULL)
printf("\n\nQut of nmenory allocating ");
printf("hidden activations");
gueeut (1) ;

/* hidden unit activations */
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if ((Hoias=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of nenmory allocating ");
hi dden bi ases");
queeut (1) ;

/* hidden unit biases */
if ((Hdbias=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of nermory allocating ");
printf("hidden biases");
queeut (1) ;

/* hidden bias delta terns */
if ((Hdelta=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of nermory allocating ");
printf("hidden biases");
queeut (1) ;

/* hidden activation delta terns */
if ((Herr=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of nermory allocating ");
printf("hidden deltas");
queeut (1) ;

[* error ternms for hidden units */
if ((Hnetin=(float *)(long *)
cal l oc((int)Hided, sizeof (float)))==NULL)
printf("\n\nQut of nenory allocating ");
printf("hidden net |nps");
gueeut (1) ;

/* net input for hidden units */
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if ((Used=(long huge *)
hal | oc( Pxtot, si zeof (1 ong))) ==NULL)

printf("\n\nQut of menory allocating ");
printf("pernutation table");
gueeut (1) ;

/* pernmute array for pattern nunbers */

/***************************************************

This routine reads a pattern or pattern index file
into menory.

kkhkkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkhkihkhkkikkikk%x*x

/

FILE *ri popen(filnamsiz,ptr)
char *fil nam
char huge **ptr;
| ong *si z;
FILE *fp
l ong curptr=0L,ftell();
if ((fp=fopen(filnam"rb"))==NULL)

printf("Error opening input file %", filnam
gueeut (1) ;

if (fseek(fp,OL, SEEK END)! =0)

printf("Error sizing input file %",filnam;
gueeut (1) ;

if ((*siz=ftell (fp))==-1L)

printf("Error neasuring input file 9%",filnanm;
gueeut (1) ;

}
if (fseek(fp,OL, SEEK SET) ! =0)
printf("Error positioning input file %",

filnam
gueeut (1) ;
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it o((* ptr—(char huge *)(l ong huge * )
hal | oc(*si z+2L, 1) ) ==NULL)

printf("\nError allocating nenory ");
printf("for file "% ",filnam;
gueeut (1) ;

clearerr(fp);

for(;!feof (fp) & !ferror(fp);curptr+=512L)
fread((char * )& *ptr)[curptr],512,1,fp);

if (ferror(fp)!=0)

{
printf("Error reading input file %", filnam
gueeut (1) ;

} return(fp);

/***************************************************

This is a standard error exit routine.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/
gueeut (oot)
int oot;

fcloseall ();
exit(oot);

/***************************************************

This routine pauses for user input.

kkhkkkhhkhkkhhkkhkkhhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkkihkhhkhkihkhkkhhkihkhkkikkikhk%k*x

/
contin()

char dum

pos(23, 77);

printf("~");

pos(23, 77);

printf(" ");

dum = toupper((getch()&DxFF))

if (dume="x" || dum=="X) queeut(O);
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/***************************************************

This routine clears a line on the screen.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/

clreol (row, col)
int row, col
i
int i;
if (row<O || row=25 || col<1 || col >80)
return;
pos(row, col);
i =81 - col;
whil e(i--)
printf(" ");
pos(row, col);

}

/***************************************************

This routine initializes weights and biases and
delta terns. Delta terns are initialized to O.
Either weights and biases are read in from the
wei ghts input file, or biases are set to 0, and
wei ghts are set to random nunbers between -0.5 and
0. 5.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/
initwits()

i nt oogl e;

| ong nose;

fl oat al one;

unsi gned seed;

printf("\nThis programis partly based on ");
printf("software with the follow ng note");
printf("\n Copyright 1987 by Janes L. ");
printf("MCelland and David E. Runel hart.");

Epoch =
srand( (unsigned)ti me(NULL));
seed = (unsigned)rand();
srand(seed);
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seed = (unsigned)rand();
srand(seed);

silver = Hi ded*I nps;

for (j ohn=0L; j ohn<si | ver;j ohn++)

| hdw{ j ohn] = 0. 0;
i f (j ohn/ 1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);

I3 .

silver = Hi ded*Qups,;

for(j ohn=0L; j ohn<si |l ver;john++)

Hodw{ j ohn] = 0. 0;
i f (john/1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);
} o
if ('filinit)
{
silver = Hided*I nps;
al one = 0.0;
nose = Hided;
for (j ohn=0L; j ohn<si | ver;j ohn++)
| hwt s[john] = ((float) (WRANGE)) * (rnd()-.5);
al one += I hwt s[j ohn];
if (!--nose)
if (al one>1.0)
alone = (float )sqrt((double )alone);
f or (nose=j ohn- H ded+1; nose<j ohn; nose++)
| hwt s nose] /= al one;

nose = Hi ded;
al one = 0.0;

}
i f (j ohn/ 1000L* 1000L==j ohn)

pos(11, 37);
printf ("%l d",john);
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silver = Hi ded*Qups,;
for(j ohn=0L; j ohn<si |l ver;john++)

Howt s[j ohn] = (f1 oat) (WRANGE) * (rnd()-.5);

i f (john/1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);

}

silver = Qups;
for(j ohn=0L; j ohn<si |l ver;john++)

Qdbi as[j ohn] = 0. 0;
i f (john/100L*100L==j ohn)

pos(13, 37);
printf ("%l d",john);
} o
if (Ifilinit)
for(j ohn=0L; j ohn<si | ver;john++)

Qoi as[john] = 0.0;
i f (john/1000L*1000L==j ohn)

pos(13, 37);
printf ("%l d",john);

}
}
f or (oogl e=0; oogl e<(i nt) H ded; oogl e++)
Hdbi as[ oogl e] = 0.0;
pos(15, 37);
printf ("%l d",john);
}
if (!Ifilinit)
f or (oogl e=0; oogl e<(i nt) H ded; oogl e++)
Hbi as[ oogl e] = 0. 0;

pos(15, 37);
printf ("%l d",john);
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}

/***************************************************

This routine randomy pernutes the order in which

patterns will be used in the next epoch to train the
net wor k.
kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x
/

per mut e()

long feller,yeller,beller;

for(feller=0L;feller<Pxtot;feller++)
Used[feller] = feller;

for(feller=0L;feller<Pxtot;feller++)

yel | er = (long)(rnd() * (Pxtot-feller) +
feller);

beller = Used[feller];

Used[feller] = Used[yeller];

Used[yel l er] = beller;

}

/***************************************************

This routine conputes the activation of a unit,
based on the net input to that unit.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/

float logistic (x)
/* copied from PDP bp.c */
float x;

double exp ();
if (x > 11.5129)
return(.99999);
el se
if (x < -11.5129)
return(.00001);
el se
return(1.0 / (1.0 +
(float) exp( (double) ((-1.0) * x))));

}

/***************************************************
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This is the main training routine. During each
epoch, wuse each pattern to wupdate weights and
bi ases.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/
| oooop()

fl oat inpetus, acticus,logistic();

fl oat oerr,delta, dw ght, scal ar, gutter;

| ong curin, curout, curpat, cur, row, goseek;
| ong absout, wi ndex, gi ndex;

cls();

pos(6, 31);

printf("Quiet! I'mthinking!");

shobad = NOPE

row = Hi ded;

Tss = 0.0;
if (Show t>2 && (Lfp=fopen("hors.Ist","w"))
==NULL)

printf("Error opening output file hors.lst");
gueeut (1) ;

for(;; Epoch++)

pos(12, 37);
printf ("%l d", Epoch);
Tss = 0.0;
pernute();
/* randomy order patterns */
f or (j ohn=0L; j ohn<Pxt ot ; j ohn++)

[* for each pattern */
Pss = 0.0;

menset (Hacts, 0, ((i nt)Hi ded) *si zeof (fl oat));

menset (Herr, O, ((int)H ded)*si zeof (fl oat));

menset (Hdel ta, O, ((int)H ded)*si zeof (fl oat));
/[* initialize hidden activations, errors,

and delta terns */

mencpy(Hnetin, Hoi as, ((int)H ded)*si zeof (fl oat));
t he hi dden bi ases */
cur = curpat = Pxtab[Used[john]]/2;
/[* current pattern nunmber */
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for(curin=(long)Pattab[cur++];
curin! =0L; curi n=(1 ong) Patt ab[ cur ++])

if (curin>nps || curin<=0L)
conti nue;

gi ndex = (curin-1L)*row,

f or (goseek=0L; goseek<r ow, goseek++)
Hnet i n[ goseek] += | hwt s[ gi ndex++] ;

/* calculate inputs to hidden units
*/
f or (goseek=0L; goseek<r ow, goseek++)
Hact s[ goseek] = | ogi stic(Hnetin[goseek]);
/* cal cul ate hidden activations */
for(curout=(long)Pattab[ cur++];
curout ! =0L; cur out =(1 ong) Pat t ab[ cur ++] )
{

absout = (curout>0L) ? curout : -curout;
absout -= 1L;
i f (absout >=Qups)
conti nue;
i npetus = Cbi as[ absout];
/[* initialize output unit net input
to
current value of output bias */
gi ndex = wi ndex = absout *row,
f or (goseek=0; goseek<r ow, goseek++)
i npet us += Howt s[ gi ndex++] *
Hact s[ goseek] ; /* accunul ate input to
out put unit */
acticus = logistic(inpetus);
/[* output unit activation */
oerr = ((curout>0L) ? 1.0 : 0.0) - acticus;
[* output unit error */
if (Showt>2 && (oerr>0.5 || oerr<-0.5))
fprintf(Lfp,"%ld %d 9. 8g\ n",
Used[j ohn], curout, oerr);
Pss += oerr*oerr;
/* add squared error to partial sum
of
squares */
delta = oerr*acticus*(1l.0-acticus);
/* output delta */
dwi ght = Qdbi as[ absout] =
Qor at e*del t a+tMonent unt Cdbi as[ absout | ;
/[* delta weight */
hi as[ absout] += dwi ght;
/* change out put bias */
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gi ndex = wi ndex;
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f or (goseek=0L; goseek<r ow, goseek++)

Herr[ goseek] += delta*Howt s[ gi ndex];
dw ght = Hodwf gi ndex] =
Hol r at e*del t a* Hact s[ goseek] +
Monment unt Hodw| gi ndex] ;
Howt s[ gi ndex++] += dw ght;
/* change hi dden to output weights */

}

f or (goseek=0L; goseek<r ow, goseek++)

}

Hdel t a[ goseek] = Herr[ goseek] *Hact s[ goseek] *
(1. 0-Hact s[ goseek] ) ;
dwi ght =Hdbi as[ goseek] =
Hor at e* Hdel t a[ goseek] +
Monment unt Hdbi as[ goseek] ;
Hbi as[ goseek] += dw ght;

/* change hi dden bi ases */

cur = curpat;
for(curin=(long)Pattab[cur++];

curin! =0L; curi n=(1 ong) Patt ab[ cur ++])

if (curin>nps || curin<=0L)
conti nue;

gi ndex = (curin-1L)*row

gutter = 0.0;

f or (goseek=0L; goseek<r ow, goseek++)

dwi ght = | hdw gi ndex] =
| hl rat e*Hdel t a[ goseek] +
Morment unt | hdw{ gi ndex] ;
| hwt s[ gi ndex] += dw ght;
gutter += | hwt s[ gi ndex] *I hwt s[ gi ndex] ;
gi ndex++;

/* change i nput to hidden weights */
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if (gutter>1.0)

gutter = (float )sqgrt((double )gutter);

gi ndex (curin-1L)*row,

f or (goseek=0L; goseek<r ow, goseek++)

| hwt s[ goseek] /= gutter;

226

/* normalize connecting weights frominput

to hidden units so that the weights

| eadi ng out of each input unit forma
vector of length 1.0: note that this is

different fromthe PDP software */

Tss += Pss;

/* update total sum of squares */

if (john/flipper*flipper==john)
pos( 15, 36);

printf("%ld %l d",|ohn+lL, Used[] ohn] +1L);

pos(18, 36);
printf("9%9. 8g ", Tss);
i f (Show t==2)

contin();

%f (shobad)

pos(17, 31);
printf(" ")

}

pos(19, 36);

printf("9%9. 8g ", Tss);

if (!shobad && Tss<(fl oat) Pxtot)
shobad = YUP;

i f ((Epoch-((Epoch/ Nepochs) *Nepochs))==0L)

poodi out () ;
i f (Show t>2)
br eak;
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/***************************************************

This routine wites weights and biases to an out put
file so that training can continue at a later tine
using this file as input.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/
poodi out ()
if ((Owf p=fopen(Wutnam "wb"))==NULL)
printf("Error opening output file %", Wut nam
gueeut (1) ;
fwrite(&Epoch, sizeof (1 ong), 1, OM p);
fwite(&Tss, sizeof (float), 1, Onfp);
fwite(& nps, sizeof(long), 1, Onfp);
fwite(&H ded, si zeof (| ong), ,CMﬁp),
fwrite(&Qups, sizeof(long), 1, OMp);
silver = Hided*I nps;
for (j ohn=0L; j ohn<si | ver;j ohn++)
fwite(& hwts[john], sizeof(float), 1, OMp);
silver = Hi ded*Qups;
for (j ohn=0L; j ohn<si | ver;j ohn++)
fwite(&Howt s[john], sizeof(float), 1, Onfp);
silver = Hi ded;
for (j ohn=0L; j ohn<si | ver;j ohn++)
fwite(&Hbi as[john], sizeof(float), 1, Onfp);
silver = Qups;
for (j ohn=0L; j ohn<si | ver;j ohn++)
fwite(&0bias[john], sizeof(float), 1, Onfp);
fcl ose(Owfp);
pos(22, 37);
printf(" (%l d)", Epoch);
}

/***************************************************

This routine reads network configuration and epoch
data froma weights input file.
R b b b b b b I b b S I I b b b b b S b R b b S I S b b b b S S b b I

/

bringiin(phil)
char *phil

if ((Iwfp=fopen(phil,"rb"))==NULL)
printf("Error opening input file %", phil);
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queeut (1) ;
}
fread( &Epoch, si zeof (1 ong), 1, | wf p) ;
if (ferror(Iwfp)!=0)

~=

printf("Error reading input file %", phil);
gueeut (1) ;

ead( &Tss, si zeof (float), 1, I wfp);

}
f
i? (ferror(lwfp)!=0)

~=

printf("Error reading input file %", phil);
gueeut (1) ;

pos(19, 28);

printf("Epoch %d Tss 9. 8g", Epoch, Tss);
Epoch++;

fread( & nps, si zeof (1 ong), 1, | W p);

if (ferror(Iwp)!=0 || Inps<=0L)

printf("Error readi ng nunber of input ");
printf("units frominput file %", phil);
gueeut (1) ;

ead( &H ded, si zeof (1 ong), 1, | wf p) ;

}
fr
if (ferror(Iwp)!=0 || H ded<=0L)

~=

printf("Error reading nunber of hidden ");
printf("units frominput file %", phil);
gueeut (1) ;

ead( &ups, si zeof (1 ong), 1, I W p);

}
fr
if (ferror(Iwp)!=0 || Qups<=0L)

~=

printf("Error reading nunber of output units ");
printf("frominput file %", phil);
gueeut (1) ;
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/***************************************************

This routine reads weights and biases from an input

file.
Eab b b I I S b b b b I I b b b b I I I S b b I i I b b b I i I b b b b i I b S b b b b i b b b 4

bri ngdat (phil)
char *phil

silver = Hided*Il nps;
for(j ohn=0L; j ohn<si |l ver;john++)

fread(& hwt s[j ohn], sizeof (float), 1, 1w p);
i f (john/1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);

}
if (ferror(lwfp)!=0)
printf("Error reading input file %", phil);
gueeut (1) ;
} .
silver = Hi ded*Qups,;
for(j ohn=0L; j ohn<si | ver;john++)

fread( &Howt s[j ohn], si zeof (float), 1, | wfp);
i f (john/1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);

}
if (ferror(Iwfp)!=0)
printf("Error reading input file %", phil);
gueeut (1) ;
silver = Hi ded;
for (j ohn=0L; j ohn<si | ver;j ohn++)
fread( &Hbi as[j ohn], si zeof (float), 1, | wfp);
pos(15, 37);
printf ("%l d",john);
if (ferror(Iwfp)!=0)

printf("Error reading input file %", phil);
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gueeut (1) ;

silver = Qups;
for(j ohn=0L; j ohn<si |l ver;john++)

fread( &i as[j ohn], si zeof (float), 1, | wfp);
i f (john/100L*100L==j ohn)

pos(13, 37);
printf ("%l d",john);

%f (ferror(lwfp)!=0)

printf("Error reading input file %", phil);
gueeut (1) ;
}

cl

}
fclo
| wf p

se(l wip);
= NULL;

}
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Appendi x D
A PROGRAM FOR EVALUATI NG SEMANTI C COOCCURRENCE
NETWORKS

Thi s program eval uates the anbiguity resolution
power of a trained neural network. It takes as
input an ASCII file in groups of three or four

lines. Each group is as follows:

S

Cl 2 CBcA4 G Co ..
T1 T2 ..

TC

where S is the anbiguous source word, C are the

source context words, Ti are the possible target

transl ati ons, and TC is the correct t ar get
transl ati on. Normal |y, the anbiguous word should
not be one of the words |isted as context words. In

test node, the TC line is required, but if the
program is run in resolution node, the TC line is
not allowed and the network sinply resolves the
anbiguity w thout checking agai nst any predeterm ned

st andar d.
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Inputs to the program are the file just
di scussed, the weights file created by the program
in Appendix C, and the word index files described in
Appendi x B.

The program can be run with two algorithns.
The first, called default node, presents the entire
context to the network as inputs at once. The
second, called pair node, presents the anbiguous
word and one context word to the network, and counts
the context word as a trigger word if the activation
of the nost activated target word output unit
exceeds a certain threshold (a command Iine
paraneter); each context word is presented in this
manner, the target word counts are then tallied, and
the nost triggered sense is chosen. [|If none of the
context words are known, the algorithm picks Tl as

the correct default transl ation.

#i ncl ude <stdio. h>
#i ncl ude <dos. h>
#i ncl ude <string. h>

#define YUP 1
#defi ne NOPE O

#define TIML 500

/* number of context words all owed */
#defi ne TNETXE 20
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/* nunber of target translations allowed */

#def i ne NELFUB 2000

[* input buffer length */
#def i ne NELMANF 80

/* screen input buffer length */

#i f defined(0S2)
#defi ne | NCL_BASE
#i ncl ude <0S2. H>
#endi f

char *Wonnam *W nnam *Wout nam *Wai t nam
char *strdup(), *calloc(), huge *hal |l oc();

FI LE

*Foup, *1 wf p, * Swxf p, * Swdf p, * Twxf p, * Twdf p, *f open() ;

233

f | oat Tss, Accr at e, huge *1 hwt s, huge *Howt s, huge

*bi as;
int Showt;
/* screen debug | evel */
int Filit;
[* file information | evel */
int Checkit;

/* true if checking agai nst known val ue */
int Defaulit;

/* true if presenting whole context at once */

int Quickit;

/[* true if doing only one conmand line file */

| ong Swxt ot, Twxt ot, Swdt ot , Twdt ot ;
| ong Epoch, Nepochs, j ohn, sil ver, | nps, Hi ded, Qups;

fl oat huge *I1 hwts, huge *Howt s, huge *bi as;
fl oat *Hacts, *Hbi as, *Hneti n;

typedef struct wax {
| ong freq;
| ong wdof f;

} museum

museum huge *Swxt ab, huge * Twxt ab;
char huge *Swdt ab, huge *Twdt ab

mai n( argc, ar gv)
int argc;

233



234

char *argv[];

#i f defined(0S2)
Vi 0Set Ansi (1, 0);
#endi f

if (argc<7)

printf("\nw ndext <dbug><wt s><swx><swd>");
printf("<twx><twd><rate>(<infil>)");
exit(1)

}

cls();

pos(1,1);

Showit = O;

if (sscanf(argv[1],"%l", &Show t) ==0)

printf("\n\nNo debug level in command |ine: ");
printf("try again");
(1);

/

exit

}
* Debug | evel WKYZ neans

W 1if all context words are to be
presented to the network at
once
O if context words shoul d be
present ed one-by-one with the
anbi guous word and tallied
X 1if input files contain the TC
line to check results agai nst
O if no checking is to be done
Y file level information
wites word, context, sense
chosen and statistics i f

o

Checki t

0- 1 evel info plus trigger
wor ds
| evel info plus activations
| evel info plus tallies

| evel info plus hidden units
I

r

OPrWN =

1_
2-
3_
O-1 evel w thout contexts

Z screen debug | evel

*/
Defaulit = Show t/ 1000;
if (Defaulit!=1)
Defaulit = 0;
Showit % 1000;
Checkit = Show t/ 100;

234



235

i f (Checkit!=1)

Checkit = 0;
Showit % 100;
Filit = Show t/10;
Quickit = (Filit==9) ? YUP : NOPE
if (Filit<O || Filit>bh)

Filit = 0;
Showit % 10;
if (Showit<O || Showi t>5)

Showit = O;
W nnam = NULL;
i ndat (argc, argv) ;

/* read in indexes */
bringi i n(Wai t nam ;

/* read in weight file info */
makary() ;

/* allocate arrays */
initwts();

/* read in weights */
ovrnover () ;

/* evaluate the neural network */
fcloseall ();

}

/***************************************************

This routine reads in the index files and command
i ne paraneters.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/

i ndat (nunfil, fil nans)
int nunfil;

char *filnams[];

{

FILE *ri popen();
| ong about now,
Wai t nam = strdup(filnans[2]);
Swxfp = ripopen(filnans[ 3], &bout now,
&(char huge *) Swxt ab);
Swxt ot = about now (si zeof (nmuseun));
Swdf p = ri popen(fil nans[ 4], &bout now, &Swdt ab) ;
Swdt ot = about now (si zeof (char));
Twxfp = ripopen(fil nans[ 5], &bout now,
&(char huge *) Twxt ab);
Twxt ot = about now (si zeof (museum) ;
Twdf p = ripopen(fil nans[ 6], &bout now, &Twdt ab) ;
Twdt ot = about now (si zeof (char));
if (nunfil>7)
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if (sscanf(filnans[7],"% ", &Accr at e) ==0)

printf("\n\nNo debug level in command Iine:
")
printf("try again");
exit(1);
}
el se
Accrate = 0. 8;
/* trigger threshold in pair node */
if (nunfil>8)
Wonnam = fil nans[ 8] ;
el se
Wonnam = NULL,;
[* ASCIl input data for resolution */
}

/***************************************************

This routine allocates the arrays.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/
makary()
silver = | nps*H ded;
if ((I'hwts=(float huge *)(long huge *)
hal | oc(sil ver, si zeof (fl oat)))==NULL)
printf("\n\nQut of menory al  ocating I H
wei ghts");
gueeut (1) ;
silver = Qups*H ded;
if ((Howts=(float huge *)(long huge *)
hal | oc(sil ver, si zeof (fl oat)))==NULL)
printf("\n\nQut of menory al  ocating HO
wei ghts");

gueeut (1) ;
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if ((Obias=(float huge *)(long huge *)
hal | oc( Qups, si zeof (fl oat))) ==NULL)

printf("\n\nQut of nenory allocating ");
printf("output biases");
queeut (1) ;

%f ((Hacts=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of menory allocating ");
printf("hidden activations");
gueeut (1) ;

%f ((Hoias=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of nermory allocating ");
printf("hidden biases");
queeut (1) ;

if ((Hnetin=(float *)(long *)
cal l oc((int)H ded, si zeof (fl oat)))==NULL)

printf("\n\nQut of nenory allocating hidden ");
printf("net inputs");
gueeut (1) ;

}

/***************************************************

This routine reads an input file into nmenory.

kkhkkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkihkihkhkkikkikkk*x

/

FILE *ri popen(filnamsiz,ptr)
char *fil nam
char huge **ptr;
| ong *si z;
FILE *fp
l ong curptr=0L,ftell();
if ((fp=fopen(filnam"rb"))==NULL)

printf("Error opening input file %", filnam
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gueeut (1) ;
if (fseek(fp,OL, SEEK END)! =0)

printf("Error sizing input file %",filnam;
gueeut (1) ;

i}f ((*siz=ftell (fp))==-1L)

printf("Error neasuring input file 9%",filnanm;
gueeut (1) ;

}
if (fseek(fp,OL, SEEK SET)! =0)

printf("Error posi tioning i nput file
", filnam;

gueeut (1) ;

if ((*ptr=(char huge * )(long huge * )
hal | oc(*si z+2L, 1)) ==NULL)

printf("\nError allocating nmenory for file

I(VSI ll’

}

filnam
gueeut (1) ;

clearerr(fp);

for(;!feof (fp) & !ferror(fp);curptr+=512L)
fread((char * )& *ptr)[curptr],512,1,fp);

if (ferror(fp)!=0)

{
printf("Error reading input file %", filnam
gueeut (1) ;

return(fp);

/***************************************************

This is the standard error exit routine.

kkhkhkkhhkhkkhhkkhkhhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkhhkihkhkkikkikk%k*x

/

gueeut (oot)
int oot;

fcloseall ();
exit(oot);
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/***************************************************

This routine pauses for user input.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/
contin()

char dum

pos(23, 77);

printf("~");

pos(23, 77);

printf(" ");

dum = toupper ((getch() &xFF)) ;

if (dume="x" || dum=="X ) queeut(0);

/***************************************************

This routine clears a line on the screen.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/

clreol (row, col)
int row, col
i
int i;
if (row<O || row=25 || col<1 || col >80)
return;
pos(row, col);
i =81 - col;
whil e(i--)
printf(" ");
pos(row, col);

}

/***************************************************

This routine initializes weights and biases in the
neural network based on the weights file.

kkhkhkkhhkhkkhhkkhkhhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkhhkihkhkkikkikk%k*x

/
initwits()

i nt oogl e;

unsi gned seed;

printf("\nThis programis partly based on ");
printf("software with the follow ng note");
printf("\n Copyright 1987 by Janes L. ");
printf("MCelland and David E. Runel hart.");
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cls();
pos(9, 31);
printf("Initializing Wights");
bri ngdat (Wi t nam ;
}

/***************************************************

This routine calculates activations based on net
i nput s.

kkhkkkhkhkhkkhhkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkkihkhkkihkikhk%k*x

/

float logistic (x)
/* copied from PDP bp.c */
float x;

double exp ();
if (x > 11.5129)

return(.99999);

el se

if (x < -11.5129)

return(.00001);
el se
return(1.0 / (1.0 + (float) exp( (double)

§(-1-0) *x))))s

/***************************************************

This is the main routine for evaluation. 1In a |oop,
it asks for a filename; it expects the ASCI| input
data to be in filename.won in Checkit node, and
filenanme.win otherwise; output is to filenane.wot.
It reads each group, finds the indices of the
anbi guous  word, source context wor ds, t ar get
transl ations, and correct translation. It calls
figrdout to choose a sense, and reports the results.

kkhkhkkhhkhkkhhkkhkhhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkhhkihkhkkikkikk%k*x

/
ovrnover ()

FILE *finp;

char phi | enanf NELMANF] , phi | ei n[ NELMANF] ;

char phil eout [ NELMANF] , **t rw;

char anbwoi d[ NELMANF] , chkwoi d[ NELMANF] ;

char curw d[ NELMANF] , *i nsent, *fr og;

| ong errnumtot num *srccon, *t ar gposs, gt ndx() ;
short *targscr, fndout;
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unsi gned short srcnumtrgnum bestran, figrdout();
if ((srccon=
(long *)calloc(TIML, sizeof (I ong)))==NULL)

printf("\n\nQut of nmenory on allocation ");
printf("of source array!");
gueeut (1) ;

/* source context array */
if ((targposs=(long *)
cal | oc( TNETXE, si zeof (1 ong) ) ) ==NULL)

printf("\n\nQut of nmenory on allocation ");
printf("of target array!");
gueeut (1) ;

/* target possible translations array */
if ((trw=(char **)
cal | oc( TNETXE, si zeof (char *)))==NULL)

printf("\m\nTRWis too big!");
gueeut (1) ;

[* array pointing to target strings */
if ((targscr=(short *)
cal | oc( TNETXE, si zeof (short))) ==NULL)

printf("\n\nQut of nmenory on allocation ");
printf("of target score array!");
gueeut (1) ;
}
[* array for tallies */
if ((insent=call oc(NELFUB, si zeof (char )))==NULL)
{
printf("\n\nPassed out making insents!");
gueeut (1) ;

[* input buffer fromASCI| file */
W nnam = &phil ein[0];
Wbut nam = &phi | eout [ 0] ;
whi | e(1)

if (!'Wnnam
cls();
pos(1, 31);

printf("THE CONTEXT MACHI NE");
pos(3, 27);
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printf("File of contexts: ");

phil enan{ 0] = O;

i f (scanf("%", phil enam <=0 |
phi | enan{ 0] ==" x'
phi |l enanf 0] ==' X' )

br eak;

strcpy(W nnam phi | enam ;

st rcpy(Wout nam phi | enam

el se

strcpy(W nnam Wonnan ;
st rcpy(Wut nam Wonnam

}
if (Checkit)
strcat (Wnnam ".won") ;
el se
strcat (Wnnam".w n");
strcat (Wutnam ".wot");
i f ((Foup=fopen(Wutnam "w"))==NULL)
{

pos(8, 11);

printf("\n\nError opening output file %",
Wbut nanj ;

contin();

conti nue;

if ((finp=fopen(Wnnam "r"))==NULL)

pos(8, 11);
printf("Error opening output file %", Wnnam;
contin();
fcl ose( Foup) ;
conti nue;
}
fprintf(Foup,"Processing contextual patterns ");
fprintf(Foup,"using file %, Epoch %d, rate
o .",
Wai t nam Epoch- 1L, Accrat e) ;
if (Defaulit)
fprintf(Foup, "\ nDefault proceSS|ng")
f pr intf ( Foup, "\ N\ N==================' ) )
fprlntf(Foup,

::::::::::::::::::::::::::::::::\ n") ’
fprintf(Foup, "\ nContext analysis of patterns ");
fprintf(Foup,"fromfile %.", Wnnan;
errnum = OL
t ot num = OL;
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Foup,
if (Show t>1)
{

cls();

pos(1, 31);

printf("THE CONTEXT MACHI NE");
pos(3, 40-strlen(philein)/2);
printf("%", philein);

}
if (fgets(anmbwoi d, NELMANF- 1, fi np) ==NULL)
/* read anbi guous word */
{
if (feof (finp))
br eak;
if (ferror(finp))
{
fprintf(Foup,"\n\nRead error on input ");
fprintf(Foup,"file %", Wnnan;
if (Showit)
{
pos(8, 11);
printf("Read error on input ");
printf("file %", Wnnam;
if (Showt>1)
contin();
clreol (8, 11);
}
br eak;
}

}
if (anbwoi d[strlen(anbwoid)-1]=="\n")
anbwoi d[ strl en(anbwoid)-1] = "\ 0O
srcnum = O,
if ((srccon[srcnumt+] =
gt ndx(anbwoi d, Swxt ot , Swxt ab, Swdt ab) )

==Swxt ot )
{
fprintf(Foup,"\n\n UNKNOMW keyword ");
fprintf(Foup,' %'", anbwoi d);
if (Showit)
{

pos(5, 31-strl en(anbwoi d)/ 2);
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printf (" UNKNOAN keywor d
"' ", &nbwoi d[ 0] ) ;
if (Show t>3)
contin();
clreol (7,1);

if (fgets(insent, NELFUB-1, finp)==NULL)

if (feof (finp))
br eak;
f (ferror(finp))

i
{

fprintf(Foup,"\n\nRead error on input
")
fprintf(Foup,"file %", Wnnam;
if (Showt)
pos(8, 11);
printf("Read error on input ");
printf("file %", Wnnam;
i f (Show t>1)
contin();
clreol (8, 11);
}
br eak;
} }
if (fgets(insent, NELFUB-1, finp)==NULL)
if (feof (finp))
br eak;
if (ferror(finp))
{
fprintf(Foup,"\n\nRead error on input
")
fprintf(Foup,"file %", Wnnam;
if (Showt)
pos(8, 11);

printf("Read error on input ");
printf("file %", Wnnam;
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i f (Showit>1)

contin();
clreol (8, 11);
}
br eak;
}
Yoo
conti nue;
}
el se
{

fprintf(Foup, "\ n\nKeyword ' %" ", anbwoi d) ;
if (Showit)

pos(5, 35-strl en(anmbwoi d)/ 2);

printf("Keyword '%'", anbwoi d) ;
} . .
if (fgets(insent, NELFUB-1, finp)==NULL)

/* read context line */
{

if (feof (finp))

fprintf(Foup,"\n\nUnexpected end of ");
fprintf(Foup,"input file %", Wnnan;
if (Showt)

pos(8, 11);

printf("Unexpected end of input ");
printf("file %", Wnnam;

if (Show t>1)

contin();
clreol (8, 11);
}
br eak;

%f (ferror(finp))

fprin
fprin

— —

tf (Foup,"\n\nRead error on input ");
tf(

Foup, "file %", Wnnan) ;
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if (Showit)

pos(8, 11);

printf("Read error on input ");
printf("file %", Wnnam;

if (Show t>1)

contin();
clreol (8,1);

br eak;

}

if (insent[strlen(insent)-1]=="\n")
insent[strlen(insent)-1] = "\0";
if ('Quickit)
fprintf(Foup, "\ nContext: "%'",insent);
if (Show t>1)
{
pos(9, 1);
printf("Context: '"%'",insent);

frog = strtok(insent," ");
f ndout = NOPE
whi | e(frog! =NULL)

if ((srccon[srcnum=
gt ndx(frog, Swxt ot , Swxt ab, Swdt ab))
==Swxt ot )

if (!fndout)
if (!'Quickit)

fprintf(Foup,"\n UNKNOMW words: ");
fprintf("%",frog);

}
f ndout = YUP;

}
else if (!'Quickit)
fprintf(Foup," %",frog);
if (Showit)
{
pos(8, 30-strlen(frog)/?2);
printf (" UNKNOM source word %", frog);
if (Show t>3)
contin();
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clreol (8,1);

frog = strtok(NULL," ");
conti nue;

i f (++srcnune=TIML)

fprintf(Foup,"Qut of space in context ");

fprintf(Foup,"™ array; ignoring remainder
")
fprintf(Foup, "of context");
if (Showit)
{
pos(8, 11);
printf("Qut of space in cont ext
array;");
printf(" i gnoring remai nder of
context");
if (Show t>1)
contin();
clreol (8,1);
br eak;
}
frog = strtok(NULL," ");
if (fgets(insent, NELFUB-1, finp)==NULL)
/* read target translation line */
{
if (feof (finp))
{
fprintf(Foup, "\ nUnexpected end of input
")
fprintf(Foup,"file %", Wnnam;
if (Showit)
pos(8, 11);

printf("Unexpected end of input ");
printf("file %", Wnnam;
if (Show t>1)

contin();

br eak;
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if (ferror(finp))
fprintf(Foup,"\nRead error on input file

fprintf(Foup,” %", Wnnan);
if (Showit)

printf("\n\nRead error on input ");
printf("file %", Wnnam;
if (Show t>1)

contin();
br eak;

}
if (insent[strlen(insent)-1]=="\n")

insent[strlen(insent)-1] = "\0";
trgnum = O,
fprintf(Foup,"\nSenses: '%'",insent);
if (Showit>1)
{

pos(12,1);

printf("Senses: '9%'",insent);

}

f ndout = NOPE;

frog = strtok(insent," ");
whi | e(frog! =NULL)

if ((targposs[trgnum =
gt ndx(frog, Twxt ot, Twxt ab, Twdt ab))
==Twxt ot)

if (!fndout)

fprintf(Foup,”"\n UNKNOMW words: ");
fprintf(Foup," %",frog);
f ndout = YUP;
}
el se
fprintf(Foup,"” %", frog);
if (Showit)
{
pos(8, 30-strlen(frog)/?2);
printf("UNKNOMW target word %", frog);
if (Show t>3)
contin();
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clreol (8,1);

frog = strtok(NULL," ");
conti nue;

}
trwtrgnunj = frog;
i f (++trgnunP=TNETXE)

fprintf(Foup,"Qut of space in sense ");

fprintf(Foup, "array; I gnoring remainder
fprintf(Foup, "of context");
if (Showt)

pos(8, 11);

printf("Qut of space in sense ");
printf("array; ignoring remainder ");
printf("of context");

i f (Show t>1)

contin();
clreol (8,1);
br eak;

}
frog = strtok(NULL," ");

if (trgnunx=0)

fprintf(Foup,"\nNo targets were specified");
if (Show t>1)

pos(7, 28);
printf("No targets were specified");
contin();

conti nue;

%f (Checkit)

if (fgets(chkwoi d, NELMANF-1, fi np)==NULL)
/* read correct translation line */

if (feof (finp))
fprintf(Foup,"\n\nUnexpected end of ");
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fprintf(Foup,"file on i nput
file", Wnnan ;

if (Showit)

{

pos(8, 11);

printf("Unexpected end of file ");
printf("on input file %", Wnnan;
i f (Show t>1)

contin();
clreol (8, 11);
}
br eak;

}
if (ferror(finp))
{
fprintf(Foup,"\n\nRead error on input

fprintf(Foup,"file %", Wnnam;
if (Showt)
{

pos(8, 11);

printf("Read error on input ");
printf("file %", Wnnam;

i f (Show t>1)

contin();
clreol (8, 11);

}

br eak;

}
}
if (chkwoid[strlen(chkwoid)-1]=="\n")
chkwoi d[ strl en(chkwoid)-1] = "\0O'

bestran = figrdout (srccon, srcnum

targposs,trgnumtrw, targscr);
/* figure out best translation */
i f (bestran==trgnun
bestran = 0;
/* if none chosen, use first translation
on the translation line */
frog = trw bestran];
fprintf(Foup,
"\'n\nBest translation is "%'",frog);
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if (Checkit)

t ot numt+;
if (chkwoid && strlen(chkwoi d)>0 &&
strcnp(trw bestran], chkwoi d) ==0)
fprintf(Foup,” (correct)");
el se

fprintf(Foup,” { # '%'}", chkwoid);
err numt+;

}
%f ( Showi t >1)

pos(7,30-strlen(frog)/2);
printf("Best translationis '%'",frog);
contin();

fclose(finp);
fprintf(Foup,"\n");
if (Checkit && totnum

fprintf(Foup,"\n®Ad/ %d = %% correct\n\n",
t ot num err num t ot num
((float )(((float )(totnumerrnum)/
((float )totnum))*100.0, 37);

fcl ose( Foup) ;

if (Wbnnam
br eak;

252



253

/***************************************************

This is the routine that uses the neural network to
determ ne the correct translation. In default node,
it sinply calls w padout. In pair node, the
anbi guous word and one context word are presented as
input to the network. If the activation of the nost
activated target translation exceeds the threshol d,
the context word is counted as a trigger word and is

tallied.
EaR b b I I S b b b b I I b b b b I I I S b b I i I b b b I i I b b b b i I b S b b b b i b b b 4

unsi gned short figrdout(srcary,srcnumtrgary,
trgnumwort,tally)
unsi gned short srcnumtrgnum
| ong *srcary, *trgary;
char **wort;
short *tally;
{
short nap, very, rel axi ng, t 0o;
fl oat axe;
unsi gned short grin,w padout();
| ong twoary[ 2] ;
if (!Defaulit)

if (srcnunpl)

too = 2;
f or (nap=0; nap<tr gnum nap++)
tally[nap] = O;
/[* initialize tallies */
twoary[ O] = srcary[O];
if (Show t==1)
pos(12,1);
f or (nap=1; nap<srcnum nap++)

/* use each context word in turn */
twoary[ 1] = srcary[nap];
if (Filit>3)
fprintf(Foup,"\n\n>> % %",
&Swdt ab[ Swxt ab[ t woary[ 0] ] . wdof ],
&Swdt ab[ Swxt ab[ t woary[1]].wdoff]);
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i f (Showit>1)

pos(11,1);
printf("< % % > ",
&Swdt ab[ Swxt ab[ t woary[ 0] ] . wdof f ],
&Swdt ab[ Swxt ab[ twoary[ 1] ] . wdoff]);
}
grin = w padout (twoary, t oo,
trgary,trgnum wort, &xe);
/* determ ne npst activated translation */
if (grin!=trgnum && axe>=Accr at e)
/[* if it exceeds threshold, tally it */
{
tally[grin]++;
i f (Show t==1)
rintf("\n "% triggers '%"' (%)",
&Swdt ab[ Swxt ab[ t woary[ 1] ] . wdof f ],
wort[grin],axe);
if (Filit)

p

fprintf(Foup,"\n "%' triggers '%"'"

&Swdt ab[ Swxt ab[ t woary[1]] . wdoff],

wort[grin]);
if (Filit>1)
fprintf(Foup,” (%)", axe);

}
}
very = NOPE;
rel axing = 0;
if (Filit>2)

fprintf(Foup,"\n\nTallies:");

f or (nap=0; nap<tr gnum nap++)

if (Filit>2)
fprintf(Foup,"\n 9% = %d",
wort [ nap], tally[nap]);
if (tally[nap]>tally[rel axing])
{

rel axi ng = nap;
very = NOPE;
}
else if (nap!=0 &&
tally[ nap] ==tal |l y[rel axing])
very = YUP;

if (!very && tally[rel axi ng]!=0)
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return(rel axi ng) ;
}
fprintf(Foup, "\ n\nDefault Used");

return(w padout (srcary, srcnum
trgary,trgnumwort, &xe));
}

/***************************************************

This routine uses the neural network to determ ne
the npst activated transl ation.

kkhkkkhkhkhkkhhkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkkhkkihkhkkihkikhk%k*x

/

unsi gned short w padout (srcary, srcnum
trgary,trgnumwort, i ndyact)
unsi gned short srcnumtrgnum
| ong *srcary, *trgary;
char **wort;
float *indyact;
{
fl oat inpetus, acticus,|ogistic(),nummal;
short rowum col um
unsi gned short beswoi d, cur;
| ong curin, curout, row, goseek, absout, gi ndex;
row = Hi ded;
menset (Hacts, 0, ((i nt)Hi ded) *si zeof (fl oat));
mencpy(Hnetin, Hoi as, ((int) H ded)*si zeof (fl oat));
for (cur =0; cur <srcnum cur ++)

curin = srcary[cur];
if (curin>nps || curin<=0L)
conti nue;
gi ndex = (curin-1)*row
f or (goseek=0L; goseek<r ow, goseek++)
Hnet i n[ goseek] += | hwt s[ gi ndex++] ;
[* calculate inputs to hidden units */
}
if (Filit>3)
fprintf(Foup,"\n");
if (Show t>1)
pos( 24, 40- Hi ded/ 2) ;
f or (goseek=0L; goseek<r ow, goseek++)

Hact s[ goseek] = logistic(Hnetin[goseek]);
/* and hidden activations */
if (Filit>3)

fprintf(Foup,"%",
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(Hact s[ goseek]>0.5) ? "1'" : '0');
if (Showt>1)
printf("%", (Hacts[goseek]>0.5) ? "1 : '0");

beswoi d = trgnum
nummal = -1.0;
for (cur=0; cur<trgnunycur ++)
{
absout = trgary[cur]-1L;
i f (absout>=CQups || absout<0L)
conti nue;
i npetus = Cbi as[ absout];
gi ndex = absout *row,
f or (goseek=0; goseek<r ow, goseek++)
i npetus += Howt s[ gi ndex++] * Hact s[ goseek] ;
[* inputs to output unit */
acticus = logistic(inpetus);
/[* output unit activation */
if (acticus>nummal)

beswoid = cur;
nummal = acti cus;

/* find the nost activated translation */
if (Filit>3)
fprintf(Foup, "\ n%. 8g
%", acticus,wrt[cur]);
if (Showit>1)
{

rowmum = 13+cur-(cur/7)*7
colum = 1+(cur/7)*26
pos(rowum col um ;
printf("9%9.8g", acticus);
pos(rowum col um+12);
printf("%",wort[cur]);

}

*i ndyact = nummal;
return(beswoid);

}
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/***************************************************

This routi ne reads network information.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/
bringiin(phil)
char *phil

{

if ((Iwlp=fopen(phil,"rb"))==NULL)
printf("Error opening input file %", phil);

gueeut (1) ;

}

fread( &Epoch, si zeof (1 ong), 1, | wf p) ;

if (ferror(Iwfp)!=0)

{
printf("Error reading input file %", phil);
gueeut (1) ;

}

fread(&Tss, sizeof (float), 1, Iwip);

if (ferror(Iwfp)!=0)

{
printf("Error reading input file %", phil);
gueeut (1) ;

pos(19, 28);

printf("Epoch %d Tss 9. 8g", Epoch, Tss);
Epoch++;

fread( & nps, si zeof (1 ong), 1, | W p);

if (ferror(Iwp)!=0 || Inps<=0L)

printf("Error reading nunber of input units ");
printf("frominput file %", phil);

queeut (1) ;

}

fread( &H ded, si zeof (1 ong), 1, | wf p) ;

if (ferror(Iwp)!=0 || H ded<=0L)

{
printf("Error reading nunber of hidden units ");
printf("frominput file %", phil);
gueeut (1) ;

}

fread(&Qups, si zeof (1 ong), 1, I W p);

[

r
f (ferror(Iwp)!=0 || Qups<=0L)

~=

printf("Error reading nunber of output units ");
printf("frominput file %", phil);
gueeut (1) ;
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}
}

/***************************************************

This routine reads wei ghts and bi ases.

kkhkhkkhkhkhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkihkhkkikhkihkhkkikkikk%x*x

/

bri ngdat (phil)
char *phil

silver = Hi ded*| nps,
for(j ohn=0L; j ohn<si |l ver;john++)

fread(& hwt s[j ohn], sizeof (float), 1, 1w p);
i f (john/1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);

}
if (ferror(lwfp)!=0)
printf("Error reading input file %", phil);
gueeut (1) ;
} .
silver = Hi ded*Qups,;
for(j ohn=0L; j ohn<si |l ver;john++)

fread( &Howt s[j ohn], si zeof (float), 1, | wfp);
i f (john/1000L*1000L==j ohn)

pos(11, 37);
printf ("%l d",john);

}
if (ferror(Iwfp)!=0)
printf("Error reading input file %", phil);
gueeut (1) ;
silver = Hi ded,
for (j ohn=0L; j ohn<si | ver;j ohn++)
fread( &Hbi as[j ohn], si zeof (float), 1, | wfp);
pos(15, 37);

printf ("%l d",john);
if (ferror(lwfp)!=0)
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printf("Error reading input file %", phil);
gueeut (1) ;

silver = Qups;
for(j ohn=0L; j ohn<si |l ver;john++)

fread( &i as[j ohn], si zeof (float), 1, | wfp);
i f (john/100L*100L==j ohn)

pos(13, 37);
printf ("%l d",john);

%f (ferror(lwfp)!=0)

printf("Error reading input file %", phil);
gueeut (1) ;
}

cl

}
fclo
| wf p

se(l wip);
= NULL;

}

/***************************************************

Gven a string, this routine returns an index into a
sorted list.

kkhkkkhhkkhhkkhkkhkhkhhkhkkhhkhhkhkhhkhhkhkhhkhhhkhhkhkihkhhkhkkihkhkhhkihkhkkihkikk%k*x

/

| ong gt ndx(synbol , ndxt ot, ndxt ab, wdt ab)
char *synbol , huge *wdt ab
| ong ndxtot;
museum huge *ndxt ab;
{
i nt cond;
l ong | ow=0L, hi gh=(ndxtot-1L), m d=0L;
whi | e (I ow<=hi gh)

md = low + (high-low)/2L
if ((cond=strcnp(synbol
&wdt ab[ ndxt ab[ m d] . wdof f])) <0)
high = md - 1L;
el se if (cond>0)
low = md + 1L;
el se
return(md);
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return(ndxtot);

}
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