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Abstract

	

1 Introduction

In a recent paper, Gale and Church describe
an inexpensive method for aligning bitext ,
based exclusively on sentence lengths M.
While this method produces surprisingly
good results (a success rate around 96%) ,
even better results are required to perform
such tasks as the computer-assisted revisio n
of translations. In this paper, we examine
some of the weaknesses of Gale and Church' s
program, and explain how just a small
amount of linguistic knowledge would help t o
overcome these weaknesses . We discuss how
cognates provide for a cheap and reasonably
reliable source of linguistic knowledge. To il-
lustrate this, we describe a modification t o
the program in which the criterion is cog-
nates rather than sentence lengths. Finally ,
we show how better and more efficient re-
sults may be obtained by combining the two
criteria — length and "cognateness". Our
method can be generalized to accommodate
other sources of linguistic knowledge, and ex-
perimentation shows that it produces bette r

results than alignments based on length
alone, at a minimal cost.

1 . The Centre for Information lhchnologies Inno-
vation (CITI) was formerly known as the Cana-
dian Workplace Automation Research Centre
(CWARC) .

Recent years have seen a surge of interest i n
bilingual and multilingual corpora, i.e . corpo-
ra composed of a source text along with trans -
lations of that text in different languages .
One very useful organization of bilingual cor-
pora, that we will call bitext (or multitext) [4] ,
requires that the different versions of the
same text be aligned : Given a text and its
translation, an alignment is a segmentatio n
of the two texts such that the nth segment of
one text is the translation of the nth segment
of the other (as a special case, empty seg-
ments are allowed, and either correspond to
translator's omissions or additions) . We call
"couples" such pairs of segments that are mu -
tual translations. The appearance of an
alignment depends on its resolution, i.e . on
the nature of the units on which the segmen-
tation is done. For example, an alignment
that simply puts paragraphs in correspon-
dence would be considered a "gross" align-
ment, compared to one that shows wor d
correspondences . In any case, given its reso-
lution, a correct alignment should be "maxi-
mal", i .e . it should be composed of the
smallest possible couples. The type of align-
ment we will be discussing takes the sen-
tence to be the segmentation unit .

Figure 1 illustrates such an alignment .
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Couple English Paragraph French Paragraph

1
The crisis our farmers are in right now will affect all of us
at a certain point in time .

La crise que vivent en ce moment nos agriculteurs se
rdpercutera sur tous et chacun de Woos d w: certain
moment .

2
We are all consumers and we all need a strong and healthy
agricultural sector.

Nous sommes des consommateurs .

Nous avons tous besoin d one agriculture same et forte .

3

I am glad that the Hon. Member for Algoma (Mr. Foster)
mentioned figures in his remarks . Heureusement que le depute dAlgoma (M. Foster) a

mentionet des cluffres clans ses remarques, sans cela ce
gouvernement s' en serail sorti en douce encore une foil .Otherwise , the Government might have eluded the

problem once again .

4
The Hon. Memberfor Algoma suggested Tuesday night
that the Government had to take a clear position and make
a commitment to assist our farmers before it is too late .

Le depute dAlgoma suggerait mardi soir qu'il fallait qu e
le gouvernement se prononce clairement et s ' engage a
alder nos agriculteurs avant qu'il ne soil trop tard .

Figure 1: An alignment between a pair of English and French paragraphs .

Clearly, a corpus of properly aligned bitex t
constitutes an extremely valuable source of
information, not only to researchers in bilin -
gual lexicography and terminology, but also
for a range of applications . While producin g
alignments by hand is extremely time-con-
suming and requires the skills of individual s
with a good knowledge of both languages ,
there exist programs that produce relativel y
reliable alignments at a minimal cost ([1] ,
[3]) . And in fact, for some applications, it i s
sufficient that the alignment for a given bi-
text be only partially correct, as long as ther e
is a way of automatically extracting a subset
of that bitext for the alignment of which ther e
is a high level of confidence .

For other applications however, much can be
gained from a program that is capable of pro -
ducing high-quality alignments for an entir e
piece of bitext . This is the case for translation
revision and evaluation [5]. The first of these
gains is obvious: to allow one to visualize a
text and its translation side-by-side, with ex-
plicit connections between individual compo-
nents.

An alignment may also constitute the basis o f
deeper automatic analyses of translations.
For example, it could be used to flag possible
omissions in a translation, or to signal com -

mon translation mistakes, such as termino-
logical inconsistencies and the use of faux
antis.

Yet another possibility is to have an align-
ment process at work while a translation is
being done . In addition to the error detection
mechanisms mentioned above, such a proces s
could provide translation `suggestions' when
the same piece of text appears more than
once in the source text .

It is clear that, in order to be a useful basis for
a translation tool, an alignment process must
ultimately have access to some language-spe-
cific knowledge ; what we have done repre-
sents a preliminary step in that direction.

2 Length-based Alignment
Program

Following an idea which first appeared in [2] ,
Gale and Church suggest a method for align -
ing pairs of texts . It relies on two hypotheses :
a) the lengths (in number of characters) o f
segments which are translations of one an -
other are highly correlated ; and b) all trans-
lations are done using one of six "translation
patterns": (1) one sentence translates into
one, (2) two consecutive sentences translate
into one, (3) one sentence translates into two ,
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(4) two sentences translate into two2, (5) a
sentence is not translated at all or (6) a ne w
sentence that has no equivalent in the source
text is introduced by the translator .

Assuming that paragraphs are already
aligned (i .e. the nth paragraph of the first
text is the translation of the nth paragraph of
the second text), the program works as fol-
lows. For each pair of aligned paragraphs ,
consider all possible couples constructed us-
ing one of the translation patterns. Assign
each couple a score, intended to reflect ho w
well the two segments relate to one another .
Based on these scores, and using a dynami c
programming scheme, determine the best se-
quence of couples leading to a valid align-
ment .

Gale and Church's scoring function is based
on a probabilistic model. It produces an ap-
proximation of the probability that two seg-
ments are mutual translations, given th e
lengths of the two segments and the likeli-
hood of the translation pattern that connect s
them.

The success rate of this method is surprising-
ly high: the program finds almost 96% of th e
couples of the correct alignment. The remain-
ing couples — alignment errors — are eithe r
pairs of unrelated or partially related seg-
ments, or pairs of segments that could have
been further segmented.

One possible explanation for this high rate of
success is that most of the time the program
is actually solving easy problems . Obviously,
for two paragraphs containing five sentences
each, chances are the correct alignment is th e
trivial one (five one-to-one alignments), and

2. That is: the first sentence of language A and th e
first sentence of language B are not mutual
translations, nor are the second sentence of lan-
guage A and the second sentence of language B ,
but together, the first and second sentences of
language A constitute a translation of the firs t
and second sentences of language B .

as expected, this is the alignment the pro -
gram tends to produce .

But as soon as the problems get a little hard-
er, the program becomes more likely to make
mistakes. For example, when two para-
graphs contain a different number of sen-
tences, one has to assume that either the
translator did not translate all of the source
text or, more likely, that he used some con-
traction or expansion translation pattern.
Except in the most straightforward situa-
tions (e.g. two short sentences that translate
into one long sentence, all other couples in
the alignment being highly length-correlat-
ed), quite often the program incorrectly intro -
duces some irregular alignment (expansio n
or contraction), and misaligns everything be-
tween that point and the actual troublesom e
spot. Figure 2 shows an example of such a sit-
uation.

A striking characteristic of these mistakes i s
that even a very small amount of linguistic
knowledge would help prevent them : e .g. the
fact that a question (identified by a terminat-
ing question mark) is very likely to translate
into another question ; or that taxe is a likely
translation for tax .

The intuition that underlies our work is that
the notion of `cognate words' does provide
such a source of knowledge for a minimal
price.

3 Translation and Cognates
Informally speaking, cognates are pairs of to -
kens of different languages which, usually
due to a common etymology, share "obvious "
phonological or orthographic properties, as
well as semantic properties, so that they are
likely to be used as mutual translations . The
pairs generation/generation and error/er-
reur constitute typical examples for English
and French. One might want to extend the
notion so as to include such things as proper
nouns (Paris ; London and Londres), numeri -
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Couple English Paragraph French Paragraph

Notwithstanding the fact that we were going through some
rough economic times, clearly spending was absolutely
and totally outof control of that previous Governmen t
which now sits as the official Opposition .

Il est certain que noun traversions une periods difficile sur
le plan economique mat's, neanmoins, les depenses de c t
gouvernement qui now a precede, et que now avons
renvoyis sur les bans de 1'opposition officielle, etaien t
totalement hors de contrSle .Who is left to deal in afrugal way with taxpayers' dollars ?

2
Who is left to get things under control gradually so that we
do not pass that albatross of increasing debt down to future
generations?

A
q

	

appartient-il maintenant d lire parcimonieux ous t
!'argent du contribuable ?

3
We are in the situation now where a tremendous amount of
ow tax revenues goes just to service the cost ofthat debt .

Qui dolt essayer de remettre les choses d leur place po w
qu'on ne transmette pas aux autres generations une dett e
croissante?

4
In terms ofexpenditures, a large chunk ofow current tax
revenues go just to service the debt .

Nous en sommes d un stade oA une quantite enorme de
recettes fiscales ne sere qu'd fuu:ner la dette .

Figure 2: Erroneous alignment resulting from an incorrect guess as to where th e
actual contraction occurs .

cal expressions and even punctuation (ques-
tion marks, parentheses, etc .) .

We need a way to measure how two pieces o f
text are related in terms of cognates . Given a
pair of text segments from different languag-
es, one can compute their level of "cognate-
ness" in the following way. We first count the
numbers n and m of tokens in each segment;
then match these tokens so as to obtain th e
largest possible number c of pairs of cognates,
without using the same token twice. The cog-
nateness y of that pair of segments is define d
as

c
Y __ (n +m)/2 '

This measure is useful, because it is indepen-
dent of the lengths of the segments involved.
A null cognateness ('y = 0) for a pair of text s
means that the two are totally unrelated i n
terms of cognates . On the other hand, a cog-
nateness equal to 1 denotes a "maximal" rela-
tion .

Our fundamental assumption is that transla-
tion (seen as a relation) and cognateness ar e
correlated: we expect to find a significantly
higher number of cognates between pairs o f
sentences which are mutual translation s
than between random pairs of sentences .

To verify this conjecture, we went through
the process of hand-aligning a small extract
of the Canadian Hansards (13 pairs of para-
graphs: 102 English and 94 French sentenc-
es), and identifying pairs of cognates betwee n
aligned segments. A similar operation was
performed on a "random" alignment of th e
same texts 3. For each couple, we compute d
the level of cognateness.

The results are quite convincing: an average
cognateness y = 0 .21 for pairs of segments
which are mutual translations and Y = 0 .06
for random pairs. Cognates would therefore

3. lb obtain a random alignment, we used a vari -
ant of the alignment program which replace s
the scoring function with a random function .
The idea was to obtain an approximation of the
expected number of cognates for arbitrary pairs
of segments that the program does consider as
candidates for alignment. It should be noted
that the probability of two segments being mu-
tual translations in such a random alignment
varies with the numbers of sentences per para-
graph. If we assume that cognateness and trans-
lation are correlated, then the average
cognateness of random alignments will also
vary with the sizes of paragraphs. The samples
we used were relatively long, with the average
numbers of sentences per paragraph at 7 .8 for
English and 7 .2 for French. So the results
should be taken with caution.
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appear to be a reasonable criterion for align-
ing sentences .

Now, how does an alignment program com-
pute the level of cognateness of a given pair o f
text segments? It appears that for this task,
it is not essential to resort to a list of cognates
specific to a particular pair of languages . An
automatic cognate-matching mechanism can
be devised that relies on an "operational" def-
inition of cognates instead of such a list, and
that produces very acceptable results. Con-
sider the following definition:

Given a pair of sentences S1 and S2, we iden-
tify two lists T1 and T2 of tokens t, to be used
as candidates in cognate pairs ; these are
"maximal" substrings of S1 or S2 which be-
long to one of the following categories :

(1) t is entirely composed of letters and
digits, but contains at least one digit;

(2) t is exclusively composed of letters, and
is at least four letters long.

(3) t is a single punctuation character ;

The first category is intended to catch numer -
ical expressions, which in most cases are lan-
guage-independent and preserved acros s
translations, thereby constituting very inter-
esting candidates . The second category is de-
fined so as to exclude most "functional" words
which tend to be short and seldom `cognated' .
Finally, we included the third category on th e
intuition that the translation process has a
tendency to preserve punctuation .

Given two such candidates t1 and t2 from to-
ken lists T1 and T2 respectively ,

• if both are members of categories (1) o r
(3), t1 and t2 are cognates iff they ar e
completely identical4 .

• if they are members of category (2), t1

4. In this context, character identity is indepen-
dent of capitalization and accent marks : as far
as we are concerned, characters a and E are
"identical".

and t2 are cognates iff their four first
characters are identical .

According to this definition, English's fi-
nanced and French's financier are cognates ,
and so are English's and French's opposition ,
but government and gouvernement are not.
On the other hand, numerical expressions
and punctuations can only be cognates of
themselves .

Needless to say such a definition makes i t
very easy to devise a simple program that au-
tomatically identifies all pairs of cognates for
a given pair of text segments.

Crude as it is, this definition produces results
that compare with those obtained with th e
previous intuition-based selection: Y = 0.30
for mutual translations and 0 .09 for random
pairs of segments . In both cases, the number
of cognates for segments which are mutual
translations is at least three times as high as
for randomly selected segments. That this
definition produces higher figures may be ac -
counted for by the fact that it excludes short-
er tokens .

4 Cognate-based

Alignments

The easiest way to illustrate how cognate s
may be used to produce automatic align-
ments is to modify the standard length-base d
program so that it uses cognateness instea d
of segment lengths as its main criterion . This
may be done by changing the scoring func-
tion .

The statistical analysis of our hand-aligne d
portion of the Canadian Hansards reveale d
that the number of pairs of cognates, c, that
can be obtained from a pair of aligned seg-
ments of average size n (number of candidat e
tokens per segment) approximately follows a
binomial distribution B(n, pt), wherept is the
probability that an individual token of on e
segment has a cognate in the other segmen t
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when the two segments are mutual transla-
tions (notice that this is the same as the ex-
pected cognateness E(T)). This means that in
practice, if two segments of average size n are
mutual translations (an event denoted by t),

then we can estimate the probability of ob-
taining c pairs of cognates as :

P(cjn,t)c" (n) .7 . (1-p) n

The same type of distribution is observed
when random couples are examined instea d
of mutual translations, the only difference
being the expected cognateness, which is sim -
ply denoted by p in this case .

An interesting way of measuring how well
two segments of average size n relate to one
another is to compute the probability of the
observed number of cognates, c, under the hy-
pothesis that the two segments are mutua l
translations, and compare it with the proba-
bility of that same number of cognates unde r
the hypothesis that the two segments are th e
result of a random choice :

P(cI n, t )
P(cI n)

This ratio takes values greater than 1 when
the observed cognateness is closer to that o f
mutual translations than to that of rando m
pairs of segments, and values smaller than 1
in opposite situations .

Our scoring function is based both on this ra-
tio and on the likelihood of the translation
pattern a that connects the two segments o f
the given couple . It is defined as minus the
log of their product :

Score (a, c, n) = -log (~P(cI n, t)
P(a)l

L P(cI n)

	

J

	 -Pt= -log
[[PL

-p]n-c_P(a)
J

r

	

[( n[c log-

	

-c) • log -1
-pt]P

	

1- p

- logP(a)

The behavior of function Score is compatibl e
with the dynamic programming scheme used
in the program : it is such that smaller values
indicate better alignments. To illustrate this ,
we can re-express Score as a function Score '
of a, y and n:

Score ' (a, y, n) = n • (Ay+ B) - logP(a) .

First, it is clear that for fixed values of n an d
y, more likely translation patterns (a) yiel d
smaller values for Score' . Second, i f
0<-p<pt 1, then A<0 and B>0, so that
higher levels of cognateness y also produce
smaller values of Score' when n and a are
fixed . Finally, the "size" of the couple n has
the effect of determining the relative impor-
tance of y in the computation of Score' : the de -
gree of cognateness will play a greater role in
the scoring function when the segments con-
sidered are relatively long. Intuitively, thi s
may be taken to reflect the fact that cognate-
ness, as a measure of how well two segment s
relate to one another, is not as significant fo r
short pairs of segments as it is for long ones .

While the observed number of cognates pe r
token varies slightly with the size of the seg-
ments in the Hansards, we found that our
alignment program was fairly insensitive t o
these small variations, so the overall averag e
values of Section 2 : 0.30 and 0.09 were use d
as estimations for pt and p respectively. As
for P(a), we used the values proposed by Gal e
and Church (Table 1).
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Translation pattern P(a)

I-1 0 .89

1-0 or 0-1 0 .009 9

1-2 or 2-1 0 .08 9

2-2 0.011

Table 1 : a priori probabilities
of translation patterns.

Source : [3] .

The program was tested on a fairly large
sample of bitext. The manner in which the
tests were conducted and the quantitative re-
sults are detailed in section 5. For now, let u s
simply say that, not very surprisingly, the re-
sults we obtain with this program are not as
impressive as those obtained with a scorin g
function based on lengths alone . We believe
that this is attributable to the large varianc e
in cognateness levels : our scoring function ac-
counts for the fact that it is not at all uncom-
mon to find average size pairs of sentences
(say, 10 words each) which are perfect trans-
lations of one another, but that do not shar e
a single cognate . On the other hand, it is
quite frequent to see unrelated pairs of sen-
tences that share a few cognates, especially i f
they appear in the same context .

Another observation is that this program is
not nearly as efficient as the standard length -
based program (on our test corpus, it was 9
times slower) : obviously, finding pairs of cog-
nates is much more costly than simply com-
paring lengths.

What the results do show however is that a n
approximate measure of the level of cognate-
ness such as the one described above is a val -
id, albeit weak, criterion for aligning
sentences .

5 An Algorithm using
Cognates to improve a
Length-based Alignment

While cognates alone cannot produce better
alignments than length differences, an ap-
pealing possibility is to use the cognateness
criterion only in situations where the length -
based method alone runs into trouble . Gale
and Church suggest that in such cases their
scoring function is likely to have assigne d
poor scores, and that this information may be
used to locate potential errors . The following
observation suggests a more convenient wa y
of sensing trouble :

The length-based scoring function is such
that it produces only positive integers, that
smaller scores indicate a better fit between
pairs of segments, and that the overall score
of an alignment is obtained by adding the in -
dividual scores of its constituent couples. If
for a pair of paragraphs, instead of identify-
ing the alignment with the best overall score ,
we keep the two best alignments, we observe
that the overall score of the second best i s
typically much larger than that of the best :
approximately 100 times as large on average .
When looking only at paragraphs where the
program fails to find the correct alignment,
we find that figure to be much closer to 2 .
This means that in many difficult para-
graphs, the program is actually making deci-
sions based on relatively small scoring
differences: in a third of all paragraphs
where the program produces an incorrect
alignment, the overall score of the correct
alignment is within 15% of that of the best
scoring alignment .

This suggests ways for locating an interest-
ing number of difficult paragraphs and fo r
identifying alternative alignments in these
cases. The method we propose proceeds i n
two passes: the first pass is essentially iden-
tical to the length-based algorithm, excep t
that instead of producing the single best solu -
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tion, it outputs a list of "best alignments", i .e.
a list of alignments whose overall score is rel-
atively "good". If this does not produce a
unique solution, the program then proceeds
with the second pass, and uses the cognate-
based scoring function described in the previ -
ous section to select the best alignment of th e
list.

In our implementation, an alignment is con-
sidered a valid candidate for the second pas s
if its overall score falls within a certain per-
centage of the absolute best scoring align-
ment. Actually, finding exactly all of these
alignments involves a computation that is ex-
ponential in time with the total number of
sentences in the paragraphs . We use a heu-
ristic which, while it does find all the inter-
esting alignments in polynomial time ,
typically slightly over-generates .

Experimentation shows that the best result s
are obtained by retaining for the second pas s
all the alignments whose score falls within
30% of the overall best scoring alignment .

6 Evaluation
In evaluating the different alignment meth-
ods discussed in the previous sections, we
were interested in two things: first, in mea-
suring their overall performance, both i n
terms of efficiency and of correctness ; second ,
in identifying the respective strengths and
weaknesses of each .

Both of these objectives required the exist-
ence of a test corpus for which a reference
("correct") alignment was available. Our first
concern was to construct such a corpus.

The Test Corpus

The Canadian Hansards (parliamentary pro-
ceedings) were chosen as the source for th e
test corpus because of their wide availabilit y
and common use as a testbed for bitextual
techniques. For reasons to be discussed later,

two distinct corpora were set up : the first cor-
pus consists of 2775 pairs of paragraphs (ap-
proximately 160 000 words of each language)
and may be considered fairly representativ e
of the Hansard proceedings in terms of diffi-
culty of alignment; the second one is shorter
(790 pairs of paragraphs) and was chosen for
its relatively large proportion of asymmetric
pairs of paragraphs (we call two paragraphs
"asymmetric" if they do not contain the sam e
number of sentences) . In what follows, w e
will refer to these as the "base" corpus an d
the "hard" corpus respectively .

The reference alignments had to be done by
hand. All 3565 paragraphs were equally spli t
among 8 judges, all of which speak and rea d
both English and French fluently . With the
help of a special-purpose interactive pro-
gram, these judges were asked to verify an d
correct an initial alignment produced auto-
matically following a "dumb" method : each
pair of paragraphs was segmented into a se-
ries of one-to-one alignments, followed if nee d
be by a series of one-to-zero or of zero-to-one
alignments. The resulting manual alignment
of the base corpus contained 7123 couples
and that of the hard corpus, 2693.

Overall Performance Tests

In our first experiment, the base corpus wa s
submitted to each program and the resulting
alignment compared to the reference align-
ment. The results of these tests are summa-
rized in Table 2. In this table, error count s
are reported first as the number of para-
graphs where the machine alignment dis-
agrees with the reference alignment, then a s
the number of couples of the reference align-
ment not found in the corresponding machin e
alignment ("missing" couples) . Error percent -
ages are given as the number of missing cou-
ples over the total number of couples in the
reference alignment. Processing times
(where applicable) are in seconds. All tests
were done on a Sun SPARCstation 1+ with 24
Megs of RAM.
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Length-

	

Cognate-based

	

Two-pass

	

"Dumb "based

alignment alignment alignment alignmen t

Paragraphs in
which
program and 57 85 58 290
reference
disagree

Missing 128 171 114 68 1
couples

Error 1 .8% 2 .4% 1 .6% 9 .6%
percentages

Processing 992 908 .1 111 .4
time

Table 2: Results of alignment
programs on the base corpus .

For reference, we also provide the results of
the "dumb" alignment, i .e. the initial align-
ment from which the reference alignment
was produced. As it turns out, the succes s
rate of this alignment is probably the most
striking result in Table 2 : an impressive
90.4%! To a certain extent, this could be sai d
to support the claim that aligning text is an
"easy" problem. However, we take it more a s
an indication that this specific corpus wa s
particularly easy to align. This interpretation
is supported by the high rate of success of the
length-based method : while Gale and Church
report a rate of 95.8%, in our experiment, it
scored 98 .2%. The two-pass method of section
4 was just slightly better, with a success rate
of 98.4%. Separate experiments on other
(non-Hansard) corpora seem to confirm thi s
tendency to reduce the absolute number of
alignment errors by 10%.

So we conclude that the two-pass program
does produce better results than the simpl e
length-based alignment, at a minimal cost (a
12% increase in processing time), but that
the improvement remains modest .

Error analysis

A quick look at the errors made by the three
programs on the base corpus reveals that a
large number of these were "unavoidable" er-

rors: 27 pairs of paragraphs of that corpus
featured "unorthodox" translation patterns ,
i.e . patterns other than the six enumerated in
section 2 (e .g. three sentences that translat e
into one, or two that translate into four), an d
which therefore could never have been
caught by any of the programs we tested . We
felt that in order to better assess the behavio r
of each program, we needed a test corpus fo r
which the rate of success of the length-base d
method was closer to Gale and Church's ow n
predictions . Hence the "hard" corpus .

It would have been possible to "cook up" such
a test corpus, but we discovered that larg e
portions of the Hansards exist that are signif-
icantly harder to align than the base corpus
used in the first part of the evaluation. This
is often true of sections that have a large pro -
portion of asymmetric pairs of paragraphs, a s
is the case in the sample that we used for our
"hard" corpus : 14% of its pairs of paragraphs
are asymmetric, while the average is below
10%. On this sample, the length-based meth -
od missed 80 of the 2693 couples of the refer -
ence alignment, a success rate of 97 .0%. The
performance of the two-pass method on th e
same corpus was significantly higher, with
only 50 errors (a 37 .5% reduction in the num -
ber of errors).

We examined the errors that these two pro-
grams produced on the "hard" corpus, and de-
termined for each one the assumed source of
the error, cataloguing them accordingly . For
each type of error, we recorded both the num -
ber of "regions" (series of contiguous mis-
aligned couples) in which a certain type of
error occurred and the total number of cou-
ples affected by the error. The results of this
classification of alignment errors appear i n
Table 3 .

The first category concerns errors attribut-
able to unorthodox translation patterns . The
second deals with what we call "decomposi-
tion" errors: the task of aligning a pair o f
paragraphs depends on a previous decompo -
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Length-
based
alignment

Cognate -
based
alignment

alignment

.3 $ .g I
Error type s °u 3
Unorthodox
patterns

7 23 8 15 7 18

Decomposition 5 5 5 5 5 5

Missed
omissions

Misplaced

5 16 5 14 5 1 4

contraction or
expansion

10 28 28 58 6 1 3

Others 3 8 7 10 0 0

Total 30 80 53 102 23 50

Table 3: Types of alignment errors.

sition of the text into sentences . Errors some-
times occur during that process, such as fo r
example when a sentence is split in two be-
cause the program takes the period in an ab-
breviation for an end of sentence marker . As
much as possible, an alignment program
should correct these errors by regrouping the
pieces that composed the original sentence .
When it fails to do so, we have a "decomposi-
tion" error.

The third category concerns situations where
the alignment program failed to locate an
omission or an addition (1-to-0 or 0-to- 1
alignments), the fourth deals with misplace d
contractions and expansions such as the one
of Figure 2 (Section 1), and the last category
groups together various other errors .

The three programs exhibited similar behav-
iors on the first three types of errors :

As expected, they all failed when confronted
to unorthodox translation patterns . There
were actually 8 couples of this type in the ref-
erence alignment : six 3-to-1's and two 4-to-
1's . But two of these were very close to on e
another, and therefore appeared within one
large region of error in the length-based and
the two-pass alignments . Only the cognate-

based program managed to contain each er-
ror within a single, relatively small region o f
error .

All three programs made the same 5 decom-
position errors, which in fact all followed th e
same pattern: two sentences which were mu-
tual translations were both incorrectly split
on a period not marking an end of sentence ;
all programs produced two one-to-one cou-
ples, when the correct solution was a singl e
two-to-two. Such errors are very difficult t o
locate and we may assume that to do s o
would require much more language-specific
information (e .g. enough syntactic knowledg e
to recognize what constitutes an acceptabl e
sentence) .

As for missed omissions, they still constitut e
the most embarrassing category of errors : all
programs missed all 5 omissions that the test
corpus contained. Gale and Church suggest
that it may be necessary to consider lan-
guage-specific methods in these cases . Obvi-
ously, cognates do not provide enough
information to solve this problem.

Where the real differences appear is in the
last two categories: on these, the two-pas s
program managed to get three times less er-
rors than the length-based, which itself wa s
twice as good as the cognate-based . Actually ,
considering the fairly poor performance of th e
cognate-based approach in these situations ,
it is surprising that we could obtain such
good results simply by combining it with the
length-based method . The most probable ex-
planation is that the length-based and cog-

nate-based methods do not normally make
the same mistakes . So when our two-pass
strategy effectively locates the length-based
method's weaknesses and manages to pro -
pose interesting alternatives, then the cog-
nate-based method is likely to come up with
the correct alignment in the second pass .

Also worthy of notice is the average numbe r
of missing couples per region of error : 2 .58 for
the length-based alignment, 2.17 for the two -
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pass alignment, and 1.92 for the cognate -
based alignment. This indicates that while
the cognate-based method produces substan-
tially more errors than the other two, it is les s
prone to producing large alignment errors ,
i .e . errors involving several (say, 3 or more)
contiguous couples . This tendency can be ob-
served in all categories but the decomposition
errors, where that ratio is already minimal .
To a certain extent, the two-pass method in-
herits this highly desirable property .

7 Conclusions
In this paper, we outlined some of the weak-
nesses of Gale and Church's program fo r
aligning sentences in bilingual text, and sug-
gested that a small amount of linguisti c
knowledge could be used to overcome thes e
weaknesses. Cognates were proposed as such
a source of knowledge, and we describe d
methods both to efficiently identify pairs of
cognates and to estimate how well two piece s
of text related to one another given their "lev-
el of cognateness" .

We then described how the length-based pro-
gram could be modified to take advantage of
this new information. The new program pro-
ceeds in two passes. In the first pass, it uses
the length criterion to filter out all unlikely
alignments . In the second pass, cognates ar e
used to identify the overall best alignment of
those candidates that remain.

Experimentation shows that this metho d
yields better results than the length-base d
program, but that this improvement remain s
modest. We believe that the main proble m
with our approach is that we are trying to im-
prove a fairly reliable method with one that is
not as reliable .

However, we observe that while cognates are
less precise than length as an alignment cri-
terion, they are probably more robust : the
two-pass program is less likely to misalign
large pieces of text in pathological situations

such as those described in section 1 . In thi s
sense, we believe the method could be used t o
produce finer alignments, e .g. aligning seg-
ments smaller than sentences, or considering
more translation patterns (3-to-1's, etc.) .

On the other hand, the method we describe to
locate difficult regions and identify alterna-
tives in the first pass is remarkably reliable .
Obviously, scoring differences could be use d
in a length-based alignment program as the
basis for an error-detection mechanism, or to
purge a sample of bitext of dubious pairs o f
segments .

Another interesting aspect of the two-pas s
strategy is that it allowed us to use a relative -
ly "expensive" alignment criterion, without
sacrificing efficiency. This idea can be gener-
alized so that other sources of language-spe-
cific knowledge are used in the alignment
process. For example, one could complement
or replace the cognate-matching mechanis m
with a bilingual dictionary, or with some de -
vice capable of evaluating the probability o f
two words "trans"-occurring in segment s
which are mutual translations. Such addi-
tions would probably make the second pas s
more reliable, and in turn allow us to filte r
out less candidates in the first pass, therefor e
becoming less dependent on the length crite-
rion .

We plan to explore these avenues in the near
future.
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