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Group News and Information 
 
Letter from the Chairman 
 
72 Brattle Wood 
Sevenoaks 
Kent, TN13 1QU 
Tel: 01732 455446 
Office: 0171 815 7472 
Fax: 0171 815 7550 
E-mail: wiggjd@sbu.ac.uk 
 

First of all, my apologies for delaying publication once again, this time to await finalisation of 
the arrangements for the International Machine Translation Conference, ‘MT 2000’ to be held 
at Exeter University in November 2000. Please make a note of the dates, Monday 20 
November to Wednesday 22 November. You might be interested to know that the annual 
ASLIB Conference, ‘Translation and the Computer’ is being held at the end of the previous 
week in 2000. 

If you would like to take part at MT 2000, either by presenting a paper or otherwise attending, 
further information will be available on our web site, www.bcs.org.uk/siggroup/sg37.htm in 
due course. In the meantime please contact Derek Lewis at Exeter University, or any other 
committee member. 

As I mentioned last time, the Proceedings of the previous conference at Cranfield in 1994 are 
now available, and this time we reproduce another paper from them by kind permission of the 
author, Alan Melby, to encourage you to buy a copy. 

May I remind members yet again, that they do not need to live near London to assist the 
Committee. We do not have sufficient funds to pay travel expenses for all Committee 
members to attend meetings, but we still welcome Correspondent members. Correspondent 
committee members are otherwise treated as full members of the committee and kept advised 
of all committee business. Anyone interested in helping contact me or any other Committee 
member. 

Our committee still requires a treasurer. This post does, of course, require some knowledge of 
accounting, but not much I'm glad to say, and, as mentioned above this does not need to be for 
someone in the London area. Anybody interested to know more, please contact me. 

Please consider contributing to this Review. We would still welcome more articles, papers 
and reports on the subject of machine translation and related subjects such as computer 
assisted language teaching, computer based dictionaries and aspects of multilinguality in 
computing etc.  We would welcome papers from staff and students in linguistics and related 
disciplines, and from translators and any other users of MT software.  

Finally, I would like to take this opportunity of congratulating our Web Master, Roger Harris, 
on our web pages being quoted 40th out of the top 50 most cited web pages on the Natural 
Language Processing Topic by ‘Links2Go’ at www.links2go.com/topic/Natural Language 
Processing. Incidentally they do provide an interesting contacts list. 

All opinions expressed in this Review are those of the respective writers and are not 
necessarily shared by the BCS or the Group. 
             David Wigg 
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The Committee 

The telephone numbers and e-mail addresses of the Committee are as follows: 

David Wigg (Chair)      Tel.: +44 (0)1732 455446 (H) 

         Tel.: +44 (0)171 815 7472 (W) 

         E-mail: wiggjd@sbu.ac.uk 

Monique L’Huillier (Secretary)     Tel.: +44 (0)1276 20488 (H) 

         Tel.: +44 (0)1784 443243 (W) 

         E-mail: m.lhuillier@vms.rhbnc.ac.uk 

Derek Lewis (Editor)      Tel.: +44 (0)1404 814186 (H) 

         Tel.: +44 (0)1392 264296 (W) 

         E-mail: d.r.lewis@exeter.ac.uk 

Douglas Clarke       Tel.: +44(0)1908 373141 

Ian Kelly        Tel.: +44(0)1276 857599 

         E-mail: 100350.3046@compuserve.com 

Veronica Lawson       Tel.: +44(0)171 7359060 

         E-mail: 100733.504@compuserve.com 

Roger Harris (Rapporteur)     Tel.: +44 (0)181 800 2903 (H) 

                     E-mail: rwsh@dircon.co.uk 

Correspondent Members: 

Gareth Evans (Minority Languages)   Tel.: +44 (0)1792 481144 

         E-mail: g.evans@sihe.ac.uk 

Ruslan Mitkov       Tel: +44 (0)1902 322471 (W) 

         E-mail: R.Mitkov@wlv.ac.uk 

BCS Library 
Books kindly donated by members are passed to the BCS library at the IEE, Savoy Place, 
London, WC2R 0BL, UK (tel: +44 (0)171 240 1871; fax: +44 (0)171 497 3557). Members of 
the BCS may borrow books from this library either in person or by post. All they have to 
provide is their membership number. The library is open Monday to Friday, 9.00 am - 5.00 
pm. 

 
Website 

The website address of the BCS-NLTSG is: http://www.bcs.org.uk/siggroup/sg37.htm 
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Machine Translation and Philosophy of Language 

 
by 

 
Alan Melby 

 
Brigham Young University at Provo, USA  

 
 

The other day I woke up with an image in my head, but I had no idea what it meant. The 
image was simple, a straight horizontal line with an oval above it that touched the line, and I 
was sure that it had meant something in my dream, but I had only a faint, rapidly fleeting, 
recollection of my dream. You have probably felt the frustration of trying to bring back a 
dream. 

 I sat up and tried to grasp what the image might signify. My first impression was that it 
could be a balloon filled with water sitting on a table and turned so that you cannot see the 
mouth of the balloon that has been tied up. 

 I had the feeling that the image had something to do with humans, so I looked beyond 
balloons. My next thought was that it might signify another person encountered along the way 
during a stroll through a park. You don’t know what to make of the other person. You can try 
to squeeze each of them into a mould based on the way they are dressed, but you can’t really 
get to know them unless you interact with them and let them come out of their mould. The 
line could represent the path you are walking along, and the oval the mould that you put that 
person into when you form a first impression. 

 That still wasn’t quite right. Perhaps the oval was a knot-hole in a piece of wood, and the 
line was the lower edge of the wood. But what did that have to do with people? Ah yes, the 
knot-hole-wood image reminded me of a story about a visit to a tree house which had boards 
on all sides. It didn’t matter that grown-ups who build houses generally put wood panels 
vertically. This tree house was more in the style of a log cabin. According to the story, a very 
imaginative boy, Harold, was invited into the tree house by Peter, the neighbour boy who had 
built the house. Peter closed the door and the small room became nearly dark, except for one 
beam of sunlight that shone through a knot-hole in one of the boards. That knot-hole was, of 
course, the oval in the image from my dream. Harold suggested playing a game in which he 
would pretend that he knew nothing about the outside world, that he had always lived in the 
tree house in the dark. Peter, who had come to expect crazy thought games from Harold and 
enjoyed playing them, pointed out the dust particles floating in the beam, and they both 
watched them for a few minutes. Then Peter moved over so that the beam shone onto his face 
and began describing to Harold some of the things that were happening outside the tree house. 
Harold would not at first believe that Peter could see anything outside the tree house, insisting 
that he could see the beam just as well as Peter could and that there was nothing to see but 
dust particles floating in the air. Then Peter helped Harold look along the beam instead of at 
it, and the outside world opened up. 

 There is no single correct interpretation of an image except, perhaps, within a domain. For 
example, on a Forest Service map, the oval might unambiguously mean a campsite and a 
small rectangle might mean that the campsite has a picnic table. In another domain, the same 
symbols may mean something entirely different. There is no well-defined limit to the number 
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of possible domains in which an image could have particular domain-specific meaning and no 
limit to its possible interpretations in general language. The world is infinitely categorizable. 
But interpretations are not exactly random meanings either. Each is somehow motivated by 
the original image. The first interpretation of the image in my dream is motivated by a 
similarity with the shape of a balloon filled with water. The second suggests the unjustified 
oversimplification of a human to a stereotype which supposedly allows us to predict how that 
person will behave (a kind of extreme racism). And the third interpretation of the line and 
oval suggested at a second level the story of the beam of light shining through a knot-hole 
into a tree house. One could say that the first interpretation is literal while the second is 
metaphorical and the third is both literal and metaphorical. But note that, contrary to a 
common assumption about metaphor, the metaphorical interpretations are not based on the 
literal balloon interpretation.1  However, the beam-of-light story has a particular significance 
to the philosophy of language related to the second metaphorical interpretation. We concur 
with the philosopher Emmanuel Levinas who claims that selfhood is based on a recognition of 
otherness in the sense that other people also possess selfhood. Without others, selfhood has no 
meaning. However, with particular individuals, we can attempt to deny them their agency. 
One way is to stereotype another person and claim that a label is all we need to know about 
the other (as in the second interpretation of the oval). Another way to attempt to deny the 
agency of others is to pretend that they are not relevant to us by putting up barriers around us 
to shut out everything but our own little world (as in the story of the tree house). When we 
stop resisting the otherness of others and grant them the same agency we possess, then a 
whole new world opens up (suggested by looking along the beam instead of at it), an exciting 
world which is fundamentally ambiguous yet grounded in the ethics and economics of human 
relations, a world which opens up the possibility of dynamic general language. 

 As long as we are comparing general language to a world, let us extend the metaphor to include 
domain-specific language. Start with our planet earth and its various languages/cultures focused 
in various geographical areas; then think of the various satellites orbiting the earth as artificially 
created domains. Some domains, such as the domain of the maintenance and repair manuals for a 
piece of machinery sold world-wide, will be almost completely shared across several languages, 
just as one satellite can transmit to several areas of the earth. Even then there will be minor 
variations such as the voltage and frequency a machine expects when fed electrical power and the 
type of plug placed on the outlet to obtain that power. Other domains are tied to one culture, 
sometimes even within the same language, just as a weather satellite and a military satellite may 
be in the same orbit yet be incompatible. For example, the domain of Law in the United States 
and the domain of Law in Great Britain are two domains, whether you count British English and 

                                                           
1  Terry Winograd (1987) provides an additional example of the fact that meaning is not always neatly divided 
up into a literal base meaning and figurative extensions. Suppose one asks the question ‘ Is there any water in 
the refrigerator?’ In the context of a typical American family this would be a question about whether there is a 
pitcher in the family refrigerator containing enough cold water (above zero degrees Celsius but probably below 
ten degrees) to pour into a glass and have a good drink. However, a scientist asking another scientist this same 
question may be asking whether there is any substance in the laboratory refrigerator containing some H2O that 
might interfere with an experiment using microwaves. Which is the literal meaning? If one tries to list all the 
possible meanings in all conceivable contexts, this is an admission that meaning is indeed dependent on context. 
If one argues that the literal meaning is the one that is most likely in a normal context, then this is also an 
admission that meaning is dependent on context in this case, the context we have called the Utterly Boring 
World. There really is no meaning that is independent of all context. 
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US English as one language or two. Translating between incompatible domains can be as 
challenging as translating between general languages.2 

 Human translators are able to handle both general-language and domain-specific texts. As a 
starting point, a translator must be competent in two or more general languages. Then, for each 
new domain, the human translator must gain new expertise. The same requirement applies to a 
machine translation system in that the lexicons as well as any knowledge base the system may 
have must be updated in order to produce high-quality translations from a new domain. But here 
the similarity ends. Human translators can produce high-quality translations of general-language 
texts which are dynamic, that is, full of metaphor, allusions, and intentionally unusual usage. 
Current machine translation systems cannot. Current techniques in machine translation produce 
fully-automatic high-quality translation only when applied to a body of similar texts which are all 
restricted to the same domain. The texts must be static in that they do not contain new metaphors, 
allusions, or grammatical constructions. Sometimes this restriction occurs naturally and the texts 
form a sublanguage. More often, the restrictions must be enforced with the cooperation of 
authors, resulting in what is called controlled language. Many have noted that machine translation 
works better in a narrow domain. The reason in obvious: everything is better-defined and less 
ambiguous than in general language. What is less obvious is whether the machine translation 
techniques that work quite well within a domain can gradually be extended to apply equally well 
to general language. Or will one encounter a phenomenon of diminishing returns or even an 
unscaleable wall. Terrance Hook, who has developed a domain-specific Dutch-English machine 
translation system, made a typical comment. He said that when restricted to a domain, the output 
of his system is good enough to be used, as it is, for some purposes. However, when, ‘on a rainy 
afternoon’, he tries a passage from a newspaper, he gets gibberish. Is this a temporary limitation 
of domain-specific systems or will they gradually improve in their ability to handle general 
language texts until they do as well on general language as they do on domain-specific texts? We 
claim that current techniques of machine translation will never be extended to handle general 
language texts. 

 

Techniques that do not extend 

A major shift has occurred in machine translation. John Hutchins, the acknowledged 
historian-in-residence of machine translation, has noted that up to about ten years ago the 
assumption was that systems should be general;3 but now the assumption is that systems (at 
least systems aimed at high-quality output) should be domain-specific. The issue among 
professionals is no longer whether current techniques in machine translation work equally 
well in a domain and on general text. They do not. The issue is whether current techniques 
can ever be extended to handle general language effectively. I have proposed that they cannot 
be extended to dynamic general language. This claim is highly controversial.4  How could I 

                                                           
2   There are, of course, even variations in the legal system between states in the United States and between 
England, Wales, and Scotland in Great Britain. Further complications arise when considering US territories and 
extra-British members of the United Kingdom, such as Northern Ireland, the Isle of Mann, and the Channel 
Islands. 
3  John Hutchins commented on the shift from general machine translation systems to domain-specific systems at 
the 1994 Cranfield conference. At that same conference, Peter Wheeler, who in the past ten years has gone from 
working at the European Commission with Systran, to working for Logos (a machine translation developer), to 
being an independent consultant, confirmed the accuracy of the remarks made by Hutchins. 
 
4  At the first conference of the Association for Machine Translation in the Americas, a member society of the 
International Association for Machine Translation, held in Columbia, Maryland, October 6-8, 1994, a panel 
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be so bold as to make such a claim? The reason is based on: (1) the fact that current 
techniques depend on philosophical underpinnings called objectivism; and (2) my belief that 
general language does not conform to the assumptions of objectivism, thus invalidating 
current techniques as applied to general language. 

 George Lakoff, a prominent linguist and early supporter of Chomsky, long ago broke off from 
the objectivist camp and has spent recent years developing a non-objectivist approach called 
experientialism. He summarizes objectivism as the belief that: 

rational thought consists in the manipulation of abstract symbols and that these symbols 
get their meaning via a correspondence with the world, objectively construed, that is, 
independent of any organism        (Lakoff 1987: xii) 

 This view has many implications. It implies that the human mind is an abstract machine and 
that any machine, including a digital computer, which is properly programmed, is 
theoretically capable of thinking just as well as or even better than a human mind. Note that 
this view includes a strong form of mind/body dualism, which means that a human body is 
not at all necessary for human-like thought. Some researchers in Artificial Intelligence (AI) 
take what is known as the strong-AI position, which is that computers will someday be able to 
perform any intellectual task that humans can perform.5  Marvin Minsky, a strong-AI 
proponent, recently wrote an article in which he estimates the knowledge a human acquires over 
a lifetime amounts to not more than the equivalent of about three gigabytes, which is 
approximately the amount of information that can be stored on one CD-ROM. He speaks of 
nanotechnology that places individual atoms in desired positions and that will allow us to 
produce much smaller and faster computer chips than we now can build. He then states, speaking 
of future robots as our virtual offspring, our MIND-CHILDREN: 

 Once we know what we need to do, our nanotechnologies should enable us to construct 
replacement bodies and brains that will not constrain us to work at the crawling pace of ‘real 
time’. The events in our computer chips already happen millions of times faster than those in 
brain cells. Hence, we could design our ‘mind-children’ to think a million times faster than we 
do. (Minsky 1994:90). 

 Minsky also notes that many scholars from a variety of disciplines ‘firmly maintain that 
machines will never have thoughts like ours because, no matter how we build them, they will 
always lack some vital ingredient’. Minsky says he has no patience with such arguments 
because they are all flawed by assuming, in one way or another, ‘the existence of some 
magical spark that has no detectable properties’. 

 Although over the years I have generally had little patience with Minsky and his outrageous 
claims, he has a good point here. 6  In a post-religious society such as ours, it does little good 
to use an ‘undetectable magical spark’ as the basis for an academic claim. Instead I have 
decided to focus on what hurdles would have to be overcome by a machine before it would 
                                                                                                                                                                                     
discussion treated the topic of the future of machine translation. Several panel members expressed their belief 
that current systems would gradually be extended to handle general language. 
 
5  At the 1994 Cranfield conference, I took a straw poll during a debate on the limits of machine translation in 
which professionals from all over the world were participants. About ten percent of the participants indicated 
that they take the strong-AI position. 
 
6  An outrageous observation at this point would be that there seems to be something about people whose names 
end in ‘sky’ (pronounced ‘skee’) that leads them off the deep end. 
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even have a chance of handling dynamic general language better than or on a par with 
humans. I do not claim that it will never be possible to build machines that can think like 
humans and, in particular, can handle dynamic general language as well as humans. Instead, I 
try to show that the current techniques of natural language processing (NLP) will never be 
extended to accomplish such tasks. Entirely new techniques will be needed. In particular, we 
will need techniques that avoid the assumptions of objectivism. We will see why in the next 
section. 

 

Avoiding objectivism 

Both mainstream philosophy and mainstream linguistics have built into them assumptions 
based on objectivism. Here are some of those assumptions: 

(a) Words and fixed expressions such as multi-word terms are mapped to a short list of discrete 
senses, often to a single sense. 

(b) Each sense exists independently of any particular word or sentence and has the properties of a 
mathematical set. For example, the sense of horse that corresponds to an animal is a set of objects 
in the real world. Any particular object is either in the set (if it is a horse) or is not in the set (if it 
is not a horse). There is nothing in between. Since these senses are independent of particular 
sentences and independent of people, they correspond to the way the world is, to the way the 
word objectively divides itself up. 

(c) The meaning of a sentence treated in isolation can be obtained by combining word senses of 
the words of the sentence from the bottom up. If a word of the sentence is ambiguous then there 
may be multiple composite sentences for the sentence, unless all but one are weeded out by 
selectional restrictions. 

 These assumptions are embedded in the standard framework which divides language into 
syntax (including morphology), semantics and pragmatics, with emphasis on syntax and 
semantics. According to this framework, linguistics is a branch of individual rather than social 
psychology. To someone committed to the mainstream view, this framework is perfectly 
standard and obviously true. There are many flavours within Generative Grammar, but they 
all share this framework and most work in machine translation is explicitly or implicitly based 
on it. 

 However, dynamic general language violates all three of the basic assumptions listed as (a), 
(b) and (c). It violates assumption (a) in that new word senses, sometimes called nuances, can 
be generated dynamically as needed in speech or writing, often for the purposes of a single 
text. Indeed, this dynamic aspect of meaning is found in all interesting writing, not just in 
great literature. Only in a well-defined domain can the meanings of words be pinned down. 
And that is because we humans create a domain specifically so that the senses of a term will 
be limited and discrete, with the goal being one concept per term and one term per concept in 
each language. 

 Dynamic general language also violates assumption (b) in that its categories are not 
mathematical sets tied directly to the way the world divides itself up. Lakoff (1987) gives 
abundant evidence to this effect from several disciplines. For example, he shows that 
categories of general language exhibit prototype effects in which some members are better 
members than others, a behaviour not allowed in mathematical sets.7 Again, in a domain, we 

                                                           
7  An outrageous observation at this point would be that there seems to be something about people whose names 
end in ‘sky’ (pronounced ‘skee’) that leads them off the deep end. 
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divide up the world a certain way for a particular purpose. So from the point of view of the 
domain, the world can be seen as divided up into a neat ontology of domain concepts which 
are mathematical sets. 

 Assumption (c) is violated in that general language is always understood in a certain 
context. Martin Kay and his colleagues (Kay et al 1994) put it this way: ‘language is situated’. 
When humans process general language, they do not delay consideration of pragmatic factors 
such as the situation. The syntax, then semantics, then pragmatics model is only applicable to 
domains in which the situation is constant and therefore implicitly taken into account at all 
levels. 

 So we see that dynamic general language violates all three assumptions on which most 
natural language processing is based. But controlled language restricted to a well-defined 
domain conforms to all three assumptions if we engineer it so. At a dinner speech, Martin Kay 
once put it something like this: ‘Success in NLP has been seen primarily in cases where 
natural language resembles formal language’. That comment, although intended to be 
humorous, is on-target and has a serious side. The syntax/semantics/pragmatics model of 
bottom-up composition from well-defined concepts is essentially a description of a formal 
language such as a computer programming language. Formal languages conform to all three 
assumptions while dynamic general language conforms to none of them. Thus, NLP 
techniques that are based on these assumptions apply to domain-specific text inasmuch as it 
resembles formal language and inasmuch as it does not exhibit the dynamic possibilities of 
general language. 

 Thus we can conclude that current NLP techniques will never be extended to handle 
dynamic general language, since to do so they would at least have to abandon the three basic 
assumptions of this section. Any set of techniques which truly abandoned these principles 
would look so different from current techniques that it would be inappropriate to call them an 
extension of current techniques. But what can we say about how these new techniques would 
look? 

 

What is needed 

Please recall that I am not saying that there are no techniques which can handle dynamic 
general language. I am saying that current techniques are insufficient. So what would be 
sufficient? First, the new techniques would allow for fundamental ambiguity. Fundamental 
ambiguity goes beyond superficial ambiguity in that it entails both an indeterminate list of 
possible senses for a word and an indeterminate relation between the senses and the real 
world. Most people in NLP to whom I pose the question of whether they believe in a 
universal set of concepts determined by the structure of the universe will respond that they do 
not believe in any such thing. Yet their techniques are based on this assumption. Again, 
within a domain, we can act as if there were no fundamental ambiguity so long as we have a 
group of people who have come to a shared understanding of the concepts of the domain. This 
shared understanding comes about through human experts interacting in a mixture of general 
language and specialised terms. General language provides the metalanguage for arriving at a 
common understanding. But this approach falls apart when applied to general language, 
because there is no metalanguage in which to discuss general language. Yorick Wilks has 
pointed out this problem when he asked how one can know whether everyone in a co-
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operative effort has the same understanding of the primitive concepts of an interlingua. This 
leads to the philosophical problem of the given. How do we obtain the atomistic concepts that 
are used to build up more complex concepts? What gives them to us? Chomsky would say 
that they are genetically hardwired. Philosophers would say that if they are not hardwired and 
we do not have them as children then we cannot get them through direct experience since 
concepts are required to interpret our experience. 

 A satisfactory solution must overcome the problem of the given. Chomsky’s solution is 
unsatisfactory since it does not allow for fundamental ambiguity. One criterion that a 
satisfactory solution must pass is the test of dynamic metaphor. Current NLP techniques can 
easily handle frozen metaphor. We simply put a fixed expression in the dictionary. Although 
even there we run up against resolving ambiguities such as the English request to go jump in 
the lake or the French request to go cook oneself an egg, which may be literal requests to 
perform a specific task or idiomatic requests to just leave and not come back, depending on 
the situation. Dynamic metaphor is much more challenging than frozen metaphor. Dynamic 
metaphor is created for the purposes of one text or even one sentence. Understanding dynamic 
metaphor involves taking into account the entire situation and those aspects of general 
knowledge that are relevant to the situation. It is ultra context-sensitive and thus contrasts 
with the objectivist processing which assumes that the meaning of a sentence can be built up 
without taking into consideration the context at all. Some dynamic metaphor is so clever or 
poignant that it is frozen and preserved for future use. The prevailing wisdom is that metaphor 
is a secondary aspect of language that can and should be ignored until other problems are 
solved. Lakoff has shown that it is a pervasive aspect of language that needs to be solved up-
front. Certainly, for general language, we cannot afford to ignore it. An interesting aspect of 
metaphor is that, although one cannot prepare in advance a list of all possible metaphorical 
uses of a word and although once a dynamic metaphor is created one cannot predict how it 
could be appropriately translated, every metaphorical usage is in retrospect motivated rather 
than random. 

 Ian Kelly supplied me with an interesting sense history of the word ‘treacle’ over the past 
two thousand years. At each change in sense, there was dynamic metaphor at play and each 
change is motivated though some are surprising. The ancestor in Ancient Greek of the word 
‘treacle’ was a wild animal. It then metonymically became the bite of a wild animal. This 
sense then broadened to become a general injury and later shifted to the medicine used to treat 
such an injury. Later still it narrowed to the substance put into a medicine in order to make it 
more palatable and finally, in British English, to one such substance, molasses. Each step is 
logical and motivated for a human, but it would be asking too much of a machine based on 
objectivist assumptions to figure out the new meaning at any stage of the transition from wild 
animal to molasses. Some NLP projects have worked on understanding dynamic metaphor. 
They should not be expected to achieve human levels of performance unless they truly 
abandon their objectivist assumptions. But at least it should be possible to measure their 
performance in such tasks as translating texts containing dynamic metaphor. 

 Is there anything else that would be needed in a viable approach for handling dynamic 
general language? Yes, it would be important to avoid falling into radical relativism when 
allowing for fundamental ambiguity. Radical relativism, typified by the deconstructionist 
movement in literary theory, recognises the problem of the given and solves it by saying that 
nothing at all is given. Concepts are not genetic, neither are they built into the structure of the 
universe. Everything is relative. The problem with this approach is that it does not explain 
how we can communicate. How do we know that our concepts have anything to do with the 
concepts in the head of the person we are talking to? A series of distinguished philosophers, 
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including Heidegger and, in his later work, Wittgenstein, have struggled with this problem. 
They have concluded that our concepts are grounded in our social interactions. This is a 
promising direction. Note that it implies that general-language linguistics is a branch of social 
rather than individual psychology. 

 Often it is said that a computer that could translate anything would have to understand what 
it is translating. But how do you tell if a computer understands? John R. Searle proposed a 
puzzle (‘Minds, Brains, and Programs’, in The Behavioural and Brain Sciences, Vol. 3, (c) 
1980, Cambridge University Press) in which it is assumed that techniques are somehow 
developed which allow a person sitting in a box who speaks only English to answer questions 
about a story by mechanically following a set of rules. The catch is that the story, questions, 
and the answers are all in Chinese and the person is English monolingual. Within a domain, 
say the domain of Chinese weather bulletins, this could probably be done if someone who 
speaks only English could follow rules similar to those used by the Meteo system to translate 
weather bulletins between English and French. Of course, it may take quite a while for the 
person in the box to produce an answer, but let us ignore that problem. The question is 
whether the ability to mechanically produce acceptable answers would constitute a 
demonstration that the person understands Chinese. Most people would say the answer is 
obviously no, while strong-AI people would say the answer is obviously yes. 

 Searle is on the side of those who think the answer is obviously no. He points out that if he 
were the person following the mechanical rules, he would get out of the box without knowing any 
Chinese. He would still know English and understand questions posed to him in English, but he 
would not understand Chinese. He points out that some people have suggested that an adding 
machine UNDERSTANDS arithmetic and that a door that opens automatically when someone 
approaches it and breaks a beam of light UNDERSTANDS the instructions of the photocell. He 
points out that this sense of ‘understand’ is not at all the same as the sense in which we note a 
person understands Chinese. Searle then goes through several types of replies he has received to 
his argument from strong-AI types. One type of reply is that perhaps a person that blindly 
follows the rules sitting closed up in a box does not understand Chinese, but if the rules were 
programmed into a small computer that was put into a robot, then the robot, thanks to its 
ability to move about and see things, would understand. Searle replies that this implies that 
understanding is solely a matter of formal symbol manipulation, which is one of the tenets of 
objectivism. Searle counters the symbol-manipulation theory by noting that an essential 
element of understanding is conscious intentionality. Most people would accept this. The 
problem is how to detect whether a machine intends to do something or merely follows a 
series of instructions. Strong-AI proponents must logically accept a form of mind-brain 
dualism, namely that the mind, including its intentionality, can be successfully implemented 
in a digital computer or in a human brain or, presumably, in ‘Cartesian mental substance’ if 
we ever run across any of that stuff, whatever it is. Searle takes delight in pointing out, 
however, that the AI literature contains ‘frequent fulminations against “dualism”’. Searle 
rejects this form of dualism and expresses his belief that intentionality is a biological 
phenomenon. If this is so, he points out, we should no more expect a computer program to 
have intentionality than a computer software simulation of photosynthesis to produce sugar. 
The problem is that unless we can somehow detect intentionality and prove that it is a 
biological phenomenon, we have a stand-off between Searle and Minsky. They may agree that a 
computer needs understanding and that understanding entails intentionality, but that leaves 
unanswered the question of whether a computer can have intentionality. In line with my previous 
stance of attempting to identify specifically what would be needed for a computer to handle 
general language rather than just saying that it would need an undetectable spark, we should 
perhaps look for indirect ways to detect understanding and intentionality. 
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 Marvin Minsky, in the same article where he pontificates about artificial brains, says something 
with which I agree, namely, that one thing which separates current machines from humans is the 
flexibility of the human mind. When a computer program encounters a situation for which it has 
not been explicitly programmed, it stops or produces meaningless results. When humans 
encounter a new situation, they are able to try various solutions until something works. This 
applies to Searle’s Chinese Box puzzle. Flexibility is a detectable aspect of understanding and 
intentionality. Even Meteo has occasional problems with a sentence, usually due to a 
typographical error or noise on the transmission lines. A human reviser handles these situations 
because they cannot all be systematized and therefore require the flexibility of the human mind. 
The human blindly following the instructions of Meteo would exhibit no more flexibility or 
robustness than a computer. Therefore, neither a computer, nor a human following instructions 
mechanically, truly understands. We have now made an additional requirement of a machine that 
might handle natural language. It must exhibit flexibility in handling new situations. This 
flexibility would probably be related to the ability to handle dynamic metaphor. It seems that 
ways of testing flexibility could be devised. 

 Joseph Weizenbaum is well-known for having written a computer program called Eliza that 
simulates a psychoanalyst. When it was first installed on a computer at a university, some people 
would TALK to it for hours on end through a computer terminal, exposing their darkest secrets 
and actually believing that it was a human psychoanalyst or at least that it really UNDERSTOOD 
them. Weizenbaum was appalled.8  He knew that the computer program didn’t understand a thing 
they were saying. It simply looked for key words and put together minor variations on stock 
replies. For example, if a person said: ‘My parents are divorced’, Eliza would reply something 
like: ‘Tell me more about your family’, using a table that lists ‘parent’ as a ‘family’ word. How 
was Eliza so successful in fooling intelligent people? First, it was dealing with a domain, the 
domain of the detached psychoanalyst gathering data. Eliza never said anything substantive, even 
mundane things. It could not even answer a question like ‘How many days are there in a week?’ 
It just asked questions to keep the person talking, and who doesn’t like to talk when SOMEONE 
will listen? Eliza clearly fails the flexibility test of being able to handle a new situation. 

 It is instructive at this point to look at one other person who has written about mechanistic 
approaches to language. Roy Harris in his book The Language Machine (1987) traces the history 
of the idea that human language can be put into a machine, going back to Gulliver’s Travels in 
which there is a section about a machine which randomly produces sequences of words. Young 
men are employed for the purpose of sifting through the random sequences for ones that have 
meaning and putting the sequences together into books. This satire on a wrong way to create 
literature is surprisingly not too different from the deadly serious way that a Chomsky-style 
grammar randomly produces sentences in isolation to supposedly generate a human language, 
except that it is semantic rules that eliminate the millions of sequences that do not make sense 
instead of a room full of humans, a process euphemistically called ‘overgeneration’ and 
‘selection’. Along the way we find Saussure who posited a language machine in the brain in order 
to distinguish linguistics from language teaching. For him, the language machine was automatic 
and so no one had control. Thus there was no need to teach the inner workings of the language 
machine to humans and no danger of language teachers taking over part of linguistics. What is 
missing from Saussure is any mention of bilingual humans or social class differences in dialect. 
They were erased by the idealized langue. Saussure spoke out against prescriptivism, but, 
ironically, it was during Saussure’s lifetime that the idea of a standardized national language 
arose, a triumph of prescriptivism, with theoretical support from Saussure’s idealization of 
                                                           
8   I learned how chagrined Weizenbaum when I heard him give a lecture on the topic in the 1970s. 
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language. A national language is a creation which gives a false idea of uniformity and contributes 
to the view of language as a machine. Then Chomsky completed the project by making language 
into a machine that functions completely without human intervention. For Harris, the view of 
language as a machine has contributed to the exclusion of a moral dimension from language and 
a devaluing of a search for solid truth and knowledge, resulting in radical relativism. Another 
bizarre consequence of the language machine view is that communication is only an incidental 
aspect of language instead of the core aspect. 

 There is a contradiction between the model of language as a machine that is independent of 
social interaction and the deepest yearnings of the authors of these models. Chomsky, in a 
documentary on his life and work, stated that, although he has sought a connection between his 
linguistic theory and his political activism, which centers on manipulation of public opinion by 
the press, he has found none.9 Shouldn’t that lack of connection be worrisome? And Minsky, in 
his article about artificial brains, makes the rash claim that ‘No popular ethical system yet, be it 
humanist or religion-based, has shown itself able to face the challenges that already confront us.’ 
He is clearly concerned about the meaning of life for himself and others. He even ends his article 
with a sermon-like plea: ‘Our job is to see that all this work shall not end up in meaningless 
waste.’ It seems that a good place to start would be to place social interaction at the core of 
language and give some of the long-established ethical systems a chance to work instead of 
undercutting them. 

 Now we can put together the previous points of flexibility and social interaction to avoid both 
the problem of the given and radical relativism. We need a flexible grounding of language that 
allows for social interaction at the core of language. This leads to the work of Levinas on the 
questions of interiority and totalization. Levinas has shown that to be an interiority, that is, to 
have selfhood and agency, which is also an essential part of consciousness and understanding, 
one must acknowledge the existence of other interiorities that cannot be totalized. Put in more 
familiar words, to be a living, thinking person, one must acknowledge the existence of other 
thinking, living persons who are peers and agents themselves and whose actions and motives 
cannot be perfectly controlled or predicted. Even an attempt to control other people is an implicit 
acknowledgment of their agency which you wish to destroy. Totalization involves bringing 
something into your world and gaining complete control over it. Totalization in an NLP system 
that interacts with people in any way would involve making a model of the person with which the 
system is interacting and incorporating that model into the algorithm of the system, so that the 
computer actually interacts with the model, which is part of itself, not with the person.10    An 
algorithm is a finite set of instructions such that each decision is binary (i.e. yes or no) and the 
process terminates in a finite number of steps. All computer programs (except those stuck in an 
INFINITE LOOP) are algorithms. Once we accept that, although totalization of the physical world 
is desirable and largely possible, totalization of other people is neither possible nor ethical, then 
we can draw the startling conclusion that an approach to dealing with natural language that truly 
allows for social interaction could not be a totalized system and therefore could not be 
algorithmic! For entirely different reasons, a prominent physicist Roger Penrose (1989) has 
suggested that the brain may operate non-algorithmically on the basis of faster-than-light 
processes of quantum mechanics. 
                                                           
9   This statement was made in the film Manufacturing Consent, a documentary on the life of Chomsky which 
has been shown on university campuses and art film theaters around the country. 
 
10   This suggests another  way to detect understanding. Ask someone to make friends with the computer 
program. Have them ask the computer for advice and try to determine whether the computer program really 
cares about the person or is just ‘going through the motions’. This would test both flexibility and interiority. 
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 This brings us back to the image at the beginning of the paper. The oval represented a knot-hole 
in a tree house. The tree house could stand for a domain-specific approach. Useful work can be 
and is accomplished in machine translation with a domain-oriented approach based on the 
assumptions of objectivism. However, before computers will have a chance of performing as well 
as humans on dynamic general language, they will at least have to avoid the assumptions of 
objectivism, allow for fundamental ambiguity, handle dynamic metaphor, become much more 
flexible, and become an agent, recognizing other people as agents (which involves being based 
on a non-algorithmic approach). The final step of becoming an agent and seeing others as agents 
that regard it as an agent, thus permitting social interaction, is suggested by the step of looking 
along the beam of light (in the tree house story told earlier) instead of at it. Until you do it, it is 
impossible to know what the result will be. Once you do it, a whole new world opens up. 

 

Implications 

The implications of this philosophical discussion are simple. Machine translation is headed in 
the right direction. Domain-specific approaches using controlled language should be 
continued and the controlled languages should be made to conform to all the assumptions of 
objectivism so far as possible. Dialogue-based machine translation can guide the user into 
writing in a controlled language. Low-quality indicative translation for information only is 
unarguable since many find it useful. But further work on fully-automatic high-quality 
machine translation of unrestricted text is a waste of time and money unless the issues in this 
paper are carefully addressed. If we ever reach a breakthrough in natural language processing 
which allows for the handling of dynamic general language, it will not be based on any 
extension of current techniques in machine translation. The electric light bulb did not result 
from research and development on the candle (personal communication from Roger Harris). 
Fully-automatic high-quality machine translation of unrestricted text will be a truly 
surprising, unpredictable breakthrough and therefore is not expected in the foreseeable future, 
even though it may come at any time.  

 We should not complain about the heavy requirements I have imposed on an approach that 
could handle general language at human levels of performance. In 1984, many of us reviewed 
the vision of the world presented by George Orwell in his novel Nineteen Eighty-Four and 
were thankful that things were not as bad as he had predicted, at least outside the Soviet Bloc 
in the Free World. I had occasional contact with people on the other side of the Iron Curtain 
and heard horror stories of oppression heaped upon those who dared think on their own in a 
way that opposed the government then in power. In Orwell’s world, the Party had invented 
Newspeak, a deliberately restricted language in which it was impossible to think thoughts that 
were not approved by the Party. Now ten years later, we have seen the Iron Curtain fall. If all 
language suddenly could be treated like domain-specific language, then a new and far worse 
Iron Curtain would, in Orwellian fashion, forever keep us from thinking truly new thoughts 
and we would become machines trapped in the prison of objectivism. 

 

(The ideas in this paper are more fully developed in Alan Melby’s book, The Possibility of 
Language, published by John Benjamins in the Translation Library Series. Full 
bibliographical references may also be found in this work.) 
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Book Review 
 

Emmanuel Roche and Yves Schabes (eds) (1997) Finite-State Language Processing, MIT 
Press, 464p. Price unknown. ISBN 0-262-1812-7.  
 

About forty years ago a well-known linguist stated that English was not a finite state 
language. He justified this by pointing to phenomena such as the theoretical possibility of 
infinitely embedding subordinate clauses. This statement put an end to attempts to describe 
language using Markovian models, and it was only in the more engineering-oriented branch 
of speech processing that such models survived in linguistics. 

 Nowadays finite state methods are coming back into fashion, as the orientation towards 
empirical linguistics shows something that has been known in speech analysis for quite some 
time: finite state methods are after all suitable for describing natural language, since infinite 
embeddings are purely fictitious and do not actually happen very often in real life. 

 Today finite state processing is quite common in areas such as morphological analysis and 
efficient storage of dictionaries on the computer. These and several other applications are 
described in this book, which is a collection of fifteen papers by different authors from a 
handful of research centres around the world. 

 The book is a good overall introduction to the possibilities of finite state processing. 
However, it seems to be addressing two rather different target audiences at the same time, as 
the chapters are pitched at widely differing levels. Some chapters are extremely technical and 
require more knowledge of mathematics than just some automata theory. The algorithms are 
described in an extremely formal way, which anybody who has only had a brief exposure to 
the theory of formal languages would need a lot of time and effort to understand. In addition, 
some of the algorithms are mainly of theoretical interest anyway. 

 On the other side of the spectrum are some chapters that are much easier to digest for the 
average linguist who might take an interest in actually making use of those techniques 
themselves. In particular, the chapters on local grammars are easy to understand, and it is easy 
to see how a (rather large) collection of these may be used to describe language appropriately. 

 The book begins with an introduction to the basic principles of finite state methods, and the 
operations that can be performed on automatons (such as making them deterministic, 
intersecting and merging them). 

 This even includes some linguistic examples, rather than simply using toy languages (such 
as anbn) as is customary in automata theory. The remaining chapters then investigate the 
application of finite state methods in different linguistic areas. 

 And finite state methods can be usefully applied to almost every area of linguistics. 
Beginning with phonology, coverage includes mophological analysis and the organisation of 
machine-readable dictionaries, lexical analysis and local grammars, part-of-speech tagging, 
and several aspects of parsing. In addition there are some more theoretical papers as well as 
two on applications, namely information extraction and speech recognition. 

 A minor point of criticism is the organisation of the book; it might have been a 
consideration to group the chapters differently. Phonology, for example, is only dealt with in 
the penultimate chapter, instead of its more logical place before morphology. Chapters on the 
same topic, such as parsing, are dispersed throughout the book, when they could equally well 
have been grouped together to provide a more logical flow for the reader. 
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 The chapters themselves are very interesting, presenting cutting edge research on applying 
the rather old methodology to linguistic problems in new ways, showing that finite state 
methods have been undeservedly neglected for a long time. As often with mathematical 
models in linguistics, interfacing the formalism with the object of study is a difficult problem, 
as known from the case of neural networks in language processing. For finite state machines, 
there are several possible solutions demonstrated in the book, depending on which linguistic 
units are involved. 

 The main drawback of this book is that it leaves the reader feeling a bit frustrated. After 
having been teased with a display of the capabilities of finite state automata in language 
processing there is no way to get started on your own research problems immediately, as you 
are lacking all the computational tools to do so. Creating them yourself requires not only 
programming skills but also a profound understanding of the algorithms described, which is 
quite taxing even for the average computational linguist. I would have liked some pointers to 
tools already available, which one can download and get started with. 

 Luckily some are available, and they are reasonably easy to find on the Web by searching 
for the names of some of the authors. Here are just two sources, to save you going through the 
trouble of searching yourself, but ideally the book should have included  these pointers: 

 http://www.research.att.com/sw/tools/fsm/ 

 This is a library of general-purpose finite-state machine software tools, available for 
Windows and Unix. On the website there are some technical papers in addition to the 
software that you can download free for non-commercial use. Even though it says in the 
overview that Windows would also be supported, you can only download the software for 
several variants of the Unix operating system. 

 http://grid.let.rug.nl/~vannoord/Fsa/ 

 This is another useful collection of tools for manipulating finite state automata. It is 
available in SICStus Prolog, and unlike the other tools this means you can actually have a 
look at the implementation of the algorithms if you are interested. 

 Despite a few shortcomings this book has succeeded in getting me interested in finite state 
methods. It is quite encouraging to see how far you can go with this formalism, and a lot of 
state-of-the-art language processing tools are in fact based on this technology. The mixture of 
theoretical background and description of applications might after all be a good idea, as the 
‘easy’ chapters get you interested, while the ‘heavy’ theoretical descriptions provide quite a 
challenge which one would not take up under normal circumstances. But I still feel that this 
book could have profited from a few ‘intermediate’ chapters, or some actual programming 
code and working examples to illustrate the rather abstract formal descriptions of the 
algorithms. 

 All in all this is a book worth reading even if you are not interested in all the theoretical 
details. Finite state methods are too important to be left only to the mathematicians. If you 
have access to the right tools, then you don’t really need to know how to minimise an 
automaton yourself, as long as you know what it is good for and how you can use it to tackle 
a problem. After all, you don’t have to know how a combustion engine works in order to 
drive a car. 

Oliver Mason 
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Conferences and Workshops 

 

The following is a list of recent (i.e. since the last edition of the MTR) and forthcoming 
conferences and workshops. Telephone numbers and e-mail addresses are given where known 
(please check area telephone codes). 
 
14 January 1999 
Knowledge and Reasoning in Practical Dialogue Systems 
IJCAI99 Workshop NLP-2 
http://www.dsv.su.se/ijcai-99/ 
http://www.ida.liu.se/~nlplab/ijcai-ws.html 
 
25–26 February 1999 
Workshop:  Markup Technologies for Computational Linguistics 
The HCRC Language Technology Group, University of Edinburgh 
Fax: +44 131 650 4587, e-mail: ht@cogsci.ed.ac.uk 
http://www.ltg.ed.ac.uk/~ht/ 
 
12–13 April 1999 
EELS: European Evaluation of Language Systems 
De Klepperman in Hoevenlaken, The Netherlands 
Tel: +44 120 687 2216, fax: +44 120 687 2198 
http://speech.essex.ac.uk/speech/ 
 
22–23 April 1999 
1999 EAMT Workshop: EU and the New Languages: Translation – Possibilities, Policies and 
Practicalities 
Krystal hotel, Jose Marti Str., Prague 6, Czech Republic 
Tel: ++420 2 2191 4304, e-mail: cmejrek@ufal.mff.cuni.cz 
http://ufal.mff.cuni.cz/eamt.html 
 
17–19 May 1999 
Conference on Co-operation in the Field of Terminology in Europe 
Venue in Paris to be announced 
Tel: +31 20 685 11 94, fax: +31 20 453 75 83, e-mail: opterm@euronet.nl 
http://www.unilat.org/dtil/form/CONFERENCE_Fr.htm 
 
22 May 1999 
Investigating discourse practices through corpus research: methods, findings and applications 
Centre for Applied Language Studies, University of Reading, UK 
Tel: +44 01189 316477 
http://www.rdg.ac.uk/AcaDepts/cl/CALS/index.html 
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8–12 June 1999 
EACL99: 9th Conference of the European Chapter of the Association for Computational 
Linguistics 
Bergen 
http://www.hit.uib.no/eacl99 
 
12 June 1999 
LINC99: Linguistically Interpreted Corpora 
Saarland University, Saarbrücken, Germany 
E-mail: thorsten@coli.uni-sb.de 
http://www.coli.uni-sb.de/linc99/ 
 
12 June 1999 
EACL99: Post-Conference Workshop on Computer and Internet Supported Education in 
Language and Speech Technology (ELST) 
University of Bergen,  
E-mail: mros@cs.um.edu.mt 
http://www.cs.um.edu.mt/~mros/celst 
 
20–26 June 1999 
ACL99: 37th Annual Meeting of the Association for Computational Linguistics 
University of Maryland, College Park, Maryland, USA  
http://www.mri.mq.edu.au/conf/acl99  
 
21–22 June 1999 
EMNLP/VLC99:  Joint Sigdat Conference on Empirical  Methods in Natural Language 
Processing and Very Large Corpora 
University of Maryland, USA 
Tel:  +852  2358 8537, fax: +852  2358 1485, e-mail: pascale@ee.ust.hk  
 
22 June 1999  
Computer-Mediated Language Assessment: Evaluation in Natural Language Processing 
University of Maryland, College Park, MD 
Tel:  +33  (0) 1 43 13 33 33, fax:  +33  (0) 1 43 13 33 30, e-mail: jeff@elda.fr 
http://www.icp.grenet.fr/ELRA/home.html 
 
22–25 June 1999 
European Speech Communication Association (ESCA)  
Interactive Dialogue in Multi-Modal Systems 
http://www.cpk.auc.dk/ids99/ 
 
26–28 June 1999 
ISMT & CLIP: International Symposium on Machine Translation & Computer Language 
Information Processing 
Beijing, China 
Tel: +010 62333652 207, fax: +010 62312212, e-mail: Bxiaojunzhou@yahoo.com 
http://www.nlp.its.hiroshima-cu.ac.jp/~ren 
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28 June – 9 July 1999 
The 1999 Summer School in Language Engineering 
http://crl.nmsu.edu/summerschool 
 
5–16 July 1999 
European Coordinating Committee on Artificial Intelligence (ECCAI) 
Machine Learning and Applications: Advanced Course on Artificial Intelligence 
Chania, Greece 
Tel: +30 61 996216, fax: +30 61 991855, e-mail: fakotaki@wcl.ee.upatras.gr 
http://www.iit.demokritos.gr/skel/eetn/acai99 
 
8–10 July 1999 
GLDV99: The 11th Annual Meeting of the Society for Computational Linguistics and 
Language Technology : Multilingual Corpora: Encoding, Structuring, Analysis 
Johann Wolfgang Goethe University, Frankfurt (Main), Germany 
http://titus.uni-frankfurt.de/curric/gldv99e.htm 
 
8–11 July 1999 
Language Technologies – Multilingual Aspects: Workshop in the Framework of the 32nd 
Annual Meeting of the Societas Linguistica Europaea 
University of Ljubljana, Slovenia,  
http://www2.arnes.si/~svinta/workshop.htm 
 
11–17 July 1999 
TESS: The Text Encoding Summer School 
Oxford University, England 
tess-summer-school@computing-services.oxford.ac.uk 
http://users.ox.ac.uk/~tess/  
 
12–14 July, 1999 
Third Workshop on Human-Computer Conversation 
Grand Hotel Villa Serbelloni, Bellagio, Italy 
Tel: +44 114 282 5561, fax: +44 114 222 1810, e-mail: yorick@dcs.shef.ac.uk 
http\\:www.dcs.shef.ac.uk/research/units/ilash/Meetings/bellagio/ 
 
12–17 July 1999 
TALN99: Traitement Automatique du Langage Nature Institut d'Etudes Scientifiques de 
Cargese (The Sixth Conference on Natural Language Processing) 
Institute for Scientific Studies at Cargese, Corsica, France 
Tel: +33 1 44 27 53 70, fax: +33 1 44 27 79 19, e-mail: taln99@linguist.jussieu.fr postal 
http://talana.linguist.jussieu.fr/taln99 
 
19–31 July 1999 
The 4th EUROLAN Summer School on Human Language Technology: Lexical Semantics 
and Multilinguality 
Iai/Durãu, Romania 
Tel: +40 32 146141, e-mail: dcristea@infoiasi.ro. 
http://www.infoiasi.ro/~eurolan99/ 
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4–6 August 1999 
HPSG99: 6th International Conference on Head-Driven Phrase Structure Grammar 
University of Edinburgh, Scotland 
Tel: +44 131 200 3300, fax: +131 200 0400 
 
9–11 August 1999 
CSNLP8: Language, Vision and Music: 8th International Workshop on the Cognitive Science 
of Natural Language Processing 
National University of Ireland, Galway (NUI Galway), Ireland 
Tel: +353 91 524411, fax:  +353 91 750501, e-mail: conn@it.ucg.ie 
http://www.it.ucg.ie/ 
 
23–25 August 1999 
TMI99: 8th International Conference on Theoretical and Methodological Issues in Machine 
Translation 
Chester, UK 
Tel:  +81 0774 93 5313, fax:  +81 0774 93 5345 
http://www.ccl.umist.ac.uk/events/tmi99/ 
 
23–27 August 1999 
TKE99: 5th International Conference on Terminology and Knowledge Engineering   
Innsbruck, Austria 
Tel: +43 512 575600, fax: +43 512 575607, e–mail: tyrol.congress@tirol.com 
http://gtw-org.uibk.ac.at/tke.html 
 
12–16 September 1999 
The Third International Tbilisi Symposium on Language, Logic and Computation 
Batumi, Georgia 
Tel: +995 32 382136, fax: +995 32 942391, e-mail: chiko@contsys.acnet.ge 
http://www.illc.uva.nl/Batumi/ 
 
13–14 September 1999 
Natural Language Interfaces Dialogue and Partner Modeling 
Bonn, Germany 
Tel.: +49 228 735621, fax: +49 228 735639, e-mail: b.schroeder@uni-bonn.de 
 
13–17 September 1999 
Machine Translation Summit VII: MT in the Great Translation Era 
Kent Ridge Digital Labs (KRDL), Singapore 
http://www.krdl.org.sg 
 
13–17 September 1999 
TSD99: Workshop on Text, Speech and Dialog 
Plzen, Czech Republic 
Tel:  +420 19 7491 212, 27 62 50, fax:  +420 19 7491 213, e-mail: benesova@kiv.zcu.cz 
http://www-kiv.zcu.cz/events/tsd99 
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5–7 November 1999 
4th TELRI (Trans-European Language Resources Infrastructure) European Seminar: Text 
Corpora and Multilingual Lexicography 
Bratislava, Slovakia 
Tel: +49 621 1581 427, 6-13, fax: +49 621 1581 415 
http://www.telri.de 
 
5–7 November 1999 
NLPRS99: 5th Natural Language Processing Pacific Rim Symposium 
Beijing, China 
Tel:  +82 42 869 3565, fax: +82 42 867 3565, e-mail: nlprs99@korterm.kaist.ac.kr 
http://korterm.kaist.ac.kr/~nlprs99 
 
10–11 November 1999 
21st Conference: Translating and the Computer 
London 
Tel: +44 (0) 171 903 0030, fax: +44 (0) 171 903 0011, e-mail nicole.adamides@aslib.co.uk  
http://www.aslib.co.uk/  
 
3–4 December 1999 
NLULP99:  Sixth International Workshop on Natural Language Understanding and Logic 
Programming   
Las Cruces, New Mexico, USA  
http://www.lim.univ-mrs.fr/NLULP99/ 
 
20–22 December 1999 
IWPT99: 6th International Workshop on Parsing Technologies 
Trento, Italy 
Tel: +31 13 466 3060, fax: +31 13 466 3110, e-mail: Harry.Bunt@kub.nl 
http://wwwseti.cs.utwente.nl/Docs/parlevink/sigparse/ 
 
6–18 August 2000 
ESSLLI2000: 12th European Summer School in Logic, Language and Information 
Birmingham, UK 
Tel: +44 (161) 275 6170, fax: +44 (161) 275 6204, e-mail: franconi@cs.man.ac.uk 
http://www.folli.uva.nl/Esslli/2000/esslli-2000.html 
 
8–12 August 2000 
EURALEX 2000: 9nth EURALEX International Congress 
Stuttgart, Germany 
Fax: +49 711 121 1366, e-mail: elx2000@ims.uni-stuttgart.de 
http://www.ims.uni-stuttgart.de/euralex 
 
20–22 November 2000 
MT 2000: Machine Translation, Multilingualism and the Millennium 
University of Exeter, UK 
Tel/fax: +44 (0)1392 264296, e-mail: D.R.Lewis@exeter.ac.uk 
www.bcs.org.uk/siggroup/sg37.htm 
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MEMBERSHIP: CHANGE OF ADDRESS 
 
If you change your address, please advise us on this form, or a copy, and send it to the following 
(this form can also be used to join the Group): 
 
Mr. J.D.Wigg 
BCS-NLTSG 
72 Brattle Wood 
Sevenoaks, Kent TN13 1QU 
U.K.            Date: ....../....../...... 
 
Name: ............................................................................................................................................................  
Address: .........................................................................................................................................................  
........................................................................................................................................................................  
Postal Code: .................................................................... Country: ...............................................................  
E-mail: ............................................................................ Tel.No: ................................................................  
Fax.No: ...........................................................................  
 
Note for non-members of the BCS: your name and address will be recorded on the central computer records of 
the British Computer Society. 

Questionnaire 
 
We would like to know more about you and your interests and would be pleased if you would complete as much 
of the following questionnaire as you wish (please delete any unwanted words). 
 
1. a. I am mainly interested in the computing/linguistic/user/all aspects of MT. 
 b. What is/was your professional subject? ................................................................................................  
 c. What is your native language? ..............................................................................................................  
 d. What other languages are you interested in? .........................................................................................  
 e. Which computer languages (if any) have you used? .............................................................................   
 
2. What information in this Review (No. 9, April '99) or any previous Review, have you found: 
 a. interesting? Date ....................................................................................................................................  
  ................................................................................................................................................................  
  ................................................................................................................................................................  
 b. useful (i.e. some action was taken on it)? Date .....................................................................................  
  ................................................................................................................................................................  
  ................................................................................................................................................................  
   
3. Is there anything else you would like to hear about or think we should publish in the MT Review? 
  ................................................................................................................................................................  
  ................................................................................................................................................................  
  ................................................................................................................................................................  
  ................................................................................................................................................................  
 
4. Would you be interested in contributing to the Group by, 
 
 a. Reviewing MT books and/or MT/multilingual software 
 b. Researching/listing/reviewing public domain MT and MNLP software ...............................................  
 c. Designing/writing/reviewing MT/MNLP application software ............................................................  
 d. Designing/writing/reviewing general purpose (non-application specific) MNLP ................................  
  procedures/functions for use in MT and MNLP programming .............................................................  
 e. Any other suggestions? .........................................................................................................................  
  ................................................................................................................................................................  
  ................................................................................................................................................................  
  ................................................................................................................................................................  

Thank you for your time and assistance. 


