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Abstract 
MT started out as a ‘technology push’: more than 50 years ago, researchers had the 
bright idea of doing translation with the use of the newly developed computers. MT 
remained in the technology push area for many years. However, in the nineties we 
are seeing the ‘market pull’ beginning to play a role and there are good reasons to 
believe that this trend will continue. 

MT is going where the market and the users wants it to go, and MT will be 
prospering in the future. MT will be available electronically over the network, and 
MT will be available in environments which also offer a variety of other tools for 
translation, as well as tools for other types of information management. 

Also in research and in development of new technologies, MT will further develop, 
e.g. along the lines of knowledge-based MT, advanced integration of different 
analysis techniques (rule-based, statistics-based, etc.), integration with speech etc. 

1. Introduction 
MT is more than 50 years old [Boitet, 1995], and during the last 10 years it has reached a 
maturity which was probably not expected by so many people 15 years ago. Researchers and 
developers did believe in MT 15 years ago, and funding agencies believed in it too, otherwise 
the systems that we are currently using would not have existed. 

Should we still turn to researchers when we want to know what will happen in the future? 
Yes and no. MT still contains so many unsolved problems that there is lots of research to be 
done in order to improve the results, and as can be seen below, many of the integrations with 
other technologies start out as research projects too. On the other hand, MT systems have 
reached a level where they are actually usable, and therefore some new developments may be 
largely introduced by groups other than researchers. 

At recent conferences and workshops (e.g. the EAMT 1997 workshop in Copenhagen, 
proceedings in press) it has been remarkable too see that the audience now consists of highly 
experienced users of various tools. For the first time, users are able to express their views, 
not as an abstract wish, but as a fact because it builds on experience. This provides much 
better input for a discussion with producers. In fact, this provides at least part of a market 
pull. The most frequent problems for such users is the absence of integration of MT with 
other tools, and in particular of translation tools with document production tools. 
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Finally, availability over the Internet, integration with speech systems etc. gives a whole new 
range of possibilities which will also participate in directing the future of MT. 

2. MT at present 

2.1. Purpose of translation 
For many years one concept of translation was prevailing: a fully proof-read high quality 
translation. And MT was supposed to provide an output which was at least close to that. At 
present, the situation has changed. First of all, MT is now expected to provide raw 
translation which is input for post-editing. This setting of the right expectations of course 
increases the possibilities of user satisfaction. But secondly, it has been realised that the old- 
fashioned concept of high quality translation for all texts was not adequate. Some texts are of 
a type that does not require in-depth post-editing; the European Commission has introduced 
the concept of ‘improved’ (améliorée) MT, i.e. slightly post-edited MT, for texts which are for 
information only. 

Non-translators who use MT for information purposes, will not even post-edit the output, but 
use the raw translation. It is interesting to notice that the use of MT by non-translators is 
increasing and will further increase - non-translators will probably be responsible for the 
biggest increase in the use of MT, cf. the use of MT in the European Commission below. 

Domain specific or general purpose? 
The first translation systems were built around rather small corpora and therefore could be 
said to be domain specific. However, when they were further developed they were aimed at 
being general purpose, e.g. SYSTRAN. Later developments have shown the best results for 
restricted areas (TAUM-METEO, PaTrans), but there is clearly a trade-off between 
developing and maintaining a range of domain specific systems which give high savings and 
developing and maintaining one general purpose system. Probably the domain specific parts 
can be kept quite small and chosen by giving parameters in the system call. 

2.2. An example: the European Commission translation service (SdT) 
The European Commission in Brussels and Luxembourg has the world’s largest translation 
department with some 1200 translators, 100 linguistic support staff, approximately 100 
management staff and close to 500 secretaries and assistants [Theologitis 1997]. The SdT 
made a feasibility study in 1996 with a number of goals. The study investigated the users’ 
degree of satisfaction, cost/benefit analysis, and the market outside the Commission. The 
purpose of the study was to give input for planning for the future, in particular is MT useful 
for the Commission? 

The Commission has two types of users: the translators of the SdT who may use MT to 
provide the first step in the translation process, and the staff members of the other 
Directorates who may obtain a fast raw translation this way. 

In the SdT, users of MT as well as non-users were asked. The main conclusion was that the 
user respondents in SdT found that it is useful to have access to MT. SdT produces quality 
translation  as  well  as ‘fast post-edited’  translation  (for  use  in  cases  where  this is sufficient); 
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two thirds of the users used the MT output as input to quality translation. The users were 
very satisfied with the MT response time, and some of them would not have been able to 
finish their job in time without access to MT. I.e. altogether a very positive evaluation of the 
services available. 

Non-users in SdT are probably not so interested in the question, so the reply rate was much 
less than for users (34% compared with 71%); the main reason for non-users not to use MT 
was missing information, and also the group of non-users contains translators who as a 
matter of principle do not want to use MT, as well as translators who do not find their 
language pair covered in the present situation. 

The SdT staff use 30% of the MT used at the Commission whereas the other Directorates 
uses 70%. Consequently, the answers by staff members of the other Directorates are quite 
important. The main reasons to use MT are: first of all to translate documents which are less 
important, secondly to have documents translated fast (would have preferred to send the 
documents to SdT, but could not wait), and to use the raw translation for browsing. 

Of course, some staff of the other Directorates do not use translation at all, other do the little 
translation they need by hand etc., but also in this case a major reason for not using MT was 
missing information about availability. 

It was also part of this investigation to make a survey of the outside market to compare with 
the tools available at the Commission. The main conclusion was that those 6 language pairs 
which attract most of the positive feedback in the Commission will hardly meet any 
competition outside, and that for certain language pairs not available at the Commission, the 
market offers solutions. This is e.g. the case for certain Scandinavian and Nordic languages. 
(It should be noted that most of the translation in the Commission is between the 3 
languages English, French and German). 

The human effort reduction obtained by the SdT by using MT is calculated at an average of 
just over 35% of the time spent on a translation task. This is a very good result which should 
be seen in the light of the fact that SdT translated some 60,000 pages using MT in 1995 and 
probably 80,000 in 1996. 

As can be seen from the above, the result of the feasibility study is extremely positive: users 
are satisfied and rentability has been proven. Consequently, the Commission will further 
pursue the use of MT, including the acquisition of more language pairs. 

2.3. Another example: Lingtech 
As another example, we will look at a much smaller enterprise, namely Lingtech, a Danish 
company specialising in translation of technical documents, in particular patent texts. 
Lingtech had a tailormade system made for them to be used in particular for patent 
translation English-Danish. Center for Sprogteknologi (Centre for Language Technology) 
developed the PaTrans system for Lingtech, on the basis of the EUROTRA prototype. In 
contrast to the systems used in the Commission, the PaTrans system is domain and text type 
specific. Consequently, Lingtech has been able to report savings of translator time of around 
50% using MT [Maegaard and Hansen 1995]. At the same time, the turn-around time for a 
translation is decreased. 
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2.4. Conclusion on MT status 
These two example are of course merely examples; there are plenty more. From this we can 
see that MT is at present sufficiently good to provide important savings both in terms of time 
and in terms of manpower. 

However, as mentioned in the introduction, MT still has a major scope for improvement! This 
is true both technically and with respect to integration, exchange of data and workflow. 

3. MT improvements proper 

3.1. Interlingua and transfer, translation theory 
Current rule-based MT uses either the transfer architecture or the interlingua architecture, 
mostly transfer. 

Interlingua approach 

ST -> analysis -> IL -> synthesis -> TT 

Transfer approach 

ST -> analysis -> IS(S) -> transfer -> IS(T) -> synthesis ->TT 

where ST: source text, TT: target text, IL: interlingual representation, IS(S): interface 
structure representation for the source text, IS(T): interface structure representation for the 
target text. ‘Text’ normally stands for ‘sentence’. 

The interlingual approach requires a full analysis leading to an abstract representation 
which is independent of the source language, so that the synthesis of the target sentence can 
be made with no knowledge of what the source language was. 

By contrast, the transfer approach uses the comparison between the two languages involved. 
The transfer phase exactly compares lexical units and syntactic structures and produces the 
target IS representation using the information, plus any additional semantic or other 
information available in dictionaries or knowledge bases. In the transfer approach, nothing is 
decided in a priori about the depth of analysis, i.e. the depth of analysis can depend on the 
closeness of the languages involved, the closer the languages, the shallower the analysis. 

The transfer approach is often chosen simply because it is the simplest and most practical - 
this is the most important virtue in the development of production systems. However, 
researchers will pursue the beauty of the interlingual approach, if only because this type of 
research   contributes   to   our   understanding   of   what   translation   is.    Discussion  has  been 
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ongoing if one can only translate when one has understood the text. This counts for humans 
as well as for machines. The attitude that understanding is necessary has many supporters. 

This discussion: transfer-interlingua? understanding necessary? brings up a new aspect: type 
of translation. Traditionally, a distinction was made between ‘literal’ and ‘free’ translation, 
where it is obvious that certain text types require literal translation (e.g. EC texts) and 
others require free translation (e.g. literature). This informal distinction has been further 
refined in translation theory, see e.g. Reiss [Reiss 1976] for a discussion of the relationship 
between text type and translation type. In this theory, the communicative purpose of a text 
determines the type of translation it can take. 

When experts in translation theory talk about translation as Textual (Re)production, they 
imply that in order to translate, the translator has to create the meaning of the source text in 
his/her brain and then express this meaning in the target language. The meaning of the 
source text is arrived at by using the source text itself as input, as well as dictionaries, 
encyclopedia, other texts etc. When the meaning has been obtained, it can be expressed in 
another language. This view of translation is very close to the interlingua view. 

Even if the way to good MT is not necessarily to simulate the way in which humans do 
translation, MT translation theory certainly profits from human translation theory and vice 
versa. At the same time, we think that at least for machine translation, it is not obvious 
which method, transfer or interlingua, gives the best results. For the time being too little 
experience from interlingua system has been gathered, so future may show. 

3.2. Knowledge-based translation 
One of the ways in which to improve machine translation is to add more information, in 
particular semantic information and extra-linguistic information. The knowledge is stored in 
a knowledge base, or as it is called in KBMT-89 [Goodman and Nirenburg 1991], ‘ontology’ 
or ‘concept lexicon’. In KBMT-89 this knowledge is used to obtain an unambiguous 
interlingual representation, but in fact a knowledge base of this type can also be used to 
augment a transfer system. The way in which a concept lexicon differs from an ordinary 
lexicon is that it contains representations of objects and interactions. 

In KBMT, the interlingual representation is reached in a number of steps: first the syntactic 
analysis is performed using an LFG (Lexical Functional Grammar) like approach; then the 
lexical entries are translated into their interlingual counterparts using the concept 
dictionary, and finally structural changes from the LFG structures into interlingual 
structures are made if necessary. 

Concept dictionaries and other types of ‘world’ knowledge are certainly a useful way of 
augmenting an MT system, and just like other modules the knowledge base can be more or 
less truly language-independent. Language universality or language independency is 
sometimes claimed, but it is well-known that this is an ideal claim, and that for practical 
purposes a certain amount of language dependency is acceptable, - e.g. as long as differences 
between the two languages in question are neutralised, the similarities need not be described 
in much detail. 
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3.3. Translation by analogy 
The systems mentioned above are normally rule-based, i.e. they consist of grammar rules, 
lexical rules etc. More rules leads to more sophistication and more complex systems, and may 
in the end give systems that are quite difficult to maintain. Consequently, alternative 
methods have been sought. Translation by analogy is also called example-based or memory- 
based translation [Nagao 1984]. 

An analogy-based translation system has pairs of bilingual expressions stored in an example 
database. The source language input expression is matched against the source language 
examples in the database, and the best match is chosen. The system then returns the target 
language equivalent of this example as output, i.e. the best match is based only on the source 
database, different translations of the source are not taken into account. Just as for 
translation memories, the analogy-based translation builds on approved translations, 
consequently the quality of the output is expected to be high. 

However, purely analogy-based systems have problems with scalability: the database 
becomes too large and unmanageable for systems with a realistic coverage. Consequently, a 
combination of the rule-based approach and the analogy-based approach is the solution. We 
are seeing many proposals for such hybrid solutions and this is certainly one of the areas that 
will bring practical MT further. 

3.4. Refined linguistics 
MT will profit from most of the advances made in computational linguistics, including better 
linguistic formalisms, better semantic theories, development of discourse theories and their 
implementation etc. 

4. MT integrated with other technologies 

4.1 Spoken language translation 
One of the really interesting and challenging integrations is that of MT and spoken language 
systems. This is still at the research level, even if some of the research takes place in 
industry, but it is clearly maturing. Well-known very large projects are the Japanese ATR 
project and the German Verbmobil project [Kay et al 1994]. 
 
As can be seen from the research projects’ choice of themes, the first commercial systems will 
focus upon very limited domains and dialog types, e.g. hotel reservation, travel information 
and reservation, etc. Automated systems may help people to communicate across language 
barriers, and across the world’s time differences. As human speech is imperfect (false starts, 
repetitions, syntax errors, noise) and as speech recognition modules are imperfect, spoken 
language translation systems receives imperfect input and therefore is even more prone than 
ordinary MT to give imperfect output. 

The combination of the fact that humans do not always communicate in a totally 
grammatical fashion in foreign languages (but still are often able to understand each other), 
and the fact that we have accepted that MT of written text cannot be expected to be perfect, 
probably leads to a certain indulgence from which the first spoken language translation 
systems will profit. 
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4.2 Other integration 
In cyberspace we find and will find even more in the future, a multitude of other tools and 
systems with which MT can be integrated. Here, we shall just mention the combination of 
tools for information retrieval and abstracting with MT. This gives hitherto unknown 
possibilities for information retrieval. Texts can be found on the Internet, and they can be 
translated for information purposes by MT, probably also available on the net. Internet 
search engines already now provide language recognizers, so that only texts in the languages 
specified by the user will be selected. Consequently, multilingual information access tools will 
be available to the ordinary Internet user, - apart from a slight problem with the availability 
of languages. 

5. MT integrated with other tools 
One of the things that have changed because MT now runs in production is that MT is no 
longer seen as a stand-alone tool. MT can give a real productivity increase and job 
satisfaction only when it is integrated with other tools in the entire document production 
chain. The first requests from users focussed on layout preservation, but now a much larger 
range of tools can be used in the ‘translator’s environment’ so users are not content with just 
layout preservation. However, here is room for improvement. This is a clear and well 
articulated user requirement and it will surely be fulfilled in the future. 

First of all, a good interface between the word processor or document processing system and 
MT or other translation tools is necessary. Today, some of the desktop publishing systems 
seem not to communicate well with translation tools. Such systems have been thought of as 
stand-alone, not taking the massive need for translation into account. Such systems will 
either change their interface/create an interface or disappear from the market. 

This papers deals with MT, but we cannot leave the subject without mentioning TM - 
translation memory. Translation memories have been seen as an alternative or competing 
technology, but here again the future lies in integration: already environments exist which 
integrate TM and MT the obvious way: first use TM and then use MT for the text which was 
not treated by the translation memory. This is a first step, but as we have seen above (3.3 
Translation by analogy) there are certainly more advanced ways of integrating the two 
techniques and we will see practical results of research and development in this area - with 
the distinction between two clearly different types of system disappearing. 

One of the heaviest components of an MT system is the dictionary and/or term base. It is very 
expensive to create terminology, and to convert it to the format necessary for a specific 
system. This is really a stumbling block for the application of MT systems, so future 
development ought to make exchange of terminology and other vocabulary easier. There are 
two aspects of the necessary solution to this obstacle: 1) Ideally, the coding formats for lexical 
entries should be harmonised for all MT systems. This is a task for MT developers and it will 
not be solved in the very near future. What can be done however, is to create conversion 
programmes between the different formats (the conversion can be only semi-automatic, of 
course, as systems require information at different levels. Investigations of this problem are 
taking place i.a. in the EU project OTELO with the participation of some of the big players on 
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the MT market. 2) The other aspect is the proprietary nature of terminology. Companies who 
have developed a terminology for their market segment are very often not prepared to share 
it with others. If this problem is not overcome, conversion programs and harmonization make 
very little difference. Since dictionary development is one of the most expensive tasks in MT 
development and maintenance, both aspects of this problem will have to be solved. 

6. Organising the work with translation tools 
Translation tools should be introduced in a translation department after thorough 
preparation. The savings quoted above will only materialise, if the staff taking care of the 
translation process organises itself properly. First step is a workflow analysis of the steps of 
the translation process in the new environment. This sometimes means inventing tasks that 
did not exist before or that were almost invisible. E.g. how does the document come from the 
author to the desk of the translator? What steps does this include? What types of information 
is needed, in what format? The time used for each task should be measured, and tools should 
be developed for the most time-consuming tasks if possible. 

The introduction of tools has also shed light on the fact that not all of the preparatory actions 
for a translation have to be performed by a highly educated translator. If again we turn to the 
European Commission, the SdT have just implemented their Euramis workbench for 
translation of documents. It is interesting to see that this is not a workbench for translators, 
but rather a workbench for translation. The introduction of the Euramis platform has helped 
identify or formulate tasks which can be performed by secretaries. In some cases the 
introduction of slightly modified procedures may enable secretarial staff to perform tasks 
that were otherwise assigned to translators. This gives more job satisfaction at both ends. 

7. Conclusion 
We have seen that technology is available although there is room for improvement. We have 
also seen that extremely interesting possibilities lie in the integration of various techniques, 
and that users are becoming a strong player on the scene. This all points in a very positive 
direction and I am sure we will meet again in the future, also in the far future, although we 
may not call our meeting MT Summit then, if MT has been so much integrated with other 
technologies that it can no longer be distinguished. 

However, before stopping, I would like to point out two areas where improvement is needed. 
First, far from all those who could benefit from MT and other language tools are actually 
using it; this is mostly because of lack of information and it will change because of market 
requirements, because of campaigns etc. so probably this problem is not so serious. 

The other problem is the language problem: the brilliant future is there for the so-called major 
languages, but users of less spoken languages need MT and other tools just as much or even 
more than users of English and French. For some languages the market is not sufficiently 
large, which means that users of such a language will lack the tools which are otherwise 
available. This lack of tools will have an obvious economic effect, but also a cultural effect by 
excluding some languages from participating in an otherwise flourishing multilinguality. 
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As the problem cannot be solved by the market forces, governments and funding agencies 
have to take a quite active role in the protection and reinforcement of such languages. So my 
last words in this talk about the future of MT are a plea to those responsible for the 
protection and reinforcement of less spoken languages: Be careful to ensure that your 
language participates in the future of MT! 
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