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1. Introduction

In the last five to ten years the interest in
systems that align (or link) words and phrases
in a source text to corresponding target units
has increased steadily. In this paper we use the
notion ofword alignment systems as a general
term for systems that align linguistic units
below the sentence level across two languages.
These linguistic units could be expressed as
single words, phrases, terms or collocations.
The majority of the word alignment systems
described in the literature fall into two main
categories: (1) Full-text alignment systems,
and (2) Bilingual lexicon extraction systems.
Below these main categories, it is possible to
make further divisions into, for example,
bilingual concordancing and bilingual
information retrieval for the first category, and
technical terminology systems and systems that
compile lexicons automatically for specific
systems or specific uses for the second
category.

To be able to compare algorithms and
systems that perform word alignment on
parallel corpora is fundamental to progress in
the area. There are several problematic issues
for the evaluation of word alignment systems,

Units. What characterises the translation
units? Should multi-word units be counted
as such? Should function words be
included or excluded?

Resources used. When systems are
compared, information on how long it
takes to run the system on a particular
bitext should be included, as well as extra
resources such as bilingual lexicons and
monolingual collocation lists.

The use of a Gold standard. When
alignment output is evaluated it can be
compared to a Gold standard, which is
constructedefore the actual alignment, or
experts can evaluate a sample of the output
after the alignment.

Metrics and scoring method. What
metrics should be used? When the output
is evaluated, there are several questions on
how to judge partial alignments when
collocations are involved, deletions,
insertions, segmentation errors and
paraphrases.

Error analysis. What is the nature of the
mistakes that a particular system makes?
Does it typically fail on certain types of
collocations, on units within a particular
frequency range, etc?

the most important being,

The purpose of the alignment system. A
program designed for bilingual lexicon
extraction differs from a program that aims
at aligning a whole text with its translation.
Furthermore if the output data is used for
bilingual concordance browsing, the
system should be evaluated with this aim
in mind.

In the rest of this paper, we will try to
address these issues in relation to word
alignment systems in general, but also to full-
text alignment systems and lexicon extraction
systems specifically.



2. The purpose of the alignment
system

Sometimes it is difficult to distinguish
between different types of systems which al
share the general objective of identifying
correspondences between text units in a source
and a target text. However, a program that
extracts a bilingua lexicon is primarily aimed
at finding trandations for content units, that is,
terms, phrases and content words. On the other
hand, one can say that a program that aims at
aligning all tokens in atext can also produce a
bilingual lexicon. The resulting bilingual
lexicon (which isjust a generalisation of all the
link tokens) will typically contain entries that
are not aimed for in a pure lexicon extraction
program. The evaluation method should
therefore be tailored to a specific type of
aignment system in order to avoid unfair
comparisons.

3. Units

In a pure word-to-word model (cf. Melamed
1995), many valid lexical units are missed due
to the fact that they belong to collocations or
complex paraphrases. For all kinds of word
alignment linking, it is necessary to be able to
handle multi-word segments in both the source
and target text. Some approaches use pre-
processing on only the source side (Melamed
1997b, Smadja et al. 1997) and then the target
correspondences are estimated during the
linking stage. In other approaches, both the
source and target texts are pre-processed
independently and candidate lists for both
source and target multi-word units are created
to be used in the linking process (cf. Ahrenberg
et al. 1998).

The major difficulty is to identify all
collocations present in a text, especialy when
the frequency is low. Furthermore, it is not
obvious how to make the segmentation for
certain multi-word units, such as particle verbs
and prepositional objects.

Recall is dso difficult to measure when
multi-word units are considered, due to the fact
that it is more or less impossible to know how
many collocations there are in a text. Recall
measurements can therefore only be made on
samples of a bitext.

4. Resour ces used

Some word alignment systems make use of
extra resources, such as bilingual dictionaries,
function word lists, morphological
components, taggers, phrase lists or different
separate programs for processing multi-word
units. The resources used by a particular
system is valid information in the evauation.
Even if a “black box” approach is adopted, and
the output is judged against checked reference
data, the types of resources a system can utilize
are of necessary if a complete picture of the
system’s performance is to be painted.
Information on how long it takes to run the
system on a particular bitext is also relevant for
the evaluation as well as what platform and
hardware that is used.

4. Gold standards

Gold standards are usually a sample of the
bitext that has been prelinked manually by one
or several annotators and then used to test the
alignment output automatically. They come in
two main formats:

1. Complete alignment of the sample. This
is a method where the source and target
sentences in the sample are broken down
into segments and the translation
correspondences are marked. Melamed
(1998) used this method in the Blinker
project.

2. "The translation spotting” method. Here
a number of word or phrase types from
the source text are chosen. All the
sentence pairs that contain the singled-
out tokens are presented to the annotator
who chooses the corresponding target
word/phrase. This method was used in
the evaluation phase of the Word track
part in the Arcade project during the
summer of 1998 (Veronis 1998).

The advantage of the first method is that
nothing can be avoided. All the text segments
in the sample have to be annotated. The
disadvantage is that it can be hard to arrive at a
single correct mark-up, especially if you have
several annotators. Melamed reports that the
inter-annotator agreement was 82 per cent if
function words were included in the sample
and 92 per cent if only content words were



considered. A great deal of work therefore has

to be put into creating unambiguous
ingtructions  that guide the annotators.
Furthermore, the technical problems involved

in the mark-up of a gold standard could be
considerable. Often a dedicated system has to

be created from scratch that checks that
everything that should be annotated also is
done. And then the result from the annotators’
work should be compiled into one single Gold
standard to which the output from the
alignment system can be checked easily and
accurately.

The second method, the Arcade style, makes
it possible to cover different types of words
and phrases in a more consistent way. In the
Arcade competition, 60 word types were
singled out, 20 verbs, 20 adjectives and 20
nouns. Here all word types had a frequency of
around sixty, but they were chosen on the basis
that they exhibited some kind of interesting
problem concerning polysemy. By varying the
selection criteria, the translation spotting
method could help to evaluate units over
various dimensions, such as frequency ranges,
polysemy and parts of speech.

5. Genera
methods

The standard metrics used for measuring the
performance of NLP systems is recall and
precision. A proposed alignmeAtof a bitext
can be measured against a reference alignment
A, (for example a Gold standard). The recall of
the alignment A with respect to the reference
alignment A can be defines as:

_|AnA
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The precision of the alignment is then
defined as follows:

metrics and scoring

recall

N ANA
precision = ‘A\—|
The precision measurement gives the

proportion of segments in the proposed
alignmentA that is considered to be correct.

The above recall and precision
measurements are straightforward to handle if
the text only consists of single words, but it
becomes increasingly more difficult when the
alignments are not one-to-one, which they
indeed are not when collocations are involved,
as well as for deletions, insertions,
segmentation errors and paraphrases.

The scoring for precision and recall can be
adjusted to handle partial alignments by using
some kind of weighted scores.

6. Evaluation of Full-text alignment

When the output of an alignment system is
some kind of encoding of all lexical units and
their corresponding translations, there are
basically two ways to evaluate the output:

1. A posteriori evaluation of a sample of

the output.

2. Comparison with a Gold standard that

has been constructed in advance.

Measurements like recall and precision
should be calculated, but there are known
problems with this, which involves partially
correct links and overlapping of segments.

Token linking and the evaluation of such
linking could be limited to certain types of
words; for example the evaluation could be
restricted to only content words.

In  previous approaches to full-text
alignments several methods of scoring have
been used. One approach is to measure the
results relative to a gold standard, using either
a sample of continuous text (Melamed (1998)
or spot checks (Veronis 1998) (see section 4
for further details). Another way is to evaluate
the type links created by the full-text alignment
system as a bilingual dictionary and measure
recall and precision based on a sample of this
dictionary (cf. Ahrenberg et al. 1998). A
drawback of such a method is that it is difficult
to judge non-standard correspondences by the
evaluators when the word pair is presented in a
dictionary without its context. Furthermore, a
type link may appear correct in the dictionary,
even though it is based on erroneous link
instances in the text.

One way used by Kitamura & Matsumoto
(1996) is to regard precision only on the



highest ranked n hundred candidates suggested
by the system. Recal was then measured
relative to the set of words that occurred at
least twice in the corpus (i.e., the candidates
above the frequency threshold built into the
system). Gaussier (1998) uses a similar
approach where the top 500 links are checked
for precision. Here only precision figures are
given; recdl is not possible to measure as the
set of candidates is not exhaustive. Both
Kitamura & Matsumoto and Gaussier had the
links checked after the aignment was done.
The differences in the way precision and recall
is used by various researchers are also
illugtrated by, for example, Kgi & Aizono
(1996) who define recall as the proportion of
al word correspondences in the bilingual
corpus that are actualy extracted. In some
approaches, partia links are included in the
overall scorefor precision and in somethey are
not.

In the Word aignment track of the
ARCADE project (Veronis 1998), the scoring
methods used for evauation try to address
exactly these problems. Each link (whether it
consists of a single word or a multi word unit)
is evaluated by calculating precision and recall
in the following way.

Precision=Correctly proposed words/Proposed
words
Recall=Correctly proposed words/Tota no.
reference words

In Table 1 below an illustration is given for
three link instances. The first unit in the
reference, “a/b/c” (i.e. a three-word phrase) is
then compared with what the system proposed,
namely “a/d”. This gives a precision of 0.5 and
a recall of 0.33 for this particular instance. If
the system fails to propose a candidate when
there exists an actual translation, both the
precision and recall scoring will be zero. If a
certain unit is not translated and the system
also fails to find a link, the precision and recall
figures will be 1 for such instances. The total
precision and recall rates are then calculated as
the average of all the link instances in the
sample.

Table 1 Example of precision and recall
scoringin ARCADE

Reference| Proposed | Precision | Recall

wor ds wor ds

a/bl/c a/d 1/2=0.5 | 1/3=0.33
elf - 0 0

- - 1 1

Average 0.5 0.44

The advantage of the above scoring method
is that the successful linking of multiword units
is visible and rewarded, but also that partially
correct linking is not deemed out entirely. The
disadvantage of this approach is that the
reference words and the proposed words are
only considered from a the point of view of the
target. It presupposes that the source units in
the reference are the same as the ones that the
system has tried to link with corresponding
target units. To remedy this drawback, a
comparison of the source segmentation
between the reference and the alignment
system should be performed.

If evaluations of full-text alignment systems
are to be really useful, it is not sufficient to
know how well they perform in terms of
precision and recall. An evaluation should also
contain information on what the strengths and
weaknesses of the particular system are.
Therefore a predefined set of categories would
help to describe the characteristics of the
alignment. Perhaps it would be possible to tie
this set to the different dimensions that can be
tested with a gold standard of the Arcade style.
7. Evaluation of lexicon
extraction

bilingual

If the purpose is to evaluate an extracted
lexicon, i.e. a set of link types, there are several
ways to do this. For example:

1. Compare the type links to an existing

bilingual lexicon.

Have the output evaluated

(lexicographical)experts posteriori.

Have the output evaluated blaymen

posteriori.

4. Measure the “explanatory power” of the
extracted lexicon by applying it on an
already defined sample of the corpus
(Melamed 1997a)

by

w



5. Limit the evaluation to certain kinds of
type links based on the purpose of the
evaluation, for example terminology,
content words, etc.

In some work presented in the literature, the
explicit goa has been to extract bilingua
dictionaries (e.g. Klavans & Tzoukermann
1990 and Fung & McKeown 1996). Bilingual
terminology extraction can also be seen as a
kind of speciaization of bilingual extraction
systems (e.g. Dagan & Church 1994). As
mentioned earlier in section 1.1, severa
methods can be used to evaluate an
automatically created dictionary, for example
by automatic comparison with a machine-
readable bilingua dictionary or by having the
extracted dictionary evaluated by experts.
However, a comparison of an extracted
dictionary with an existing bilingua dictionary
could give the wrong results. Non-standard
trandations, trandations of collocations,
technical terminology, etc. are often not found
in sandard dictionaries which, as a
consequence, will produce misguiding scoring
measurements.

As far as we can tdll, there are no standard
way of calculating scores in terms of precision
and recall for extracted bilingual lexicons, but
an alternative evaluation method could be a
more pragmatic and practical approach, similar
to the solutions suggested by Dagan & Church
(1994) and Fung & McKeown (1996). Both
adopt a way to measure the increase in
efficiency that can be observed when
trandlators are using a particular machine-
extracted dictionary. The trandators who tested
the dictionaries extracted by Fung and
McKeown, for example, increased the number
of correct term trandations by 47 per cent.

As an extension in the same ven, i.e. a
practical kind of an evaluation, one could
imagine a scenario where professiona
lexicographers use automatically extracted
dictionaries to update commercial bilingual
dictionaries. The lexicographical database that
contains the commercial dictionary would be
compared with the extracted dictionary and
suggestions of possible new entries for the
database would be presented to the
lexicographers who in turn can choose whether

or not the new entry should be added. By
comparing how many entries that are actually
added by using such a technique with the “old”
way of updating dictionaries would prove a
valuable evaluation of automatically extracted
dictionaries.

The same information about strengths and
weaknesses as mentioned for full-text
alignment systems applies to lexicon extraction
systems. Problems that arises from, for
example, segmentation and stemming could be
included in this set of pre-defined categories
for lexicon extraction systems.

8. Conclusions

There is considerable interest in text
alignment on the word and phrase level, but
some confusion on how alignment systems
should be evaluated. The first, and perhaps
most important, step is to decide the purpose
and usage of such a system. If it is to be
adopted for creating full-text alignments used
for bilingual searches (bilingual
concordancing) or for creating bilingual
dictionaries, the evaluation must be tailored
towards that particular usage. Secondly, the
appropriate segmentation of the source text, in
particular, is fundamental for comparisons of
scorings between different systems. The
metrics used for evaluating systems is often
varying between different approaches, even for
systems with same overall goal. One solution,
at least for full-text alignment systems, may be
the use of gold standards, where a correct
reference is set up and against which the
system output is measured. Further
information, in addition to the scoring results,
is also of interest and should be included in
evaluations. This includes information on the
type of errors that the system makes and also
information about system performance in terms
of time and memory usage as well as data on
the implementation and hardware. In this paper
several approaches to evaluation of alignment
systems have been described with regard to the
purpose of the system, text segmentation,
metrics and scoring methods, gold standards,
error analysis and performance data.
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